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Nyquist-exceeding high voxel rate acquisition
in mesoscopic multiphoton microscopy
for full-field submicron resolution resolvability

Bhaskar Jyoti Borah,1 Jye-Chang Lee,2 Han-Hsiung Chi,2 Yang-Ting Hsiao,1 Chen-Tung Yen,2

and Chi-Kuang Sun1,3,4,5,*
SUMMARY

The Nyquist-Shannon criterion has never been realized in a laser-scanning meso-
scopic multiphotonmicroscope (MPM)with a large field-of-view (FOV)-resolution
ratio, especially when employing a high-frequency resonant-raster-scanning.
With a high optical resolution nature, a current mesoscopic-MPM either neglects
the criterion and degrades the digital resolution to twice the pixel size, or reduces
the FOV and/or the raster-scanning speed to avoid aliasing. We introduce a
Nyquist figure-of-merit (NFOM) parameter to characterize a laser-scanning
MPM in terms of its optical-resolution retrieving ability. Based on NFOM, we
define the maximum aliasing-free FOV, and subsequently, a cross-over excitation
wavelength, below which the FOV becomes NFOM-constrained irrespective of
an optimized optical design. We validate our idea in a custom-built mesoscopic-
MPM with millimeter-scale FOV yielding an ultra-high FOV-resolution ratio of
>3,000, while securing up-to a 1.6 mm Nyquist-satisfied aliasing-free FOV, a
�400 nm lateral resolution, and a 70 M/s effective voxel-sampling rate, all at
the same time.
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INTRODUCTION

Compared to single-photon and camera-based imaging systems, with a better penetration capability due

to the use of near-infrared (NIR) excitation spectrum and excitation localization of nonlinear optical absorp-

tion, a laser-scanning multiphoton microscope (MPM) becomes a promising candidate for deep intact

tissue imaging while maintaining high enough three-dimensional (3D)-resolution (Denk et al., 1990; Helm-

chen and Denk, 2005; Theer et al., 2003; Ntziachristos, 2010; Jacques, 2013; Kobat et al., 2009; Horton et al.,

2013; Horton and Xu, 2015; Rosenegger et al., 2014; Chakraborty et al., 2019). To accomplish a high-speed

laser-raster-scanning of a mesoscale volumetric tissue-sample with a reduced necessity of digital-image-

stitching operations, an extended FOV becomes an imperative requirement. Nevertheless, the FOV of a

traditional MPM is typically limited to <1mm2 while preserving a submicron optical resolution. It is however

important to note that with the advent of a wide variety of moderate or low magnification objective lenses

with moderate numerical apertures (NAs), it is becoming feasible to extend an MPM FOV up-to several mil-

limeters while still preserving an adequate optical resolution. Being a digital microscopy system however,

an adequate digitization facility becomes another important aspect to retrieve such high optical resolution

over the extended FOV under observation. That is to say, an adequate number of pixels on the digitized

image is essential. While to secure the same yet maintaining a fast raster-scanning, a high enough effective

voxel-sampling rate is required to satisfy or even exceed the respective Nyquist-Shannon criterion

(Nyquist, 1928; Shannon, 1949), which demands the digitized size of each sampling pixel to be at least

half of the smallest resolvable spacing in order to prevent the phenomenon of aliasing, which essentially

converts the optics-limited high spatial frequencies of the objects into low spatial frequencies in the final

image by the Moiré effect (Pawley, 2006; Heintzmann and Sheppard, 2007). An effective voxel-sampling

rate, in this case, can be realized as an image-pixel-sampling rate, i.e., the number of pixels on the digitized

image acquired in a unit second. A laser-scanning MPM typically uses a pulsed laser source for an efficient

nonlinear excitation, where each digitized voxel or image-pixel is expected to correspond to at least one

optical pulse. Thus, an MPM can reach a sampling rate as high as the repetition-rate of the laser

while employing a pulse-synchronized digitization (Prevedel et al., 2016; Weisenburger et al., 2019).
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Following the same, it becomes feasible to enable a high sampling rate in an MPM simply by opting to a

high-repetition-rate laser source. However, despite securing a high sampling rate, a subsequent down-

scaling operation to the digitized dataset typically in an attempt to improve signal-to-noise ratio (SNR)

by means of an interpolation and/or pixel-binning method might lead to aliasing and thus might degrade

the digital resolution. As amatter of fact, in such a digital microscopy system, the effective digital resolution

not only depends on the objective’s NA and excitation wavelength, but also gets affected by the associated

digitization and image-formation strategies. Remarkably, an ultra-high effective voxel-sampling rate be-

comes necessary when one simultaneously targets an extended FOV, a high digital resolution, and a

fast resonant-raster-scanning. In such a scenario, overcoming the Nyquist-restriction in a laser-scanning

MPM becomes challenging, as the maximum effective voxel-sampling rate is essentially limited by

the laser repetition-rate. Note that an undersampling-induced aliasing in such a case essentially degrades

the effective digital resolution of the system to twice the effective pixel size, and enforces one to reduce the

raster-scanning speed and/or the imaging area to retrieve the best optical resolution.

Over the past several years, quite a few researchers have successfully addressed various design challenges

to extend the FOV of a laser-scanning MPM, and demonstrated their ultra-large FOVs up-to several square

millimeters (Tsai et al., 2015; Bumstead et al., 2018; Terada et al., 2018; Stirman et al., 2016; Balu et al., 2016;

Sofroniew et al., 2016). Remarkably, by means of moderate- or high-NA objective lenses, the prior arts

successfully preserved high enough optical resolutions over their extended-FOVs as per their experimental

requirements or specific research goals. Most of such prior arts thus secured substantial improvement to

the FOV-resolution ratios, as being enlisted in Table 1. In addition, several of these prior arts employed

high-frequency resonant-mirrors to avail a fast-enough raster-scanning. Despite such substantial improve-

ments being contributed to the mesoscopic-MPMmodality, to the best of our knowledge, the significance

of the Nyquist-Shannon sampling theorem to correlate its direct consequences over themaximum aliasing-

free FOV is not yet well-explored to date. Especially for anMPMwith an ultra-high FOV-resolution ratio, the

issue of aliased digitization is indeed an important aspect to deal with, to unlock a large aliasing-free FOV

with a submicron effective digital resolution while simultaneously preserving a fast resonant-raster-

scanning.

In this paper, based on the Nyquist-Shannon sampling theoremwe first formulate theminimum required repe-

tition-rate of a pulsed laser source to fulfill the Nyquist-Shannon criterion for a given laser-scanningMPMwith a

specific FOV. To characterize such anMPM in terms of its reliable digitization capability, we formulate aNyquist

figure-of-merit (NFOM) parameter which indicates whether or not the system is capable of retrieving the best

optical resolution. For the digitization to be aliasing-free, the value of NFOM must be greater than or at least

equal to one. Taking NFOM into account, we then derive the maximum allowed FOV for a given laser repeti-

tion-rate, fast-axis scanner frequency, excitation wavelength, and objective’s NA. Beyond this theoretical limit,

the FOV will get aliased and the effective resolution will tend to degrade regardless of its superior optical

design. For an MPM with an optimized optical FOV design, we further study the cross-over excitation wave-

length, below which the FOV gets constrained by the respective NFOM and becomes wavelength dependent.

Based on our derivation, we justify that in order to maximize the FOV while neither compromising the digital

resolution nor the raster-scanning speed, the key solution is to enable an ultra-high voxel-sampling rate by

means of a high-repetition-rate pulsed laser source, where a one-pulse-per-voxel synchronized acquisition is

assumed for the optimum case. Our derivation further remarks that for a laser-scanning MPM with a high-

NA objective lens but using a low-repetition-rate pulsed laser, it is not feasible to achieve a large millimeter-

scale FOV without getting aliased unless the raster-scanning speed is greatly slowed down.

To validate our derivation experimentally, a design-optimized mesoscopic MPM was custom-built (Borah

et al., 2020; Sun and Borah, 2019) (refer to STAR Methods) to yield an optics-limited FOV of up-to 1.6 3

1.6 mm2 whereas preserving a submicron lateral resolution with a 0.95 NA objective lens. By implementing

a regular 70 MHz femtosecond laser following our design guideline, we successfully achieved aliasing-free

MPM imaging, i.e., NFOMR1, with an FOV-resolution ratio of more than 3,000. To validate the optical-

zoom-free submicron resolution retrievability, we performed two-photon imaging of biological tissue

samples with fine enough structures, and reliably retrieved them without shrinking down the 1.6 3

1.6 mm2 imaging area if the excitation wavelength is longer than 912 nm. Our experimental study further

confirms the Nyquist-Shannon sampling theorem in a laser-scanning MPM, as well as the derived cross-

over excitation wavelength. By shifting the excitation wavelength down to around 919 nm which is close

to this cross-over wavelength, a resolution-optimized mesoscopic MPM was also demonstrated with the
2 iScience 24, 103041, September 24, 2021



Table 1. A comparison of a few of the state-of-the-art large-FOV high-lateral-resolution MPMs

Literature

Fast-axis

scanner

type

Numerical

aperture

(NA)

Axial

resolution

(mm) (optical;

reported)

Reported

extended

FOV

(approx.)

Estimated

pixel size

(fast-axis)

(mm)

Lateral

resolution

(mm) (optical;

reported)

Lateral resolution

(mm) (digital;

limited by Nyquist-

Shannon sampling

theory)

Reported

fast-axis

FOV/

reported

resolution

Estimated

effective

voxel-sampling

rate (M/s)

Estimated

NFOM

(using

reported

resolution)

Tsai et al. (2015) Galvanometric 0.28 14 8 3 10 mm2 4 1 8 8000 <1 0.13

Bumstead et al. (2018) Galvanometric 0.22 28 4.95 3 4.95 mm2 4.95 1.7 9.9 2912 <1 0.17

Balu et al. (2016) Resonant (4 kHz) 1.05 3.3 0.8 3 0.8 mm2 0.5 0.5 1 1600 12.8 0.5

Stirman et al. (2016) Resonant (4 kHz) 0.43 12.1 3.5 mm (width) 1.71 1.2 3.42 2917 16.4 0.35

Terada et al. (2018) Resonant (8 kHz) 0.6 9.96 1.2 3 3.5 mm2 2.34 1.26 4.69 952 8.2 0.27

This report Resonant (4 kHz) 0.95 2 @1070 nm 1.6 3 1.6 mm2 0.18 0.48 @1070 nm 0.48 @1070 nm >3000 (above lc ) 70 R1

1.6 3 1.6 mm2 0.18 0.41 @919 nm 0.41 @919 nm >3800 (near lc )

1.42 3 1.42 mm2 0.16 0.37 @824 nm 0.37 @824 nm >3800 (below lc )

Note: The NFOMs (would be discussed in following sections) in this table were calculated considering reported optical resolutions, following, NFOM= 0.5 ropt/Ps; where, ropt and Ps are reported optical lateral

resolution and estimated fast-axis pixel size, respectively. Parameters cited/estimated in this table are based on the reported results in each case, to the best of our knowledge.
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1.6 3 1.6 mm2 FOV, while maintaining NFOM = 1 and �400 nm lateral resolution with a maximized FOV-

resolution ratio of more than 3,800. Whereas, our study further confirmed that with an excitation shorter

than this cross-over wavelength, we had to shrink down the FOV to rescue an NFOM of at least 1, i.e.,

the aliasing-free FOV in this regime is wavelength-dependent and is limited by Nyquist-Shannon criterion

rather than the optical system design. Our study and demonstration of the mesoscopic MPM with an ultra-

high FOV-resolution ratio can serve as a guideline to eliminate the final MPM barrier of aliased digitization

and to enable deep-tissue volumetric MPM imaging with simultaneously an ultra-large aliasing-free FOV

and a submicron digital resolution without compromising the raster-scanning speed.
RESULTS

Formulation of Nyquist figure-of-merit (NFOM)

To properly digitize the smallest optically resolvable spacing in a digital imaging system, the pixel sizemust be

at least half of this smallest resolvable spacing, called the Nyquist-Shannon criterion (Nyquist, 1928; Shannon,

1949; Pawley, 2006; Heintzmann and Sheppard, 2007), which must be satisfied to avoid the phenomenon of

aliasing. For an objective lens with a specific value of NA, its smallest resolvable lateral spacing, i.e., the lateral

resolution can be estimated by the full width half maximum (FWHM) of the lateral cross section obtained by

imaging a small enough structure. Theoretically, for a high-NA (>0.7) objective lens, the lateral resolution

(FWHM) for multiphoton fluorescence can be described as (Zipfel et al., 2003; Sheppard and Gu, 1990)

rFWHM =
0:541 lexcffiffiffi
n

p
NA0:91

; (Equation 1)

where lexc and n stand for excitation wavelength and order of the multiphoton process, respectively. In a

pulsed-laser based point scanningMPM, fulfilling/exceeding the Nyquist-Shannon criterion for an aliasing-

free maximum fast-axis field of view of FOVmax with a specific lateral resolution of rFWHM requires the repe-

tition-rate (R) of the pulsed laser source to be

RRVmin N; and Vmin =
4 f FOVmax

rFWHM
; (Equation 2)

where Vmin is the minimum voxel-sampling rate required to fulfill the Nyquist-Shannon criterion, N (R1) is

an integer signifying number of optical pulse(s) per voxel, and f is the fast-axis frequency for either a reso-

nant or a galvanometer-based scanner. Using Equation (1), Vmin can be redefined for an MPM with a high-

NA (>0.7) objective lens as

Vmin =
7:3937

ffiffiffi
n

p
NA0:91 f FOVmax

lexc
: (Equation 3)

As Vmin is directly proportional to f and FOVmax, and inversely proportional to lexc , for a given value of Vmin, to

extend the aliasing-free FOVwhile imaging with a high-NAobjective lens, onemust either decrease the fast-axis

scanning frequency sacrificing the imaging speed, and/or increase the excitation wavelength sacrificing the res-

olution. Therefore, the only way left to neither compromise speed nor resolution is to enhance the voxel-sam-

pling rate sufficiently. For the optimized condition, followingN= 1 in Equation (2) inequality, the lowest required

repetition-rate of the laser would thus be equal to theminimum voxel-sampling rate, i.e., Rmin = Vmin. Thus, for a

givenMPM, the required value of Rmin can be estimated fromEquation (3) basedondesired FOVmax and choices

of NA, f , and lexc . For instance, if one employs an 8 kHz fast-axis scanner and a 1.0 NA objective lens for two-

photon imaging at 920 nm excitation, for achieving a 2 mm-wide fast-axis FOV, the minimum required voxel-

sampling rate will be �181.86 M/s, and hence the laser repetition-rate must be at least �181.86 MHz. This

requirement can be of course relaxed to �90.9 MHz with a 4 kHz fast-axis scanner.

Considering Equations (2) and (3), for a straightforward assessment of the optical-resolution retrieving

capability of a laser-scanning MPM, we formulate a Nyquist figure-of-merit (NFOM) parameter as follows

NFOM=
0:1353 R lexcffiffiffi

n
p

N f NA0:91 FOVmax

: (Equation 4)

Formulation of maximum achievable aliasing-free field of view (FOVmax) and cross-over

excitation wavelength

For the digitization to be aliasing-free, NFOMmust be greater than or at least equal to 1. For a given lexc ,

an attempt to enhance the FOVmax with a high- f and/or a high-NA configuration will tend to degrade the
4 iScience 24, 103041, September 24, 2021



Figure 1. Plots of FOVmax for a laser-scanning MPM

(A) FOVmax with respect to R at NA= 0:95 & N= 1: For FOVmax = 1 mm, the green & blue colored solid squares

correspond to R= 43:4 MHz at f = 4 kHz & R= 86:8 MHz at f = 8 kHz, respectively.

(B) FOVmax with respect to lexc , where the green-dashed line represents FOVmax of this report at NA = 0:95, N = 1, and

f = 4 kHz; green-dotted line marks the cross-over excitation wavelength, i.e., lc = 912 nm; red-dashed and red-dotted

lines depict the optics-limited and NFOM-constrained FOVs, respectively. P1, P2, and P3 are three imaging conditions

each with 70 M/s effective voxel-sampling rate, at excitation wavelengths of 1,070 nm ð>lcÞ with NFOM>1 for 1.6 mm-

wide optics-limited FOV, at 919 nm ð� lcÞwith NFOM= 1 for the same 1.6 mm-wide but resolution-optimized FOV, and at

824 nm ð<lcÞ with NFOM= 1 for an NFOM-constrained 1.42 mm-wide FOV, respectively. Blue-dashed line represents

theoretical FOVmax limitation for the experimental condition of a prior report by Jaepel et al. (2017) with an 80 MHz pulsed

laser. The blue solid square marks the previous experimental FOV (Jaepel et al., 2017), which is much lower than the

theoretical limitation derived in this paper.
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NFOM to be less than 1, which must be rescued by means of a high-R laser. Incorporating an even higher-

NA objective lens, and/or even lower lexc will demand an even higher value of R to maintain a specific

FOVmax . For instance, a �1.4 times higher value of R will be required when NA is enhanced from 1.0 to

1.45; likewise, lowering lexc from 1,070 nm to 760 nm, will require a �1.4 times higher R, the remaining pa-

rameters kept unchanged in each case.

For the optimized case with NFOM = 1 and N = 1, the aliasing-free FOVmax for a specified set of laser, fast-

axis scanner, and objective lens can be thus estimated as

FOVmax =
0:1353 R lexcffiffiffi

n
p

f NA0:91
: (Equation 5)

Figure 1A plots the maximum aliasing-free field of view, FOVmax from Equation (5) as a function of R for the

fixed values of NA= 0:95 and N = 1. As depicted by the data points, to achieve an aliasing-free FOVmax of

1 mm to be operated up-to aminimum lexc of 920 nm, the laser repetition-rate must be at least 43.4 MHz for

a 4 kHz scanner, and at least 86.8 MHz for an 8 kHz scanner. This essentially justifies that for a high-NA

objective lens employed with a high-frequency fast-axis scanner, the only way to extend the aliasing-

free FOVmax beyond �1 mm is to opt for a pulsed laser source with high enough repetition-rate (R) to

enable an ultra-high effective voxel-sampling rate (V).

Based on Equation (5), Figure 1B plots the FOVmax as a function of lexc for two high-NAMPM settings each

with NFOMR1, where the blue-dashed line corresponds to the experimental parameters of a prior

report by Jaepel et al. (2017). In this case, although an 80 MHz pulsed laser was employed for excitation,

the previously reported aliasing-free FOV is �19 times lower than our idealized theoretical value FOVmax

with N = 1 (blue-dashed line). Part of the discrepancy can be attributed to the low effective voxel-sam-

pling rate of 8.2 M/s. On the other hand, our report studied the case of a femtosecond laser with a

70 MHz repetition-rate, which is on the same order or slightly lower than most commercial femtosecond

lasers. As shown in the green-dashed line, which represents FOVmax with NA = 0:95, N = 1, and f = 4 kHz,

with a maximized effective voxel-sampling rate of 70 M/s, this report predicts the possibility to achieve an

aliasing-free FOVmax much greater than 1 mm across the excitation wavelengths between 700 and

1,100 nm while digitally preserving the diffraction-limited nonlinear optical resolution. Our calculation

also justifies the impact of true/effective voxel-sampling rate (V) and hence the laser repetition-rate (R)

for a large-FOV aliasing-free imaging.
iScience 24, 103041, September 24, 2021 5



Figure 2. Demonstration of stitch-free large-FOV two-photon imaging with Nyquist-exceeded sampling

A coronal section from medulla of a Nav1.8-tdTomato mouse was scanned across 1.6 3 1.6 3 0.4 mm3 volume with a voxel size of 0.182 3 0.182 3 0.3 mm3.

(A) 3D-rendered volume (using Amira) in inclined view.

(B) Enlarged 3D cropped ROI R1 marked in A, providing lateral & axial views.

(C) Top view of the ROI R1. Red, green & cyan colored axes represent X, Y & Z axes, respectively. Scale bars for A-C: 0.1 mm, 0.07 mm, and 0.05 mm,

respectively.

(D) 2D representation of the acquired volume with Z-projection (color coded Z axis), scale bar = 0.2 mm.

(E) 33 digitally zoomed ROI R2 (marked in D), scale bar = 0.1 mm, showing color-coded fine fibers.

(F and G) 263 digitally zoomed ROIs R3 & R4 in E; red arrows mark submicron structures, scale bar = 15 mm.

(H and I) Intensity profiles across the fine fibers marked in F & G, respectively; revealing FWHMs of 475 nm for H, and 470 nm for I.

(J) A Z-projected 9 mm-thick section from the same acquired data, scale bar = 0.2 mm.
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Figure 2. Continued

(K–N) Enlarged vertically oriented views of the ROI R6 marked inside ROI R5 in J, obtained with (K) Nyquist-exceeded (pixel size: 182 nm), (L) 23

undersampled (pixel size: 364 nm),

(M) 33 undersampled (pixel size: 545 nm), and (N) 43 undersampled (pixel size: 727 nm) cases, respectively (scale bar = 5 mm), with pixel numbers of 226 3

117, 112 3 58, 75 3 38, and 56 3 29, respectively.

(O–R) Intensity profiles along the yellow-dashed lines in K-N, respectively.

(O) Resolves the separation between two adjacent submicron fibers. (P-R) Essentially detect the two adjacent fibers resolved in O as a single fiber.
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For a conventional laser-scanning system (Chun et al., 2013) with an optics-limited field of view of FOVOL

(Equation (S11)), we can redefine the minimum effective voxel-sampling rate, and hence the minimum laser

repetition-rate required for a given laser-scanning MPM to be aliasing-free. Following Equations (3) and

(S11), and considering FOVmax = FOVOL, we obtain

Vmin = Rmin =
14:7874

ffiffiffi
n

p
NA0:91 f tanjqGj fo fs
lexc ft

; (Equation 6)

where, qG is the fast-axis scan-angle by the scanning mirror with respect to the optical axis, fo, fs, and ft are

the effective focal lengths (EFLs) of the objective lens, scan lens, and tube lens, respectively.

From Equation (5), for a laser-scanning MPM with FOVOL%FOVmax , a cross-over excitation wavelength lc

can be further estimated as follows. When lexc is longer than lc , the FOV of the system remains limited by

the relevant optics. However, as lexc becomes shorter than lc , the FOV is rather constrained by the NFOM

of the respective system. For an optics-limited resolution-optimized FOV, lexc � lc is expected with

lc =
7:3937

ffiffiffi
n

p
f NA0:91 FOVOL

R
: (Equation 7)

Experimental demonstration and validation of the proposed theory and hypothesis

To validate our theory and hypothesis, we constructed a mesoscopic MPM utilizing off-the-shelf optome-

chanical components. Following Equation (6), we chose fo, fs, and ft of 9mm, 110mm, and 166.7 mm, so that

qG � G7:70 can provide up-to an FOVOL of�1.6 mm. Combining a high (0.95) NA objective lens with 9 mm

EFL preserved not only a high spatial resolution, but also resulted in a large FOV-resolution ratio

greater than 3,000. For two-photon imaging we further chose lexc = 1070 nm and f = 4 kHz, thus obtaining

Vmin = Rmin = 59:7 MHz, which is lower than most of the commercially available femtosecond oscillators

and is easily achievable. For demonstration, a femtosecond laser source with R= 70 MHz and lexcz

1070 nm was first chosen. Following Equation (2), the value of N, being an integer, is not allowed to be

more than 1 in this case, enforcing a one-pulse-per-voxel acquisition. Therefore, following Equation (5),

we obtain FOVmax = 1:87 mm (>FOVOL) for N= 1 case. From Equation (4), NFOM = 1:17>1; thus, the op-

tics-limited FOV is guaranteed to be aliasing-free. In this case, from Equation (7), the cross-over excitation

wavelength, lc was estimated to be around 912 nm.

To experimentally validate the fulfillment of the Nyquist-Shannon criterion, we performed two-photon im-

aging of a coronal section from the medulla of a Nav1.8-tdTomato mouse across a volume size of �1.6 3

1.6 3 0.4 mm3 preserving a voxel size of 0.182 3 0.182 3 0.3 mm3. With lexcz1070 nm> lc , the FOV was

optics-limited in this case. Figure 2A depicts the stitch-free 3D-rendered volume (using Amira software,

Mercury Computer Systems, USA) in an inclined view. The 3D region of interest (ROI) R1 is cropped and

enlarged in Figure 2B, and its top view is presented in Figure 2C. Red, green, and cyan colored axes repre-

sent X, Y, and Z axes, respectively. Figure 2D shows a two-dimensional (2D) representation of the acquired

volume with color-coded depth information, processed using ImageJ software (National Institutes of

Health, USA) and OpenCV (an open-source computer vision library). No stitching/mosaicking was applied.

Figure 2E shows a 33 digitally enlarged ROI R2 with 2,933 3 2,933 pixels maintaining a�182 nm pixel size,

presenting the color-coded fine fibers. With a 263 digital zoom to the original image, the ROIs R3 and R4

marked in Figure 2E are enlarged in Figures 2F and 2G, respectively, each with a pixel number of 3333 333,

with 182 nm pixel size. The red arrows in Figures 2F and 2G mark two submicron fibers. Figures 2H and 2I

respectively show the intensity profiles across the fibers in Figures 2F and 2G, with FWHMs of around

475 nm and 470 nm, respectively. Figure 2J depicts a Z-projected �9 mm-thick section from the same ac-

quired data with pixel size of 182 nm. An 8.53 digital zoomwas performed to the ROI R5 (1,1613 912 pixels)

and its enlarged view is shown in the same Figure 2J. Another ROI R6 with two adjacent submicron fibers is

selected within ROI R5, with a 543 digital zoom to the original image. Figures 2K–2N respectively depict
iScience 24, 103041, September 24, 2021 7



Figure 3. Two-photon imaging near & below the cross-over excitation wavelength to demonstrate an optics-limited resolution-optimized FOV &

an NFOM-constrained FOV, respectively

(A) Optics-limited 1.6 mm-wide FOV at lexc = 919 nm � lc & NFOM = 1; Z-projected view of 8 imaging slices at Z-step = 0.8 mm, pixel size = 182 nm, scale

bar = 0.2 mm; sample: a hippocampal sagittal section from a thy1-GFP mouse.

(B and C) Enlarged ROIs R1 (512 3 512 pixels) in A & R2 (64 3 64 pixels) in B, respectively.

(D) Intensity profile across the fiber marked by the white arrow in C with an FWHM of 405 nm. (A–D) Justifies the best resolution for the optics-limited FOV

with an FOV-resolution ratio of more than 3,800 at the optimized condition with NFOM= 1 & lexc � lc :

(E) NFOM-constrained 1.42 mm-wide FOV at lexc = 824 nm< lc ; Z-projected view of 8 imaging slices at Z-step = 0.8 mm, pixel size = 162 nm, scale bar =

0.2 mm; sample: a hippocampal coronal section from an Alexa Fluor 546 (anti-GFP immunohistochemistry labeling) mouse.
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Figure 3. Continued

(F and G) Enlarged ROIs R3 in E with 512 3 512 pixels & R4 in F with 64 3 64 pixels, respectively.

(H) Intensity profile across the white-arrow-marked fiber inG revealing an FWHMof 370 nm comparable to the respective rFWHM of 330 nm. Scale bars in B& F

are 20 mm, and C & G are 2 mm. Note: ROIs R2 & R4 in C & G, respectively, were obtained by performing 1383 digital zoom to the corresponding full-FOV

images.
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the enlarged views of the ROI R6 with (K) Nyquist-exceeded (pixel size = 182 nm), (L) 23 undersampled

(pixel size 364 nm), (M) 33 undersampled (pixel size 545 nm), and (N) 43 undersampled (pixel size

727 nm) cases (scale bar = 5 mm), with pixel numbers of 226 3 117, 112 3 58, 75 3 38, and 56 3 29, respec-

tively. ROI R6 in J is vertically oriented in K-N. Figure 2O plots the intensity profile along the yellow-dashed

line marked in Figure 2K for the Nyquist-exceeded condition, and resolves the separation between the two

adjacent submicron fibers which are �550 nm apart. On the contrary, similarly plotted intensity profiles in

Figures 2P–2R, for the undersampled cases, essentially detect these two adjacent fibers as a single fiber, as

the increased pixel size does not meet the Nyquist-Shannon criterion.

In Figure 1B, the green-dashed line corresponds to the FOVmax of our custom-built MPM plotted with

respect to the excitation wavelength. For the 70 MHz laser, the cross-over excitation wavelength lc in

our case is around 912 nm as represented by the green-dotted line in Figure 1B. In Figure 2 with an

NFOM>1, we have demonstrated the Nyquist-exceeded imaging capability of the system at lexc of around

1,070 nm as indicated by point-P1 in Figure 1B. At this condition with lexc>lc , the 1.6 mm-wide FOV was

limited by optics and was lower than the FOVmax limit. The red-dashed line in Figure 1B represents our op-

tics-limited FOV.

To realize not just the optics-limited but also the resolution-optimized FOV, the excitation wavelength was

lowered to around 919 nm (point-P2 in Figure 1B) approaching the cross-over wavelength (lc ) of 912 nm.We

performed two-photon imaging of a sagittal section from the hippocampus of a thy1-GFP mouse. The

Z-projected view of 8 imaging slices at 0.8 mm Z-step is depicted in Figure 3A with a scale bar of

0.2 mm. An NFOM = 1 for the optics-limited 1.6 mm-wide FOV was maintained with the same pixel size

of 182 nm. To investigate the high-resolution resolvability, we first mark an ROI R1 in Figure 3A with

5123 512 pixels which is enlarged in Figure 3B with a scale bar of 20 mm. Another ROI R2 with 643 64 pixels

is again marked inside ROI R1 in Figure 3B. Figure 3C shows the enlarged view of R2 with a scale bar of 2 mm

which resolves fine submicron structures by means of the 1383 digital zoom to the original image. An in-

tensity profile obtained across the fiber marked by the white arrow in Figure 3C is plotted in Figure 3D with

an FWHM of 405 nm. Thereby, an FOV-resolution ratio of more than 3,800 was enabled, not to mention

without optical zooming.

To demonstrate the predicted effect of NFOM-constrained FOV as depicted by the red-dotted line in Fig-

ure 1B, we again reduced the excitation wavelength to around 824 nm which is lower than lc . At this con-

dition, the aliasing-free FOV is no longer limited by the optical performance, rather it becomes NFOM-con-

strained which in our case is around 1.45 mm. Remarkably, such NFOM-constrained reduction to the FOV is

going to be more severe for an application requiring even shorter excitation wavelength. To demonstrate

this scenario, we acquired two-photon images from a coronal section of an Alexa Fluor 546 stained (anti-

GFP immunohistochemistry labeling) mouse hippocampal region at lexc of around 824 nm as represented

by point-P3 in Figure 1B. Figure 3E with a scale bar of 0.2 mm depicts the Z-projected view of 8 imaging

slices at 0.8 mm Z-step. Respecting the NFOM-constrain, the FOV was set to 1.42 mm with a reduced pixel

size of 162 nm. The 5123 512-pixeled ROI R3 in Figure 3E is enlarged in Figure 3F (scale bar = 20 mm) where

another 64 3 64-pixeled ROI R4 is again marked. Figure 3G depicts the enlarged view of the ROI R4 with a

1383 digital zoom to the full-FOV image. Figure 3H plots the intensity profile across the white-arrow-

marked fine fiber in Figure 3G, revealing an FWHMof around 370 nmwhich is comparable to the theoretical

rFWHM of 330 nm.

Notably, both [lexc � lc ]-case with optics-limited resolution-optimized FOV and [lexc<lc ]-case with

NFOM-constrained FOV preserved an NFOM�1, and thus 2 pixels per theoretical point spread function

were ensured in each case. ImageJ and OpenCV were used for the analysis presented in Figure 3.

Feasibility of high-frame-rate MPM imaging at maximized fast-axis FOV

For a fixed fast-axis scanner which in our case is with a resonant frequency of 4 kHz, the frame rate is not

affected by any change to the fast-axis scanning angle, and hence the fast-axis FOV. However, for a large
iScience 24, 103041, September 24, 2021 9



Table 2. Acquisition capability of the developed data acquisition system

Single-frame pixel number (in X and Y axes) with 4 kHz resonant scanner

Largest pixel

number

(3 4 channels)

Maximum

data size per

frame (in

megabytes)

Approximate

frame rate (in

frames per

second)

Fast X axis

Slow Y axis

Sampling rate in mega samples per second (MSps)

20 MSps 50 MSps 70 MSps 100 MSps 125 MSps

2400 6224 8800 12,520 15,720 16,000 15,720 3 16,00034 1918.9 0.49

2400 6224 8800 12,520 15,720 12,000 15,720 3 12,00034 1439.2 0.64

2400 6224 8800 12,520 15,720 8000 15,720 3 8,00034 959.47 0.96

2400 6224 8800 12,520 15,720 4000 15,720 3 400034 479.74 1.88

2400 6224 8800 12,520 15,720 1000 15,720 3 100034 119.93 7.87

2400 6224 8800 12,520 15,720 500 15,720 3 50034 59.967 15.75

2400 6224 8800 12,520 15,720 250 15,720 3 25034 29.984 31.5

2400 6224 8800 12,520 15,720 16 15,720 3 1634 1.919 490

2400 6224 8800 12,520 15,720 8 15,720 3 834 0.959 980
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FOV in the direction governed by the slow-axis, enough number of lines must be scanned to maintain the

aliasing-free nature. For a 1 3 1 mm2 FOV at 1,070 nm excitation wavelength and 0.95 NA, to maintain an

NFOM of 1 or more, we would require at least 46633 4663 pixels. To acquire 4663 lines along the slow axis,

the time required for a 4 kHz resonant scanner would be at least 0.58 s. Table 2 illustrates our acquisition

capability at various sampling rates in terms of pixel numbers, data sizes, and frame rates. Note that our

NFOM derivations are exclusively related to the fast-axis FOV. A simple way to double our frame rates is

to replace the 4 kHz scanner with a standard 8 kHz one, which will however require a minimum laser repe-

tition-rate of 119.4 MHz for a 1,070 nm excitation (Equation (3) and (6)) while maintaining an NFOM of at

least 1.

It is important to note that themaximized square-shaped FOV of our systemmight not be suitable for those

imaging applications which involve high-frame-rate functional analysis. For such requirements, the slow-

axis pixel number, and hence the slow-axis FOV can be easily reduced to boost the frame rate. That is

to say, the square-shaped FOV can be made rectangular in shape to enhance the frame-rate while main-

taining the same fast-axis FOV. Let us consider an example here.We have a 70M/s effective voxel-sampling

rate providing a 182 nm pixel size along the fast-axis with a pixel number of 8,800. Suppose we need to

perform a functional imaging at a frame rate of >30 frames per second (fps). For the same, according to

our Table 2, we need to maintain 250 pixels along the slow-axis (i.e., a 46 mm slow-axis FOV).

However, note that our fast-axis-maximization idea does not have any dependency with this slow axis pixel

number. That is to say, by following our idea, the FOV can be maximized to 1,600 3 46 mm2 (8,800 3 250

pixels), remarkably while maintaining the same >30 fps frame rate. Thus, our idea can bring a significant

improvement to the acquisition capability of such a high-frame-rate MPM to maximize the fast-axis FOV

and thereby the FOV-resolution ratio, while neither sacrificing the resolution nor the targeted frame-rate.

Assessment of image quality in terms of signal-to-noise ratio (SNR), signal-to-background

ratio (SBR), and contrast ratio under different frame-accumulation conditions

An undersampled acquisition results in a lower SNR (Virtue and Lustig, 2017) owing to fewer acquired data

in each frame. As a consequence, multiple frame accumulation/averaging is required to achieve a high-

SNR image which indeed limits the practical imaging speed of the system. To maintain a faster imaging

speed, a sufficient SNR for a single-frame-image is quite helpful to avoid prolonged accumulation.

To assess the image quality in terms of SNR, SBR, and contrast ratio, a piece of sciatic nerve of the Nav1.8-

tdTomato mouse was imaged over the extended FOV maintaining a pixel size of �182 nm at an excitation

wavelength of around 1,070 nm. The sample was excited with an average laser power of �45 mW and the

supply voltage to the PMT was set at�600 V. Figures 4A–4D depict cropped two-photon images each with

2,2003 2,100 pixels (scale bar of 0.1 mm), obtained under frame averaging of (A) none (single frame), (B) 3,

(C) 5, and (D) 7, respectively. For each cropped image, we select a 45 3 45-sized ROI from a signal location

and another 45 3 45-sized ROI from a noisy-background location, being marked by the yellow- and red-
10 iScience 24, 103041, September 24, 2021



Figure 4. Image quality assessment in terms of signal-to-noise ratio (SNR), signal-to-background ratio (SBR), and contrast ratio under different

frame-accumulation conditions

(A–D) Two-photon images (scale bars = 0.1 mm), each with pixel size of�182 nm, obtained under frame averaging of (A) none (single frame), (B) 3, (C) 5, and

(D) 7, respectively. Sample: a piece of sciatic nerve of a Nav1.8-tdTomato mouse.

(E) Enlarged 45 3 45-sized signal- and background-ROIs taken from the yellow- and red-arrow marked locations in each case of A-D.

(F) Plots SNR, SBR, and contrast ratio evaluated using the signal- and background-ROIs in E, which are respectively found as (A) 8.4, 20, 90.3%, (B) 27.0, 84,

97.6%, (C) 66.0, 308, 99.4%, and (D) 90.2, 516, 99.6%. A frame averaging of 3 was sufficient to attain an SNR of >20, an SBR of >80, and a contrast ratio of >97%.

(G and H) Maximal-intensity Z-projections (scale bar = 0.25 mm) of two stacks (scanned within a fixed location of the same sample) acquired under frame

averaging of (G) none, and (H) 5, respectively. ImageJ was used for the analysis.
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arrows, respectively. Figure 4E depicts the enlarged views of these signal- and background-ROIs sequen-

tially for each case. For each signal-ROI, we evaluate the mean ðm1Þ, and for each background-ROI, we eval-

uate the mean ðm2Þ and standard deviation ðsÞ. For each case, SNR, SBR, and contrast ratio are plotted in

Figure 4F, which are defined and evaluated as m1=s; m1=m2; and ððm1 � m2Þ =ðm1 +m2ÞÞ3 100%, respectively.

For Figures 4A–4D, SNRs are respectively found to be 8.4, 27.0, 66.0, and 90.2; SBRs are respectively found

to be 20, 84, 308, and 516; and contrast ratios are respectively found as 90.3%, 97.6%, 99.4%, and 99.6%. It is

thus observed that a frame averaging of 3 is sufficient to attain an SNR of >20, an SBR of >80, and a contrast

ratio of >97%. In this situation, the imaging speed is reduced to �0.3 fps with the 4 kHz resonant scanning

system (refer to Table 2 for detailed frame-rate information).

To show the feasibility of single frame (no accumulation/averaging) acquisition, we imaged a fixed location

of the same sample acquiring two stacks (360 slices at 0.8 mm Z-steps) under frame averaging of none (sin-

gle frame) at 0.87 fps, and 5 at 0.17 fps, respectively, and their maximal-intensity Z-projections are shown in
iScience 24, 103041, September 24, 2021 11



Figure 5. Demonstration of a mesoscale volumetric imaging

(A and B) 2D-representation of an intact trigeminal tract (scale bar = 0.5 mm) acquired from a Nav1.8-tdTomato mouse whole-brain (clarified) sample

(scanned within the red rectangular ROI marked on the intact brain (before clarifying) as shown in B with a scale bar of 3 mm), where maximal-intensity-

projected 7 imaging stacks were manually stitched together to form the complete view.

(C) A cropped and enlarged region, scale bar = 0.1 mm, pixel number = 2,352 3 2,460, corresponding to the ROI R1 marked in A.

(D) 3D-rendering of a stack (acquired near R1 in A) using Amira, representing an inclined view of the volume, scale bar = 0.2 mm.

(E and F) Lateral & axial views of fine fibers, respectively, scale bar = 0.002 mm. Virtual camera was moved inside the stack through top (XY) & side (XZ) planes

along the white & yellow arrowed directions in D, respectively. The red, green & cyan colored axes represent X, Y & Z axes, respectively.
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Figures 4G and 4H, respectively (scale bar = 0.25 mm). The slices were color coded for visualization of the

depth information.
Mesoscale 3D imaging of an ultra-large volumetric tissue-sample

To demonstrate our high-resolution mesoscale 3D imaging capability with the ultra-high effective voxel-

sampling rate, we performed two-photon imaging of an intact trigeminal tract (Westberg and Kolta,

2011) from aNav1.8-tdTomatomouse whole-brain (clarified) sample, acquiring 7 imaging stacks with a total

of 9,112 slices at a voxel size of�0.1823 0.1823 0.8 mm3. Owing to systemmemory limitation, for stitching

and 3D-rendering purposes, we applied 43 downscaling to the acquired data. We performed maximal in-

tensity projection of each stack and manually stitched them to form the complete view as depicted in Fig-

ure 5A. ImageJ and OpenCV were used for processing. The trigeminal tract traveled longitudinally and
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formed dense network mainly with the trigeminal principal sensory nucleus (at the rostral part) and spinal

trigeminal complex (at the caudal part). The imaging location is marked by the red rectangular ROI on the

intact brain (before clarifying) as shown in Figure 5B with a scale bar of 3 mm. Figure 5C represents an

enlarged region with original pixel number of 2,352 3 2,460 corresponding to the ROI R1 marked in Fig-

ure 5A, where the fine color-coded fibers can be traced. We further performed a 3D-rendering of a stack

acquired near ROI R1 using Amira. Figure 5D represents an inclined view of the stack. Wemoved the virtual

camera through top (XY) and side (XZ) planes along the white and yellow arrowed directions in Figure 5D,

respectively, and the virtual camera views of the fine fibers in both cases are depicted in Figures 5E and 5F,

respectively, with scale bar modified from 0.2 mm to 0.002 mm by means of digital zooming. The red,

green, and cyan colored axes in Figures 5D–5F represent X, Y, and Z axes, respectively.
DISCUSSION

The purpose of an extended FOV while simultaneously preserving a high spatial resolution is to enable one

to resolve fine submicron structures throughout the FOV without optical zooming, and thereby to facilitate

a faster imaging speed with minimal digital image stitching. However, for an MPM with an ultra-high FOV-

resolution ratio together with a high enough raster-scanning speed, fulfillment of the Nyquist-Shannon

criterion becomes challenging because of requirement of an ultra-high effective voxel-sampling rate. A

comparison of a few of the state-of-the-art large-FOV high-lateral-resolution MPMs (Tsai et al., 2015; Bum-

stead et al., 2018; Terada et al., 2018; Stirman et al., 2016; Balu et al., 2016) in terms of FOV-resolution-ratios

and NFOMs is enlisted in Table 1. Remarkably, each prior report with an inadequate effective voxel-sam-

pling rate encountered an NFOM<1, and thus a degraded effective resolution in each case. Sofroniew et al.

(2016) demonstrated a 5 mm-wide FOV by means of combining multiple 600 mm-wide strips, however, was

limited by pixel size to meet the Nyquist-Shannon criterion for the 0.66 mm reported resolution. Tsai et al.

(2015) reported an ultra-high FOV-resolution ratio of 8,000 preserving a 1 mm lateral resolution by means of

a low (%0.3) NA objective lens, however encountered a poor NFOM of 0.125. A lower value of NA typically

leads to a poor axial resolution. Besides, a poor NFOM induces substantial degradation to the effective

lateral resolution as well. Therefore, a low-NA poor-NFOM system results in a severely poor effective 3D

resolution.

To achieve NFOMR1 for our custom built MPM, the minimum required effective voxel-sampling rate was

estimated to be 59.7 MHz (Equation (3) or (6)). Therefore, with a 70 MHz pulsed laser, Equation (2) restricts

us to follow N = 1, i.e., a one-pulse-per-voxel synchronized acquisition to meet the requirement of voxel-

sampling rate. Despite being a promising idea, to date, this has not been implicated in a laser-scanning

MPM aiming to maximize the effective voxel-sampling rate so as to fulfil/exceed the Nyquist-Shannon cri-

terion for a large FOV-resolution ratio. It is remarkable that the prior literatures related to pulse-level syn-

chronized-sampling often targeted small-FOV MPMs, and either employed a low-repetition-rate pulsed

laser source, or lowered down the effective voxel-sampling rate (Prevedel et al., 2016; Weisenburger

et al., 2019, Kong et al., 2015; Gil et al., 2018; Li et al., 2020; Xiao and Mertz, 2019), mostly to improve

the SNR. A low-repetition-rate laser is usually employed when aiming for a high pulse energy to secure

a high SNR. Furthermore, whether the sampling being pulse-synchronized or not, a reduction to the effec-

tive voxel-sampling rate by means of any interpolation and/or pixel-binning method essentially degrades

the NFOM irrespective of a high-SNR and might induce irreversible resolution loss. On the other hand, our

idea contradicts both the prior trends, i.e., usage of a low-repetition-rate laser source and/or reduction of

the effective voxel-sampling rate especially when a non-aliased extended FOV is a concern. Our idea of

maximizing the aliasing-free FOV enforces a maximized effective voxel-sampling rate limited by the repe-

tition-rate of a high pulse-rate laser at N = 1 for the acceptable condition.

For a conventional MPM with N = 1, because of lower pixel dwell time, a reduced photon budget, and

hence a poor SNR can be a cause of concern. However, for a mesoscopic MPM with a large FOV, this sit-

uation is different. With N = 1, the reduced photon budget can be compensated by a higher excitation po-

wer without damaging the sample; since, the average power is now coveringmuch extended area, and thus

the power density over a unit area will decrease and will allow higher average power after the objective

lens. For instance, by extending the FOV from 0.4 3 0.4 mm2 to 1.6 3 1.6 mm2, 16 times average output

power will be needed to maintain the same optical power density over the unit area. For N = 1, there

will be only two consecutive pulses to be focused inside the point spread function, and thus even with a

time interval of the order of the fluorescence lifetime, the risk of bleaching is minimized. Our study thus

yields a conclusion that for an ideal system with NFOM = 1 and N = 1, a high enough repetition-rate-laser
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with reasonably increased excitation power will allow the photon budget issue to be improved without

much compromising the imaging speed. We utilized an average power of %45 mW for the experiments

presented in this paper. In addition to the excitation power, collection of at least 8 voxels per focal volume

for a Nyquist-exceeded volumetric imaging further improves the SNR.With no frame accumulation, an SNR

over 8 was achieved, which was further improved to over 20 with a frame accumulation of 3.

We stated the repetition-rate (R) of the pulsed laser source to be the only enhanceable parameter for

achieving NFOMR1 while not compromising with the raster-scanning speed and/or the effective res-

olution. For a low-repetition-rate pulsed laser, one must reduce the fast-axis scanner frequency signif-

icantly to make NFOMR1. For instance, following Equation (5) for a two-photon process with R = 1

MHz, lexc = 1070 nm, NA = 0:95, and FOVmax = 1:6 mm, to achieve NFOM = 1, the maximum allowed

fast-axis frequency (f ) is 67 Hz only, taking 7.46 ms per fast-axis line. Hence, for a square-shaped FOV of

1.6 3 1.6 mm2, a total of 55.64 s per frame will be required to fulfill the Nyquist-Shannon criterion with a

pixel number of 7,459 3 7,459 for an rFWHM of 429 nm, leading to a severely poor imaging speed of

0.018 fps. Hence, to maintain a large-field high-resolution imaging at high-speed with a resonant

fast-axis scanner, and to simultaneously maintain NFOMR1, a high-repetition-rate pulsed laser is the

only key. The imaging speed can be further enhanced by employing an even faster fast-axis scanner

which will however demand an even higher repetition-rate pulsed laser to maintain NFOMR1. The rele-

vant fluorescence lifetime should be considered while choosing an appropriate repetition-rate (Charan

et al., 2018). Most of the fluorescent dyes have a fluorescence lifetime of 1–5 ns, and therefore the pixel

dwell time for point scanning needs to be >5 ns, and hence the value of R prefers not to be much

higher than 200 MHz.

Even though we are not able to build a system capable of providing an aberration-free and vignetting-free

extended-FOV with a full-field diffraction-limited performance, our validation of the Nyquist-exceeding

capability in the central area of the FOV is a proof of the Nyquist-exceeding capability across the entire

FOV, because the actual digital pixel size at the edge area is the same or even smaller than that in the cen-

tral area owing to the slower scanner speed and the spatial resolution at the edge is either the same (for a

future ideal system) or poorer than that in the central imaging area.

With our demonstrated mesoscope, no optical zooming was employed to obtain the high-magnification

images presented in this study. Instead, all submicron structures were retrieved by digitally zooming

into the respective full-FOV images. Each pixel size we specified was identical in both horizontal and ver-

tical directions. Hence, the Nyquist-Shannon criterion was satisfied in both X and Y axes identically. Note

that we used the theoretical resolution of the system in Equation (1) to evaluate our NFOM, ensuring re-

trievability of the best possible lateral resolution. This basically guarantees that digitization of all regions

of the extended FOV fulfills the Nyquist-Shannon criterion. Additionally, whether we image at a superficial

plane where the optical resolution is usually higher or close enough to the theoretical limit, or at a deeper

plane where the optical resolution might tend to be lower, it is always guaranteed that the Nyquist-Shan-

non criterion is satisfied.

In the axial direction, a step-size of %800 nm was required to retrieve the best axial resolution of the sys-

tem, and to ensure a collection of at least 8 voxels per focal volume. The axial movement speed was

limited by the electronic stage OSMS80-20ZF-0B (Sigma Koki, Tokyo, Japan), providing a maximum travel

of up-to 1 mm/s.

In summary, we correlated the Nyquist-Shannon sampling theorem in laser-scanning multiphoton micro-

scope to realize its impact over the field of view and its direct relationship with the excitation wavelength,

laser repetition-rate, and fast-axis scanning frequency. We formulated a Nyquist figure-of-merit parameter

to characterize a laser-scanning MPM in terms of its reliable digitization capability. We defined the

maximum allowable FOV for such a system which must not be exceeded to prevent digital resolution

loss. We defined a cross-over excitation wavelength, which must not be subceeded to prevent NFOM-

constrained reduction to the optics-limited FOV.

Based on our derivation, we proposed the way tomaximize an aliasing-free FOV yet not compromising with

the imaging speed and/or the effective resolution by enabling a laser repetition-rate-limited maximized

effective voxel-sampling rate. Remarkably, our idea contradicts the usage of a lower-pulse-rate laser
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when a non-aliased extended FOV with a high enough lateral resolution and a fast-enough raster-scanning

speed become the concerns.

We applied our idea in a custom built MPM with an FOV-resolution ratio of more than 3,000 and success-

fully demonstrated its optical-zoom-free submicron resolution retrieving ability by performing two-photon

imaging of fine enough structures. We showed two-photon imaging above, near, and below the cross-over

excitation wavelength, where, in the first two cases, the FOV remained optics-limited, whereas, in the last

case, the FOV was rather constrained by NFOM.

This paper will help one to realize the consequences of the Nyquist-Shannon sampling theorem in the

context of a laser-scanning multiphoton microscope. The Nyquist-exceeded mesoscopic imaging at sub-

micron effective resolution presented in this paper will enable one to point-scan a large-volumetric sample,

for instance, an intact whole mouse brain preserving an optics-limited resolution with a reduced require-

ment of digital image stitching, not to mention without employing an optical-zoom for high resolution

retrieval. Apart from volumetric imaging, it further holds a tremendous potential for rapid giga-pixel imag-

ing of large-area ex-vivo biopsy tissue-samples to enable a real-time visualization of fine submicron histo-

pathological features without optical zooming.

Limitations of the study

The maximized square-shaped FOV demonstrated in this study is not suitable for those imaging applica-

tions which involve high frame-rate functional analysis. For such requirements, the slow-axis pixel number,

and hence the slow-axis FOV can be easily reduced to boost the frame rate as described in ‘Feasibility of

high-frame-rate MPM imaging at maximized fast-axis FOV’.
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KEY RESOURCES TABLE
REAGENT or RESOURCE SOURCE IDENTIFIER

Antibodies

Rabbit anti-GFP ThermoFisher Cat# A-11122; RRID: AB_221569

Goat-anti-Rabbit-Alexa 546 ThermoFisher Cat# A-11035; RRID: AB_2534093

Chemicals, peptides, and recombinant proteins

RapiClear CS solution SunJin Lab Co. Cat# RCCS002

RapiClear 1.52 SunJin Lab Co. Cat# RC152002

40% acrylamide solution Bio-Rad Laboratories, Inc. Cat# 161-0140

2% bis-acrylamide solution Bio-Rad Laboratories, Inc. Cat# 161-0142

16% paraformaldehyde Electron Microscopy Sciences Cat# 15710

VA-044 photoinitiator FUJIFILM Wako Pure Chemical Corporation Cat# VA-044

sodium dodecyl sulfate (SDS) Sigma-Aldrich Cat# L3771-1KG

Triton X-100 ThermoFisher Cat# 28313

Experimental models: organisms/strains

Mouse: Thy1-GFP line M The Jackson Laboratory JAX: 007788

Mouse: Nav1.8-cre Nassar et al., 2004

Chen et al., 2014

MGI: 3053096

Mouse: Ai14 The Jackson Laboratory JAX: 007908

Software and algorithms

ImageJ National Institutes of Health, USA https://imagej.nih.gov/ij/

OpenCV Intel Corporation, USA https://opencv.org/

Amira Thermo Fisher Scientific https://www.fei.com/software/amira-3d-for-life-sciences/

Matlab MathWorks, USA https://www.mathworks.com/

Origin OriginLab, USA https://www.originlab.com/

Other

iSpacer SunJin Lab Co. Cat# IS011
RESOURCE AVAILABILITY

Lead contact

Further information and requests for resources should be directed to and will be fulfilled by the lead con-

tact, Chi-Kuang Sun (sun@ntu.edu.tw).
Materials availability

This study did not generate new unique reagents.

Data and code availability

d The data/images generated and/or analyzed to support the findings of our study are presented in the

paper, STAR Methods, and supplemental information. More details are available from the lead contact

upon reasonable request.

d This paper does not report original code.

d Any additional information required to reanalyze the data reported in this paper is available from the

lead contact upon request.
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EXPERIMENTAL MODEL AND SUBJECT DETAILS

Two transgenic thy1-GFP and one Nav1.8-tdTomato male mice used in this study were 8-week-old. The

thy1-GFP mice were purchased from the Jackson Laboratory (JAX: 007788). The Nav1.8-tdTomato mice

were the offspring produced by crossing Ai14 (JAX: 007908) and Nav1.8-cre mice (MGI: 3053096, http://

www.informatics.jax.org/allele/MGI:3053096; Nassar et al., 2004; Chen et al., 2014). The mice were housed

with a 12-hour light/12-hour dark cycle and fed ad libitum. They were maintained in accordance with guide-

lines approved in the Codes for Experimental Use of Animals of the Council of Agriculture of Taiwan, based

on the Animal Protection Law of Taiwan.

For the sample preparation, mice were processed with passive CLARITY method (Chung and Deisseroth,

2013). The mice were anesthetized with overdose of sodium pentobarbital (100 mg/kg) and perfused trans-

cardially with ice-cold phosphate buffered saline, and followed with hydrogel monomer solution (4% acryl-

amide, 2% bis-acrylamide, 4% paraformaldehyde and VA-044 initiator). The brains and sciatic nerves with

dorsal root ganglion were dissected and incubated in the hydrogel monomer solution at 4�C for 2 days, and

then polymerized at 37�C for 3 hours. After removing the extra hydrogel from the surface, the brain and

nerve samples were washed on a rotating shaker with 4% sodium dodecyl sulfate (SDS) clearing solution

at room temperature. The clearing solution was replaced each week and the tissue clearing status was

monitored. The passive CLARITY clearing procedure was performed 4months for the whole-brain clarifying

samples, while one week was enough for the sciatic nerve sample. After the passive CLARITY clearing pro-

cedure, the brain samples were washed in PBST (0.3% Triton X-100 in phosphate buffered saline) for 3 days

to remove the SDS clearing solution. The medulla was then sliced by a vibratome into 500 mm sections. We

used the RapiClear CS (refractive index 1.45; SunJin Lab Co., Taiwan) for refractive index matching over-

night, and then embedded the medulla sample, whole-brain sample, and nerve sample within suitable

spacers (iSpacer; SunJin Lab Co., Taiwan) for imaging.

For immunohistochemical staining, two thy1-GFP mice were first transcardially perfused with ice-cold

phosphate buffered saline and followed with 4% paraformaldehyde. The brains were dissected and

post-fixed at 4�C for 2 days. The 250 mm sections were prepared by a vibratome in sagittal or coronal orien-

tation. The sections were stained with immunohistochemistry procedures: rabbit anti-GFP antibody (Ther-

moFisher, A-11122, 1:200), Goat-anti-Rabbit-Alexa 546 (ThermoFisher, A-11035, 1:400). The sections were

then processed with RapiClear 1.52 (SunJin Lab Co., Taiwan) for refractive index matching.
METHOD DETAILS

Mathematical formulation of the Nyquist-Shannon sampling theorem in a laser-scanning

multiphoton microscope (MPM)

According to the Nyquist-Shannon sampling theorem, while digitizing an analog signal, to reliably recon-

struct it from the digitized data points, the interval between the intensity measurements must be less than

or equal to half of the highest frequency present in the analog signal (Nyquist, 1928; Shannon, 1949; Pawley,

2006; Heintzmann and Sheppard, 2007). In case of a digital imaging system, the size of each pixel in the

digitized image must be at least half of the optics-limited resolution provided by the system,

i:e:; d%
1

2
rFWHM; (Equation S1)

where d is the pixel size and rFWHM is the optical lateral resolution (Zipfel et al., 2003; Sheppard and Gu,

1990) which is represented as

rFWHM =

8>>><
>>>:

0:532 lexcffiffiffi
n

p
NA

; NA%0:7

0:541 lexcffiffiffi
n

p
NA0:91

; NA>0:7

; (Equation S2)

where lexc , n, and NA stand for excitation wavelength, order of the multiphoton process, and numerical

aperture of the objective lens, respectively.

Considering Equation (S1), for a fast-axis field of view of FOVmax , the minimum required pixel number Pn

can be given as
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Pn =
FOVmax

d
=
2 FOVmax

rFWHM
: (Equation S3)

For a resonant scanner with a scanning frequency of f , the line-frequency or the line-rate is essentially 2f .

Now, presuming a constant scan velocity along the fast-axis, the minimum effective voxel-sampling rate

Vmin to fulfil the Nyquist criterion can be expressed as

Vmin =
4 f FOVmax

rFWHM
: (Equation S4)

For a multiphoton microscopy system, for efficient nonlinear excitation, a pulsed laser source is typically

utilized to achieve a high enough pulse energy. Following Equation (S4), the required repetition-rate (R)

of the pulsed laser source would thus be

RRVmin N; (Equation S5)

where N is an integer signifying number of optical pulse(s) per voxel, presuming a synchronized sampling to

the laser optical pulses.

Using Equation (S2), for a general laser-scanning MPM, Vmin can be represented as

Vmin =

8>>><
>>>:

7:5188
ffiffiffi
n

p
NA f FOVmax

lexc
; NA%0:7

7:3937
ffiffiffi
n

p
NA0:91 f FOVmax

lexc
; NA>0:7

: (Equation S6)

Considering N = 1 in Equation (S5) for the optimized case, the minimum laser repetition-rate required

will be

Rmin = Vmin: (Equation S7)

To characterize a laser-scanning MPM in terms of its optical-resolution retrieving ability, a Nyquist figure-

of-merit (NFOM) expression can be formulated as

NFOM =
Veff

Vmin
; (Equation S8)

where Veff is the effective voxel-sampling rate of the system. In case of pulse-level synchronization, Veff can

be replaced with R=N, and thus substituting Veff and Vmin, Equation (S8) can be written as

NFOM=

8>>><
>>>:

0:133 R lexcffiffiffi
n

p
N f NA FOVmax

; NA%0:7

0:1353 R lexcffiffiffi
n

p
N f NA0:91 FOVmax

; NA>0:7

: (Equation S9)

Using Equation (S9), for an optimized condition with NFOM = 1 and N = 1, the maximum achievable alias-

ing-free FOV for a specified set of laser, fast-axis scanner, and objective lens can be estimated as

FOVmax =

8>>><
>>>:

0:133 R lexcffiffiffi
n

p
f NA

; NA%0:7

0:1353 R lexcffiffiffi
n

p
f NA0:91

; NA>0:7

: (Equation S10)

For a conventional laser-scanning system (Chun et al., 2013), the optics-limited fast-axis field of view, FOVOL

can be determined as

FOVOL = 2 tanjqGj3 fo fs
ft

; (Equation S11)

where qG is the fast-axis scan-angle by the scanning mirror with respect to the optical axis, fo, fs, and ft
are effective focal lengths of the objective lens, scan lens, and tube lens, respectively. Thus, consid-

ering Equations (S6), (S7), and (S11), Vmin and Rmin for a conventional laser-scanning MPM can be esti-

mated as
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Vmin =Rmin =

8>>><
>>>:

15:0376
ffiffiffi
n

p
NA f tanjqGj fo fs
lexc ft

; NA%0:7

14:7874
ffiffiffi
n

p
NA0:91 f tanjqGj fo fs
lexc ft

; NA>0:7

: (Equation S12)

Following Equation (S10), for a laser-scanning MPM with FOVOL%FOVmax, a cross-over excitation wave-

length lc can be formulated as

lc =

8>>><
>>>:

7:5188
ffiffiffi
n

p
f NA FOVOL

R
; NA%0:7

7:3937
ffiffiffi
n

p
f NA0:91 FOVOL

R
; NA>0:7

: (Equation S13)

Considering a polygon-scanning system for the fast-axis, with F and RPM to be the number of facets and

revolutions per minute for the same, respectively, Equations (S6), (S9), (S10), and (S13) can be further

extended as follows

Vmin =

8>>><
>>>:

0:0627
ffiffiffi
n

p
NA F RPM FOVmax

lexc
; NA%0:7

0:0616
ffiffiffi
n

p
NA0:91 F RPM FOVmax

lexc
; NA>0:7

; (Equation S14)

8
15:96 R l
NFOM=

>>><
>>>:

excffiffiffi
n

p
N F RPM NA FOVmax

; NA%0:7

16:23 R lexcffiffiffi
n

p
N F RPM NA0:91 FOVmax

; NA>0:7

; (Equation S15)

8
15:96 R l
FOVmax =

>>><
>>>:

excffiffiffi
n

p
F RPM NA

; NA%0:7

16:23 R lexcffiffiffi
n

p
F RPM NA0:91

; NA>0:7

; (Equation S16)

8 ffiffiffip
lc =

>>><
>>>:

0:0627 n F RPM NA FOVOL

R
; NA%0:7

0:0616
ffiffiffi
n

p
F RPM NA0:91 FOVOL

R
; NA>0:7

; (Equation S17)

where the line rate, i.e., two times the resonant scanner frequency (2f ) was substituted with F3RPM
60 .
Construction of the mesoscopic laser-scanning MPM

Design and performance analysis of a large angle optical raster scanning (LAORS)
system. Figure S1A depicts the essential elements of a large-angle optical raster scanning (LAORS) sys-

tem. A pulsed laser source (Fidelity-2 fiber laser; Coherent, Inc., CA, USA) centered around 1,070 nm, pro-

ducing <60 femtosecond pulses at 70 MHz repetition-rate was used as the primary source for nonlinear

excitation. A resonant scanner (CRS 4 kHz, driver: 311-149887) for fast X axis and a galvanometer scanner

(8320K, driver: MicroMax 671) for slow Y axis (both fromCambridge Technology, MA, USA) were utilized for

raster scanning. A dedicated tube lens was custom designed combining three plano-convex lenses (Ed-

mund Optics: 86-925), each with clear aperture and EFL of 73.5 mm and 500 mm, respectively, resulting

in a combined EFL of 166.7 mm. The custom tube lens was optically coupled to a general scan lens

(LSM05-BB, Thorlabs, NJ, USA) with an EFL of 110 mm, and a 0.95 NA, 203 objective lens (Olympus XLUM-

PlanFl, 203/0.95W) with an EFL of 9 mm.

Following Equation (S11), for a fast-axis FOV of 1.6 mm, the LAORS system requires a fast-X-axis scanning

angle of �G7.7� with respect to the optical axis. Being a symmetrical system, the same scanning angle is

required for a�1.6 mm slow-Y-axis FOV. The optimization of the systemwas based on an optical simulation

bymeans of a ray tracing software (Radiant Zemax, USA). We simultaneously rendered 0� andG7.7� off-axis
configurations (over the scan lens) in X and Y directions by the resonant and galvanometer scanning mir-

rors, respectively, at a wavelength l = 1,070 nm and considering the objective lens as a paraxial lens

(perfect lens) with EFL = 9 mm. With an input beam of 9.25 mm in diameter, the root mean square (RMS)

wavefront errors (without defocus) and Strehl Ratios were found to be <0.07l and >80%, respectively,
iScience 24, 103041, September 24, 2021 21
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for 0� andG7.7� off-axis configurations, indicating a diffraction-limited performance up-to the edges of the

FOV (Maréchal criterion). Figures S2A–S2C depict modulus of the optical transfer function (OTF) versus

spatial frequency (cycles/mm) for angles (over the scan lens) of G7.7� off-axis in the X direction, 0� off-

axis in X and Y directions, and G7.7� off-axis in the Y direction, respectively. It is observed that both the

spatial frequency and contrast remain adequate from the center up-to the edges of the square-shaped

FOV. In addition, the RMS wavefront errors (without defocus) were evaluated simultaneously for all the

above configurations of G7.7� off-axis in the X & Y directions (FOV-edges), and 0� off-axis in X & Y direc-

tions (FOV-center) over the scan lens at a single focal plane (adjusted once), and were found to be under

0.1l at all these locations without any further adjustment to the focal plane.

While designing the LAORS system, we optimized the parameters at a central wavelength of 1,070 nm.

Since our multiple wavelength studies were not simultaneously performed, the issue of chromatic aberra-

tion did not become a primary concern for us. While shifting to a different wavelength a minor adjustment

to the axial-axis was enough to find the focal plane. Note that in our optical simulation the objective lens

was treated to be a perfect lens due to unavailability of internal optical details, and hence the practical per-

formance of the system might vary. Referring to Figure S3, the effective lateral and axial resolutions in the

central imaging-area were around 0.483 G 0.034 mm and 2 G 0.3 mm, respectively for a 1,070 nm central

excitation wavelength. With a limited field number, an objective lens induces vignetting effect at larger

scanning angles, i.e., towards the FOV-corners. In addition, due to increased optical aberrations, the per-

formance at FOV-corners and FOV-edges does not persist under the diffraction limit. Employing an adap-

tive optics system and/or utilizing custom manufactured optical components together with a high field

number objective lens can further improve the optical performance. Additionally, due to such optical ab-

errations as well as vignetting effects, the pixels do encounter non-uniform intensity across the large FOV

as a result of lower excitation efficiency towards the edges. For a fixed-power excitation scenario, a dy-

namic PMT-gain adjustment can be applied so as to boost/reduce the pixel intensity dynamically across

the FOV to compensate for the non-uniform excitation efficiency. Likewise, a contrast limited adaptive his-

togram equalization (CLAHE) (Reza, 2004) can be helpful to improve the same. In the context of SNR, our

recently published high-frequency noise suppression method (Borah and Sun, 2021) can further help

improve the MPM-image fidelity.

Design of fluorescence collecting optics. Figure S1B illustrates the fluorescence collecting optics, an

essential part of the LAORS system. The emerging fluorescence signal is collected by the high-NA and

low magnification objective lens and is reflected toward the detection unit by a dichroic beam-splitter

(FF801-Di02, Semrock, for 1,070 nm excitation, or FF735-Di02, Semrock, for 919 nm and 824 nm excitations).

The detection unit comprises a relay systemwith demagnification factor of 3.75 achieved by two lenses with

EFLs of 150 mm (EdmundOptics: 32-982) and 40 mm (Edmund Optics: 48-654), respectively, thereby result-

ing in a 4 mm focused spot diameter throughout the scanning range, i.e., small enough to be inside photo-

sensitive area of the PMT (R10699, Hamamatsu Photonics, Japan; photosensitive area = 24 3 8 mm2). A

band-pass filter (FF01-580/60-25-D, Semrock) and a colored glass filter (FGB37-A, Thorlabs) were placed

prior to the PMT photocathode to ensure detection of two-photon fluorescence signal from the Nav1.8-

tdTomato or Alexa Fluor 546 samples. Likewise, another band-pass filter (FF03-525/50-25, Semrock) and

the same colored glass filter were used to ensure detection of thy1-GFP two-photon fluorescence signal.

Tuning of excitation wavelength. The Fidelity-2 fiber laser produced <60 fs pulses at a center-wave-

length of around 1,070 nm, which was optically coupled to a 7 mm-long photonic crystal fiber to introduce

a negative dispersion for self-phase modulation-enabled spectral broadening (Hsiao et al., 2021), so as to

obtain the lower excitation wavelengths required for the Alexa Fluor 546 and Thy1-GFP related experi-

ments. A half-wave plate was added prior to the fiber-coupling system to enable spectrum-shaping by

means of polarization rotation (Apolonski et al., 2002). We applied a long-pass filter cut-on at 750 nm

and a short-pass filter cut-off at 850 nm to enable a spectrum centered around 824 nm for Alexa Fluor

546 excitation (Mütze et al., 2012), and the same long-pass filter with a short-pass filter cut-off at

1,000 nm to allow a spectrum centered around 919 nm for Thy1-GFP excitation (Drobizhev et al., 2011).

A grating-pair for pulse pre-chirping (Liang et al., 2010) was finally utilized to make pulse durations at

the focal point of the objective lens shorter than 60 fs in each case.

Construction of data acquisition system to enable NFOMR1. Figure S4 depicts the block diagram of

the developed control and data acquisition system. A digitizer ATS9440 (Alazar Technologies Inc., Canada)
22 iScience 24, 103041, September 24, 2021
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was used for digitization up-to a sampling rate of 125 Mega Samples per second (MSps) for up-to 4 parallel

channels. A multifunction I/O card PCIe-6341 (National Instruments Corporation, TX, USA) was utilized for

synchronization of slow Y axis with fast X axis. A sawtooth waveform was generated and applied to the

galvanometer scanning mirror driver via PCIe-6341. The slow-axis movement was precisely controlled by

the software and did not encounter any distortion. However, the resonant scanningmirror indeed produces

nonlinear distortions due to acceleration and deceleration of the fast-scanning mirror. To get a uniform

FOV, we employed real-time remapping of the digitized data following a prior idea reported by Haji-Saeed

et al. (2007). Based on the cosinusoidal motion of the resonant scanning mirror, the C++ based software re-

arranged the acquired samples (digitized by ATS9440) utilizing NVIDIA’s compute unified device architec-

ture (CUDA) acceleration before generating the 8-bit raw images. The developed data acquisition system

holds a capability of simultaneously sampling 4 channels at up-to 125 MSps sampling rate, reaching a sin-

gle-frame pixel number of 15,720 3 16,000 for each of the 4 channels, leading to a total of �1 Gigapixels

per frame, while maintaining �0.5 fps; including calibration, preview, and storage of the acquired data.

The LAORS system was designed to yield an FOV of up-to 1.63 1.6 mm2. Following Equations (3) or (6), for

two-photon imaging at 1,070 nm excitation with a 0.95 NA objective lens while employing a 4 kHz resonant

scanner, we required Rmin = 59:7 MHz for FOVOL = 1:6 mm = FOVmax. To achieve the same, we opted for

the 70 MHz femtosecond laser with �1,070 nm central wavelength. Following Equation (4) with N = 1 for

repetition-rate-limited maximized voxel-sampling rate, the Nyquist figure-of-merit is evaluated to be

around 1.17, indicating a Nyquist-exceeded aliasing-free acquisition.

By means of the ultra-high effective voxel-sampling rate of 70 M/s, we obtained a pixel number of 8,800 in

each fast-axis line with a sampling spacing of�182 nm. For synchronization, we connected the 70 MHz sync

signal output from the Fidelity-2 fiber laser into the external clock input of the digitizer ATS9440, and taking

advantage of the dual-port memory supported by ATS9440, we developed the C++ codes for real-time

multi-channel acquisition. To maintain the same sampling spacing of �182 nm vertically, we scanned

8,800 lines along the slow Y axis. Thus, exceeded the Nyquist-Shannon criterion identically in both X

and Y axes at the same time, with an ability of scanning a �1.6 3 1.6 3 1.6 mm3 volume with 8,800 3

8,80032000 (3 4 channels), i.e., �619.5 Giga-voxels in total within <39 min at 0.8 mm Z-step, and maintain-

ing Nyquist-exceeded voxel size, volume-scanning speed, and line-scanning speed of <0.027 mm3,

>1750 mm3/ms, and >12 mm/ms, respectively, while maintaining an effective pixel dwell time of <40 ns,

at up-to an effective lateral resolution of <500 nm. Maintaining this data acquisition speed, the mesoscopic

MPM holds the capability of scanning a �500 mm3 intact whole mouse brain sample within <2 days with

�0.5 mm3 two-photon effective 3D resolution, maintaining a Nyquist-satisfied voxel size of 0.182 3

0.25 3 1 mm3. In this manuscript with a focus on NFOM only, we demonstrated single-channel operation

of the system.

The bandwidth of the data acquisition system was limited by a transimpedance amplifier (C6438-01, Hama-

matsu Photonics, Japan) used for current to voltage conversion of the photomultiplier tube (PMT) output

signal. Another issue we encountered is that while implementing bi-directional scanning, the digitizer does

not look for the odd-line trigger events when it is busy acquiring the pre-defined number of samples in the

preceding even-line. As a remedy, we set the number of samples per line in a way that sampling events for

each line always finishes before occurrence of the next line trigger. While doing so, we had to sacrifice a few

tens of microns from the extended millimeter-scale FOV.

The C++ based control and data acquisition software was developed using Microsoft Visual Studio 2017

(Microsoft Corporation, Redmond, WA, USA) which utilized AlazarTech C/C++ application program inter-

face (API) (version: 6.7.0) and NI-DAQmx C API (version: 19.1). Taking advantage of dual-port memory sup-

ported by ATS9440, we enabled simultaneous data transfer to the host memory during ongoing data acqui-

sition (without frame-rate drop). For high-speed data processing, NVIDIA’s CUDA (version: 10.1)

accelerated C/C++ based OpenCV (version: 4.1.1) was utilized. Table S1 enlists the prerequisites for the

control and data acquisition software. Table 2 illustrates the acquisition capability of the data acquisition

system at various sampling rates in terms of pixel numbers, data sizes, and frame rates.

The software further implicated a multithreaded control algorithm for synchronization of slow Y axis with

fast X axis, without sending an external electrical frame-trigger signal after completion of each frame. A

16-bit digital to analog converter (DAC) module (Model: 6757; Cambridge Technology, MA, USA) was
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interfaced with the driver module for galvanometer scanning mirror (MicroMax 671; Cambridge Technol-

ogy, MA, USA) for achieving a 16-bit precision movement along the slow Y axis. To send the 16-bit binary

data words to the 6757 DAC module, we utilized the PCIe-6341 (with 24 digital I/O pins) which was directly

interfaced to the computer motherboard; enabling a direct control over the slow Y axis from the master

C++ program. A background high-priority thread was used to continuously monitor the line trigger events

from the resonant scanning mirror driver, and to produce the 16-bit data words (generating a sawtooth

waveform), i.e., the angle-positioning-steps to the DAC module making use of 16-bit precision. We suc-

cessfully reached a frame-rate of up-to �980 fps with single-frame pixel number of 15,720 3 8 (34 chan-

nels), i.e., 125,760 (34 channels) voxels per frame at a sampling rate of 125 MSps.
Data processing and analysis

We applied CLAHE (Reza, 2004) to themaximal intensity projected images presented in Figures 2D–2G and

Figures 5A and 5Cwith amaximum slope of 3 using ImageJ standard function. To not alter the color-coding

information, we first converted the images from RGB to HSV and applied the algorithm in the value channel

only (Naik and Murthy, 2003) so as to preserve the hue and saturation channels. Finally, HSV images were

converted back to RGB. CUDA-accelerated C/C++ based OpenCV standard functions were utilized for the

RGB and HSV conversions. Grayscale images of thin sections shown in Figures 2J–2N and Figures 3A–C,

3E–G were Z-projected (average-intensity) using ImageJ. Contrast-adjustment was performed globally

in the full-FOV image before digitally zooming (cropping and enlarging) the same for performing the

resolution analysis in each case. Enlarged images in Figures 2L–2N depict the worst-case undersampled

scenarios which were obtained from the original image in Figure 2K using OpenCV. For the 3D-rendering

results presented in Figures 2A–2C and Figures 5D–5F, due to graphics memory limitation, we downscaled

the images by 4-times to reduce data-size. Intensity profiles shown in Figures 2 and 3 were obtained using

ImageJ. MATLAB R2016b was used to simulate and plot the graphs presented in Figure 1. OriginPro was

used for plotting all other graphs.
QUANTIFICATION AND STATISTICAL ANALYSIS

Means and/or standard deviations related to SNR, SBR, and contrast ratio measurements in Figure 4 were

obtained using ImageJ standard functions. In Figure S3, effective two-photon resolution was obtained

considering cross sections of multiple microspheres as illustrated in Figure S3 legend, where an error

bar denotes standard deviation.
ADDITIONAL RESOURCES

Experimental protocols were approved by the Institutional Animal Care and Use Committee of National

Taiwan University, Taipei, Taiwan (approval number: NTU105-EL-00113).
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