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Machine Learning to Predict Response to
Ranibizumab in Neovascular Age-Related
Macular Degeneration
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Purpose: Neovascular age-related macular degeneration (nAMD) shows variable treatment response to
intravitreal anti-VEGF. This analysis compared the potential of different artificial intelligence (Al)-based machine
learning models using OCT and clinical variables to accurately predict at baseline the best-corrected visual acuity
(BCVA) at 9 months in response to ranibizumab in patients with nAMD.

Design: Retrospective analysis.

Participants: Baseline and imaging data from patients with subfoveal choroidal neovascularization sec-
ondary to age-related macular dengeration.

Methods: Baseline data from 502 study eyes from the HARBOR (NCT00891735) prospective clinical trial
(monthly ranibizumab 0.5 and 2.0 mg arms) were pooled; 432 baseline OCT volume scans were included in the
analysis. Seven models, based on baseline quantitative OCT features (Least absolute shrinkage and selection
operator [Lasso] OCT minimum [min], Lasso OCT 1 standard error [SE]); on quantitative OCT features and clinical
variables at baseline (Lasso min, Lasso 1SE, CatBoost, RF [random forest]); or on baseline OCT images only
(deep learning [DL] model), were systematically compared with a benchmark linear model of baseline age and
BCVA. Quantitative OCT features were derived by a DL segmentation model on the volume images, including
retinal layer volumes and thicknesses, and retinal fluid biomarkers, including statistics on fluid volume and
distribution.

Main Outcome Measures: Prognostic ability of the models was evaluated using coefficient of determination
(R?) and median absolute error (MAE; letters).

Results: In the first cross-validation split, mean R? (MAE) of the Lasso min, Lasso 1SE, CatBoost, and RF
models was 0.46 (7.87), 0.42 (8.43), 0.45 (7.75), and 0.43 (7.60), respectively. These models ranked higher than or
similar to the benchmark model (mean R?, 0.41; mean MAE, 8.20 letters) and better than OCT-only models (mean
R% Lasso OCT min, 0.20; Lasso OCT 1SE, 0.16; DL, 0.34). The Lasso min model was selected for detailed
analysis; mean R? (MAE) of the Lasso min and benchmark models for 1000 repeated cross-validation splits were
0.46 (7.7) and 0.42 (8.0), respectively.

Conclusions: Machine learning models based on Al-segmented OCT features and clinical variables at
baseline may predict future response to ranibizumab treatment in patients with nAMD. However, further de-
velopments will be needed to realize the clinical utility of such Al-based tools.
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an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

Supplemental material available at www.ophthalmologyscience.org.
[]

clinical development.” * Although exciting, the treatment
landscape and clinical management for patients with nAMD

Intravitreal anti-VEGF therapy can lead to significant
improvement in vision and quality of life in patients with

neovascular age-related macular degeneration (nAMD).'
However, variable response to anti-VEGF therapy is
observed and visual gains may vary across patients with
nAMD.

To address the variable clinical response and significant
treatment burden experienced with anti-VEGF therapies,
several new therapeutic options, such as long-acting
delivery technologies, molecules with new mechanisms of
action, or gene therapy, are now either available or under

© 2023 by the American Academy of Ophthalmology
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is expected to become increasingly complex.

Artificial intelligence (AI) has the potential to benefit
both clinical research and clinical practice in the field of
retina, predicting functional or anatomical outcomes and
supporting the choice for individualized treatment regimens,
eventually enabling better patient outcomes. In clinical
research, Al can improve clinical trial design and execution,
automate or standardize retinal image grading, or assist in
the interpretation of complex study results. In clinical
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practice, Al may be able to facilitate efficient retinal image
analysis, quantify pathologic features, predict future
outcomes, and empower health care providers to make
treatment decisions informed by complex clinical data that
cannot be readily analyzed through currently available
technologies.” The first step in realizing future potential of
Al-based models is to identify the most suitable models
for further development.

To date in nAMD, Al has mostly been used to aid in
OCT image analysis, with most models using the HARBOR
clinical trial and Moorfields Eye Hospital datasets’; Al has
also been applied to segmentation and disease
classification.”’ Studies have used Al in a bid to predict
response to anti-VEGF treatments. Using OCT images,
Feng et al® showed that the ResNet-50 convolutional neural
network was suitable for predicting the effectiveness of anti-
VEGEF treatment at 21 days after first injection in patients
with choroidal neovascularization or cystoid macular
edema. Similarly, another study used paired OCT B-scan
images plus fluorescein angiography and indocyanine green
angiography, and used a network based on a conditional
generative adversarial network to predict the presence of
anatomical features at 1 month after 3 loading doses of anti-
VEGF therapy.” However, these studies solely focused on
anatomical improvements, which may not necessarily
correlate with visual functional improvements,'” and were
limited by a relatively short time for the predictions. Fu

et al'' applied a deep learning (DL) segmentation
algorithm to show that models that included both
quantitative ~ OCT  biomarkers from automatically

segmented OCT scans and functional (visual acuity)
changes could predict vision outcomes at 3 and 12 months
after anti-VEGF therapy, supporting a rationale in using
both functional and anatomical features to predict treatment
response. It is well known that predicting future best-
corrected visual acuity (BCVA) from current morphology
is a challenging problem.'' Given the speed of innovation,
though, a lot of potential may remain still to be realized,
including the development of improved image analysis
methods on higher resolution imaging modalities.

In the current study, various machine learning and DL
models based on OCT and clinical variables were compared
with regard to their ability to accurately predict, at baseline,
the functional response to ranibizumab at 9 months in pa-
tients with nAMD receiving monthly treatment in a clinical
trial setting.

Methods

Source of Dataset

This is a retrospective analysis of OCT data from the HARBOR
clinical trial (ClinicalTrials.gov identifier, NCT00891735). The
HARBOR trial was a 24-month, phase III, prospective, multicenter,
randomized, double-masked, active treatment-controlled clinical trial,
with primary results previously published.'”'* In summary, 1097
patients with treatment-naive subfoveal choroidal neovascularization
secondary to age-related macular degeneration were randomized to
receive ranibizumab intravitreal injections administered monthly or
as needed (pro re nata) after 3 monthly loading doses.
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For this analysis, data from the monthly ranibizumab 0.5 and
2.0 mg arms were pooled. Study eyes of patients randomized to
these arms in the HARBOR trial were included if baseline images
were available and in the appropriate format for inclusion in the DL
model and if BCVA was recorded for months 8 and 9. For OCT
images, the Cirrus HD-OCT III instrument (Carl Zeiss Meditec,
Inc) was used, featuring 512 x 128 x 1024 voxels with di-
mensions of 11.7 x 47.2 x 2.0 pm’ per voxel and covering a total
volume of approximately 6 x 6 x 2 mm°. The clinical variables
included were baseline age and BCVA.

The trial was conducted in compliance with the principles of the
Declaration of Helsinki and the Health Insurance Portability and
Accountability Act. This article includes analyses of data from a
historical study conducted in patients with nAMD (HARBOR
clinical trial, ClinicalTrials.gov identifier, NCT00891735); Insti-
tutional Review Board apgrovals were obtained prior to the
HARBOR study initiation.'*'? Written informed consent was ob-
tained from patients for their data to be used in future medical
research and analyses.

Outcome Variables and Fold Definitions

Study eye BCVA of patients randomized to the monthly ranibi-
zumab arms was used as the outcome variable. Because psycho-
physical tests such as BCVA measurement are found to be highly
variable over time, to reduce intrapatient variability, the average of
BCVA scores from 2 visits, months 8 and 9, was defined as the
outcome of interest. Best-corrected visual acuity at month 9 was
selected as the outcome of interest in this analysis, since it is the
latest timepoint available across all datasets that are currently
available to the authors for potential future validation of the
models. Further, as observed in the HARBOR trial,'>'* BCVA
gains at these timepoints are similar, with no large variations
from month 9 to month 12.

Of the total patient population from the HARBOR trial, 502
study eyes were available for model training. However, only a
subset of 432 study eyes were deemed appropriate for DL pre-
dictions due to the input image processing pipeline relying on a
device-provided retinal pigment epithelium segmentation that was
either unavailable or of a poor quality that would result in signif-
icant cropping errors'* (Fig 1).

The data were split 1000 times into 5-fold cross-validation
(CV), making sure the treatment arms were stratified across
folds. To limit computational effort, the first split was used to
compare all models. The best performing and benchmark models
were further evaluated on the remaining splits (Fig 2). A visual
assessment further confirmed that the first data split was
balanced across folds for baseline BCVA and age. Therefore, the
first CV split was evaluated on the subset of 432 study eyes, but
further assessment not involving the DL model was carried out
on the full subset of 502 study eyes.

OCT Segmentation Model

A pretrained OCT segmentation model was used as previously
described'” using the U-Net'® architecture (Appendix S1; available at
www.ophthalmologyscience.org). It was trained with annotations by
certified graders from the Liverpool Ophthalmology Reading Center
and can segment 4 retinal pathology biomarkers (intraretinal fluid
[IRF], subretinal fluid [SRF], pigment epithelium detachment, and
subretinal hyper-reflective material), along with 6 retinal layers (in-
ternal limiting membrane, interface between outer plexiform layer and
Henle’s fiber layer, external limiting membrane, inner and outer
boundary of retinal pigment epithelium, and Bruch’s membrane) in a
fully automated fashion.
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1097 study eyes

Baseline images available
A

1018 study eyes

BCVA recorded for month 8 or 9

1012 study eyes

Randomized to ranibizumab 0.5 and 2.0 mg monthly arms
A

502 study eyes

Baseline images in appropriate format for DL

4

432 study eyes

Figure 1. Diagram showing patient flow. BCVA = best-corrected visual
acuity; DL = deep learning.

In total, 105 quantitative features were automatically extracted
from these OCT segmentations in 3 topographic locations (0.5 mm,
1.5 mm, and 3.0 mm radius circle). Specifically, 36 volumetric
retinal  pathology-related features (4 retinal pathology
biomarkers x 3 biomarker measurements x 3 topographic loca-
tions), 54 retinal layer-related thickness features (6 pairs of
layers x 3 biomarker measurements X 3 topographic locations),

and 15 retinal layer-related volumetric features (5 layer
combinations X 3 topographic locations) were extracted.
(Table S1; available at www.ophthalmologyscience.org).

Biomarker measurements include width, height, and volume of
the retinal pathology features, as well as minimum, maximum,
and average thickness of the space between 2 retinal layers.

Machine Learning and DL Models Versus
Benchmark Model

The machine learning models analyzed herein are least absolute
shrinkage and selection operator (Lasso) OCT minimum (min),
Lasso OCT 1 standard error (SE), Lasso min, Lasso 1SE, Cat-
Boost, and random forest (RF). Least absolute shrinkage and se-
lection operator'” was used for fitting linear regression models with
various configurations of OCT features. The degree of
regularization was tuned such that the error on the training set
was either at min or within 1 SE of the min using the parameter
lambda. Least absolute shrinkage and selection operator min
corresponds to the value of lambda that gives min mean CV

error, whereas Lasso 1SE is the largest value of lambda such
that the error is within 1 SE of the CV errors for Lasso min,
yielding a more regularized model.

CatBoost, a gradient boosting model, was used for fitting
regression models using all baseline OCT and clinical features (age
and BCVA). Two parameters (number of iterations and L2 leaf
regression) were tuned on the training set. Learning rate and tree
depth were optimized in a similar way, and the best parameter
combination found (as measured by coefficient of determination
[Rz]) was used to build the model with the full training data.
Similarly, RF was tuned for the number of variables randomly
sampled as candidates at each split of a leaf node of a tree.

The DL model was first developed using 50275 OCT B-scans
from 1071 patients to predict BCVA at the concurrent visit using
the ResNet-50 v2 convolutional neural network as previously
described,'* with patients being split in the manner of nested 5-fold
CV. After training for a single epoch to predict BCVA at the
concurrent visit, model weights from each nested fold were then
transferred to predict BCVA at month 9, using baseline images
from study and fellow eyes in all arms by training for up to 1000
epochs. Using the weights from each nested fold from the epoch
with the lowest validation loss, the models were further fine-tuned
using only study eyes from patients in the monthly arms for up to
an additional 5000 epochs. After identifying the epoch with the
lowest validation loss from each nested fold, the models were then
retrained to include the nested fold and stopped early at the same
number of steps as determined by the nested training.

Least absolute shrinkage and selection operator OCT min,
Lasso OCT 1SE, and the DL models were based on baseline OCT
quantitative features or the OCT images only, whereas Lasso min,
Lasso 1SE, CatBoost, and RF were based on baseline OCT
quantitative features and baseline clinical variables (age and
BCVA).

In addition, a linear regression model including the baseline
clinical variables of age and BCVA, which have previously been
associated with prognostic utility,'® was fitted and used as a
benchmark to compare other models systematically.

Statistical Analysis

The prognostic ability of the models was evaluated using R? and
median absolute error (MAE; in letters).

Results

Both the full subset of 502 study eyes and the subset of 432
study eyes used for the first CV split were comparable in
terms of baseline characteristics and treatment outcomes
(Table S2; available at www.ophthalmologyscience.org).

=\
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Internal crossvalidation for parameter tuning

Final model built
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Repeated 5 times
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-

Repeated 1000 times for best performing and benchmark model

Figure 2. Diagram showing model training and validation scheme.
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Table 1. Coefficient of Determination of Models on First Cross-Validation Split

Fold Benchmark Lasso OCT Min Lasso OCT 1SE
1 0.52 0.19 0.16
2 0.44 0.23 0.25
3 0.37 0.15 0.08
4 0.36 0.22 0.15
5 0.35 0.21 0.14
Mean 0.41 0.20 0.16

Lasso Min Lasso 1SE RF CatBoost DL
0.52 0.50 0.47 0.49 0.44
0.47 0.50 0.53 0.50 0.24
0.42 0.37 0.41 0.45 0.30
0.46 0.38 0.44 0.47 0.35
0.42 0.34 0.29 0.32 0.35
0.46 0.42 0.43 0.45 0.34

DL = deep learning; Lasso = least absolute shrinkage and selection operator; Min = minimun; RF = random forest; SE = standard error.

Table 1 includes the mean R? for all models on the first
CV split. Compared with the benchmark model (mean
R® = 0.41), models without clinical variables (Lasso
OCT min, Lasso OCT 1SE, and DL) had lower
performance, with mean R? of 0.20, 0.16, and 0.34,
respectively. The DL model demonstrated improved
performance compared with Lasso OCT features only.
Models based on OCT segmentation and clinical
variables (Lasso min, Lasso 1SE, CatBoost, and RF) had
mean R? of 0.46, 0.42, 0.45, and 0.43, respectively.
Variability across folds can be relatively large.
Bootstrapped R? by CV folds are presented in Figure 3.
Median absolute error, which uses the same scale as the
predictions, provides a more interpretable metric. Model
selection was determined by R? results; thus, Lasso min
was chosen as the optimal model to further explore.

Bootstrapped MAE values by CV folds are presented in
Figure 4. Of note, using MAE as a metric (Table 2), the
DL model seems to perform better compared with the
benchmark model, with the RF model being ranked
highest.

The calibration plots for the first CV (Figs S1 and S2;
available at www.ophthalmologyscience.org) show that the
DL model was less calibrated on 1 of 5 folds and had a
narrower range of predictions, whereas all other models
seemed to be well calibrated.

To confirm reproducibility, the experiment was repeated
1000 times for the benchmark model and Lasso min, and the
mean R? of Lasso min and the benchmark model were 0.46
and 0.42, respectively (Fig 5). Of note, the 95% confidence
interval for mean difference did not include zero, indicating
a statistically significant difference. On average, as shown in
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Figure 3. Graph showing bootstrapped coefficient of determination by cross-validation fold. Shown is 1000 bootstrap of the predictions of each fold. Red
cross is the point estimate of the single data split. DL = deep learning; Lasso = least absolute shrinkage and selection operator; min = minimum;

RF = random forest; SE = standard error.
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Figure 4. Graph showing bootstrapped median absolute error by cross-validation fold. Shown is 1000 bootstrap of the predictions of each fold. Red cross is
the point estimate of the original data. DL = deep learning; Lasso = least absolute shrinkage and selection operator; min = minimum; RF = random forest;

SE = standard error.

Figure 6, the Lasso min model included 25 variables.
Table 3 lists the frequency of the variables used in the
Lasso min model. Age and BCVA were always included
in the model. Because of the highly correlated nature of
these variables, no in-depth interpretation of the relative
importance of OCT variables was made based on the fre-
quency of the variables.

Discussion

Individual responses from patients with nAMD to intra-
vitreal anti-VEGF therapy may be highly variable and can
be associated with a significant treatment burden. To
address current unmet medical needs in the clinical man-
agement of nAMD, new therapeutic options are currently

under clinical development or have been recently approved
by health authorities.” * Although these new treatment
modalities are highly anticipated, the treatment landscape
for patients with nAMD is expected to become increasingly
complex. In the future, the introduction of new technologies
in clinical practice, Al-based tools among them, may help
optimize the clinician’s toolkit to make more informed
treatment decisions.

In this retrospective exploratory analysis of the HAR-
BOR dataset, 7 candidate machine learning or DL models
based on OCT and clinical variables were compared with
regard to their ability to accurately predict, at baseline, the
functional response to ranibizumab at 9 months in patients
with nAMD receiving monthly anti-VEGF treatment. Spe-
cifically, the aim is not recommending a tool, but rather a
technical contribution to the field of OCT-based biomarkers.

Table 2. Median Absolute Error (Letters) of Models on First Cross-Validation Split

Fold Benchmark Lasso OCT Min Lasso OCT 1SE
1 177 10.08 10.59
2 8.41 9.04 9.27
3 8.39 8.54 9.03
4 7.55 10.04 9.66
5 8.85 11.95 11.63
Mean 8.20 9.93 10.04

Lasso Min Lasso 1SE RF CatBoost DL
7.61 8.23 7.95 8.06 7.58
7.63 7.73 6.90 7.93 8.24
8.05 8.80 7.42 6.66 8.05
7.22 7.65 7.01 6.43 9.23
8.84 9.73 9.23 9.67 10.30
7.87 8.43 7.70 7.75 8.68

DL = deep learning; Lasso = least absolute shrinkage and selection operator; Min = minimum; RF = random forest; SE = standard error.
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Figure 5. Distribution of mean coefficient of determination (R?) and mean R? difference for 1000 cross-validations. In the distribution of mean R? dif-
ference between the least absolute shrinkage and selection operator (Lasso) minimum (min) and benchmark models, the dotted lines indicate the 2.5 and
97.5 quantiles. Zero does not belong to the 95% confidence interval for mean difference.

For this analysis, data from the monthly ranibizumab 0.5
and 2.0 mg arms were pooled. In the HARBOR study,'” the
results of the clinical trial showed that the mean BCVA gain
of 10.1 letters (0.5 mg monthly ranibizumab) and 9.2 letters
(2.0 mg monthly ranibizumab) was not significantly
different between the 2 treatment arms (although the
improvements in each arm was clinically meaningful). It
is important to emphasize that comparison across
candidate models serves to prioritize 1 of them and is not
to be taken as an in-depth comparison by itself. We found
that the highest-ranking Lasso min model using Al-based
OCT segmentation and clinical variables performed statis-
tically significantly better than the benchmark model based
on age and BCVA. All 4 models, the Lasso min, Lasso 1SE,
Catboost, and RF, performed better than models based on
OCT only. The performance of the DL model is consistent
with the previous reported results (R* = 0.33 in predictin§
BCVA at 12 months in study eyes using baseline OCT)."

Deep learning is capable of automatically extracting and
assessing clinically relevant features from OCT, whereas
time constraints and human error may challenge manual

Min Q1 Median Mean Q3 Max
1 21 24 25 28 64

600

4004 —

200 4

20 40 60

Number of Variables

Figure 6. Least absolute shrinkage and selection operator minimum (min)
model size (1000 cross-validations). Max = maximum; Q = quartile.

grading, especially at the point of care. Aurtificial
intelligence-based OCT segmentation can potentially
improve OCT image analysis and interpretation, enabling
more informed clinical assessment of imaging and clinical
data, which is not feasible through currently commercially
available standard technologies.

Table 3. Lasso Min Variable Frequency*

Frequency Variable Ranking
100 Age 1
100 Baseline BCVA 1
100 SRF max width in 3.0 mm radius 1
100 BM_to_IB-RPE min thickness in 1.5 mm radius 1
99 SHRM max width in 3.0 mm radius 5
97 BM_to_IB-RPE mean thickness in 3.0 mm radius 6
96 SRF_volume in 0.5 mm radius 7
94 PED max width in 3.0 mm radius 8
94 IB-RPE_to_ILM min thickness in 1.5 mm radius 8
93 SHRM_volume in 0.5 mm radius 10
93 IB-RPE_to_ILM min thickness in 3.0 mm radius 10
86 IB-RPE_to_OPL-HFL min thickness in 0.5 mm radius 12
84 IB-RPE_to_OPL-HFL max thickness in 3.0 mm radius 13
81 SHRM_volume in 1.5—3.0 mm radius 14
i SRF max height in 1.5 mm radius 15
17 OPL-HFL_to_ILM max thickness in 3.0 mm radius 15
70 PED max width in 0.5 mm radius 17
64 SHRM_volume in 0.5—1.5 mm radius 18
53 SHRM max height in 3.0 mm radius 19
48 OPL-HFL_to_ILM mean thickness in 3.0 mm radius 20
47 IRF max height in 1.5 mm radius 21
46 IRF max height in 0.5 mm radius 22
39 BM_to_IB-RPE min thickness in 3.0 mm radius 23
34 BM_to_ILM mean thickness in 1.5 mm radius 24
32 IRF_volume in 0.5—1.5 mm radius 25

BCVA = best-corrected visual acuity; BM = Bruch’s membrane; HFL =
Henle’s fiber layer; IB_RPE = inner boundary of retinal pigment epithe-
lium; ILM = internal limiting membrane; IRF = intraretinal fluid;
Lasso = least absolute shrinkage and selection operator; max = maximum;
min = minimum; OPL = outer plexiform layer; PED = pigment epithelial
detachment; SE = standard error; SHRM = subretinal hyperreflective
material; SRF = subretinal fluid.

*Based on 1000 repeated 5-fold cross-validation.
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The relationship between the model performance and the
clinical relevance can be understood as follows: The model
needs to be accurate enough to detect a significant treatment
effect. In other words, the error of the model prediction
needs to be bounded by the treatment effect. Take the MAE
as the metric. This means that MAE needs to be smaller than
the mean visual acuity gain by a large enough margin such
that the model is able to detect the treatment benefit. In our
case, those models with a better performance than the
benchmark model, that is, Lasso min, RF, and CatBoost,
(Table 2) satisfy this condition.

The complex relationship between retinal fluid bio-
markers and vision outcomes has been a matter of great
clinical interest. Holekamp et al'’ assessed visual acuity
gains in patients with and without residual retinal fluid in
a post hoc analysis of the HARBOR trial. The authors
found that residual SRF had a positive effect, whereas
residual IRF alone had a negative effect on vision
outcomes at month 24. Furthermore, another study
revealed that patients who tolerated some SRF achieved
vision outcomes at least as good as those when treatment
aimed to resolve all SRF.”’ Taken together with the
results of this current study, this may suggest that a more
sophisticated approach, including quantitative volumetric
analyses of the retinal fluid biomarkers, may be needed in
the assessment of treatment response in nAMD.

In regard to strategies aiming to improve model perfor-
mance, the present study showed that OCT-segmented fea-
tures as a whole brought modest improvements to the model
performance. In another database study that used machine
learning to predict visual acuity at 3 and 12 months after 3
loading doses of intravitreal anti-VEGF therapy in patients
with nAMD, Lasso outperformed 4 other machine learning
models (AdaBoost.R2, gradient boosting, RF, and
extremely randomized trees).”’ Rohm et al*' suggested that
simple linear models may outperform complex ensemble-
based methods. Because numeric measurement data pro-
vided limited predictive value to their machine learning
models, the authors speculate that future approaches using
DL for OCT image recognition may be more valuable.”'

In a clinical practice setting, Fu et al'' found that adding
quantitative OCT parameters (retinal pigment epithelium,
IRF, SRF, pigment epithelium detachment, subretinal
hyperreflective material, and hyper-reflective foci) to a DL
segmentation algorithm led to a small improvement in per-
formance at 12 months (R? = 0.38) compared with using
baseline BCVA alone (R*> = 0.35). The authors suggested
that quantitative OCT biomarkers such as subretinal
hyperreflective material and IRF were independently sta-
tistically significant and may increase the overall predictive
value of a model. Statistical analysis is needed to determine
whether the additional OCT data significantly improve
model prediction. In this work, we counteracted a potential
inflation of R? values by means of CV and were thus not
affected by this problem; specifically, we made predictions
on holdout data, as opposed to model introspection/infer-
ence. In another analysis of the HARBOR dataset, Schmidt-
Erfurth et al*® determined that initial BCVA response at

3 months was the strongest predictive factor of vision
outcomes at 12 months, whereas morphologic OCT features,
such as SRF or pigment epithelium detachment,
demonstrated limited predictive value on top of BCVA. In
this study, similar to most models in our current analysis,
quantitative features were extracted in a fully automated way
from OCT scans and were used in RF models to predict
visual acuity, together with baseline BCVA. The feature
ranking extracted from these models does not account for
multicollinearity (see also below). Five-fold cross validation
was applied but only 1 mean R? value was reported
(R2 = 0.21). In contrast, in our analysis, OCT features alone
had similar predictive capacity (R* = 0.20 for Lasso min;
Table 1). Further research may reveal other multimodal or
functionally relevant OCT features; additional analyses
would be of interest to determine whether features
hypothesized to more likely reflect anatomical/functional
correlation such as photoreceptors’ abnormalities or external
limiting membrane disruption, rather than exudative features,
may improve algorithm performance.

This study had several limitations. Although BCVA pre-
diction for monthly ranibizumab is a first step toward using
Al to potentially enable more informed treatment decisions,
this analysis was based on models trained and validated in
data from the HARBOR trial, and the model was developed
using only the HARBOR monthly regimen dataset. Further
work will need to integrate alternative treatment regimens and
validate these results in an external dataset.

Although previous studies have performed similar ana-
lyses of machine learning models and their ability to predict
various aspects of treatment response in patients with
nAMD, to our knowledge, the present study is the first
systematic comparison of multiple modeling approaches,
including machine learning methods and a DL model in
these patients, which is a main contribution of this work.
One previous study applied a machine learning model to
explain the difference in outcomes between clinical practice
studies and randomized clinical trials.”> In that study, the
main factors found to have the greatest impact on patient
outcomes at 1 year were baseline BCVA, baseline SRF,
and administration of 3 loading doses of intravitreal anti-
VEGF therapy (ranibizumab or aflibercept) within 3
months after start of treatment.”

Consistent with previous studies, our work also iden-
tified age and baseline BCVA as features that were most
predictive for treatment response. In addition, in our
study, we used 105 automatically generated OCT bio-
markers; the individual contributions of each of these
biomarkers to treatment response and patient outcomes are
yet to be explored in future research. To tease out the
contributions of each individual OCT biomarker, future
work could analyze this high-dimensional data based on
clinical knowledge by selecting subsets of variables to
investigate and repeating some of the modeling work with
these subsets. Such an approach would remove multi-
collinearity, which commonly hinders model interpreta-
tion,”* as well as variables grouped together based on
biological and clinical relevance.
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In conclusion, this study demonstrated that, in addi-
tion to baseline age and BCVA, Al-based OCT-
segmented features may improve the performance in
predicting visual function response to intravitreal rani-
bizumab treatment in patients with nAMD to a
measurable (statistically significant) extent. Furthermore,
the simultaneous assessment of statistical and clinical
significance is important. We argue the 3 models (Lasso
min, RF, Catboost) that outperform the benchmark
model further reduce MAE and increase the signal-to-
noise ratio, a precondition to predicting -clinically
meaningful outcomes. We will conduct further testing on
datasets from other studies to confirm or disprove this
finding. Of note, the further development and validation
of these models would be an important but early step
toward the development of Al-based tools that can be
deployed in clinical research and clinical practice, aim-
ing to support better patient outcomes through more
personalized treatment regimens. The chasm between
exploratory research and the deployment of clinical de-
cision support tools at the point of care is still to be
overcome in this context.
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