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Abstract: The electronic structure and photochemistry of
copper formate clusters, CuI

2(HCO2)3
@ and CuII

n(HCO2)2n + 1
@ ,

n,8, are investigated in the gas phase by using UV/Vis

spectroscopy in combination with quantum chemical calcu-
lations. A clear difference in the spectra of clusters with CuI

and CuII copper ions is observed. For the CuI species, transi-
tions between copper d and s/p orbitals are recorded. For
stoichiometric CuII formate clusters, the spectra are dominat-

ed by copper d–d transitions and charge-transfer excitations
from formate to the vacant copper d orbital. Calculations

reveal the existence of several energetically low-lying iso-
mers, and the energetic position of the electronic transitions
depends strongly on the specific isomer. The oxidation state

of the copper centers governs the photochemistry. In
CuII(HCO2)3

@ , fast internal conversion into the electronic
ground state is observed, leading to statistical dissociation;

for charge-transfer excitations, specific excited-state reaction
channels are observed in addition, such as formyloxyl radical
loss. In CuI

2(HCO2)3
@ , the system relaxes to a local minimum

on an excited-state potential-energy surface and might un-
dergo fluorescence or reach a conical intersection to the

ground state; in both cases, this provides substantial energy
for statistical decomposition. Alternatively, a CuII(HCO2)3Cu0@

biradical structure is formed in the excited state, which gives

rise to the photochemical loss of a neutral copper atom.

Introduction

With global warming becoming an ever-increasing problem,

efficient activation and transformation of carbon dioxide be-
comes a desirable option for carbon capture and usage (CCU).
Transformation into formic acid and methanol are very attrac-
tive candidates.[1–3] Formic acid is regarded as the simplest

stable form of activated carbon dioxide and is widely investi-
gated.[4–7] In these transformations, formate is considered as a
key intermediate for the hydrogenation of carbon dioxide.[2, 4]

Furthermore, the highly selective decomposition of formic acid
could play a key role in hydrogen storage applications.[8, 9]

Copper-based catalysts are highly active and applied as a car-
boxylation agent.[10, 11] Additionally, they are already widely re-

searched and used in industry within methanol synthesis.[12–15]

However, the nature of the active sites of catalytic materials

and the respective electronic configuration remain hotly debat-

ed.[16, 17]

For a mechanistic understanding, gas-phase investigations

of well-defined, size-selected model systems, in combination
with quantum chemical calculations, are useful.[18–20] Addition-
ally, gas-phase approaches can be translated through size-se-
lected cluster deposition to study surface effects within hetero-

geneous catalysis.[21, 22] In the gas phase, it was shown that the
activation of methane to methanol might take place on a
CuO+ center.[23] Al2CuO5

+ complexes have been found to se-
lectively convert methane into CH2O.[24, 25] Furthermore, it was
revealed that hydrated doubly charged copper ions,

Cu2 +(H2O)n, underwent charge separation until a critical size of
n = 8.[26–28] Additionally, gas-phase experiments and quantum

chemical calculations have been applied successfully to under-
stand the mechanisms behind the activation of carbon dioxide
on copper hydrides,[29–33] with copper formate clusters as par-

ticularly suitable model systems.[31, 33]

Recently, we showed that the formation of formic acid

within copper formate clusters took place in the gas phase in
a redox reaction through proton-coupled electron transfer for
clusters with two copper centers, whereas it proceeded

through hydrogen atom transfer with a single copper center.[31]

Furthermore, we observed that the size of the cluster and the

copper oxidation state of + II played a key role in the reaction
of formate towards formic acid, emphasizing the importance

of electronic structures for catalysis. Larger CuII formate anions
have been found to fragment in a cascade towards clusters
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with one or two copper centers, upon which redox reactions
can be observed, followed by decarboxylation towards CuI hy-

drides as the predominant process.[33] The formate anion in
various environments has been investigated, in detail, by

means of infrared spectroscopy and theory due to anomalies
within the vibrational spectrum with intense anharmonici-

ties,[34–38] and its electronic structure has been studied in solu-
tion.[39] In the catalytically relevant case of formate ligated
copper, structural data on copper surfaces can be found,[40–42]

whereas data on the electronic structure is still sparse. The
electronic structure of small, neutral copper clusters was inves-
tigated in a neon matrix by using spectroscopy techniques
within the UV/Vis range.[43–45] In well-defined gas-phase experi-

ments, the electronic structure of a ligated CuO+ core thought
to be responsible for many reactions in nature within copper-

containing enzymes has been characterized,[46] along with de-

tailed calculations on the bare CuO+ ion.[47] In the closely relat-
ed Cu(NO3)3

@ anion, ligand-to-metal charge-transfer (LMCT)

transitions and transitions within the nitrate ligand were ob-
served in the UV region.[48] Excitation causes the evaporation of

a neutral NO3 radical, similar to collision-induced dissociation
(CID) experiments, which indicates efficient internal conversion

to the electronic ground state.[48–50]

Herein, we present an investigation into the electronic struc-
ture of copper formate clusters in the gas phase by using UV/

Vis spectroscopy along with quantum chemical calculations.
We also explore selected photochemical reaction pathways.

Experimental Section

Mass selected, isotopically enriched copper-63 formate cluster
anions were produced through electrospray ionization (see ref. [31]
for details) and investigated at room temperature in the gas phase
with a Bruker APEX Qe 9.4 Tesla Fourier-transformation ion cyclo-
tron resonance (FT-ICR) mass spectrometer, which is described in
more detail elsewhere.[31, 51, 52] The trapped clusters were irradiated
with an EKSPLA NT342B optical parametric oscillator, which provid-
ed pulsed laser light from l= 225 to 2600 nm. The obtained pho-
todissociation spectra were corrected for fragmentation caused by
blackbody infrared radiative dissociation (BIRD)[53–58] and collisions
with the background gas. Photodissociation cross sections were
calculated as described in detail before.[59] The laser power was
measured after each mass spectrum was recorded and corrected
for transmission through one additional CaF2 prism and window.
The beam profile was estimated as a homogenous Gaussian beam
with a divergence of 0.002 mrad and a beam diameter of 0.005 m
at the laser output, along with a constant output angle, leading to
uncertainties in the absolute cross-section calculations. To account
for changes in the laser beam profile and alignment upon switch-
ing between the different laser stages, a correction factor was ap-
plied at the signal to idler beam transition (>710 nm), signal to UV
stage (<410 nm), and SF/SH beam transition (<296 nm). Here, the
cross section of the signal region was taken as a reference because
this was the most reliable value.
For the modeling of the electronic ground-state properties of
copper formate clusters, DFT calculations at the B3LYP/def2TZVP
level were used for optimization, based on extensive benchmark-
ing performed previously.[31] A large number of structures were op-
timized based on refs. [31] and [33]. Herein, we considered several
conformers with formate ligands that exhibited different binding

motifs (monodentate, bidentate, and bridging bidentate) and ori-
entations on one or more copper centers. The energetically most
favorable isomers, with significant structural differences, were then
used for further analysis.
For the computational description of the excited states, equation
of motion-coupled cluster singles and doubles (EOM-CCSD) calcula-
tions were performed for small clusters (<150 electrons). The aug-
cc-pVDZ basis set was used here because it provided results close
to the triple-zeta basis set, see Table S5 in the Supporting Informa-
tion. All excited states within 6 eV, or at least 12 states (in the case
of convergence issues), were considered. For structural optimiza-
tion in the electronically excited states, the 6-31 + g* basis set was
employed. Near conical intersections, the optimization started to
oscillate. Therefore, reduced convergence criteria were used (pre-
dicted change in energy <2 V 10@5 hartree). To compute electronic
transitions in larger clusters, time-dependent (TD) DFT with the
BMK functional was applied, which was chosen based on its per-
formance compared with EOM-CCSD for copper formate in oxida-
tion state + II, see Table S5 in the Supporting Information. Orbitals
participating in electronic transitions were analyzed by using the
natural transition orbital (NTO) scheme at the TD-BMK/aug-cc-
pVDZ//B3LYP/def2TZVP level of theory. All calculations were carried
out with the Gaussian 16 program.[60] The reported reaction ener-
gies were zero-point corrected.

Results and Discussion

Absorption spectra

In Figure 1, spectra of CuI
2(HCO)3

@ , CuII(HCO)3
@ , CuII

2(HCO)5
@ ,

CuII
3(HCO)7

@ , and CuII
8(HCO)17

@ are shown in the 0.9–5.5 eV

region, along with the calculated electronic transitions for se-
lected isomers. The CuI system, CuI

2(HCO)3
@ , exhibits absorp-

tions only in the UV region, starting at about 4.0 eV. The CuII

systems exhibit two absorption bands in the 1.0–2.4 and 3.5–

5.5 eV regions. The intensity of the absorption bands is compa-
rable for all CuII clusters, with the low-energy absorption being

about five times less intense than that of the high-energy one.

There is no significant shift in energy observed between sys-
tems with one or two copper centers. We can therefore con-

clude that the bonding interaction between two neighboring
copper centers in stoichiometric copper(II) formate clusters is

marginal. Instead, the oxidation state of the copper center has
the largest influence on the spectra. In the UV spectrum of

larger clusters, the electronic transitions appear with a less pro-
nounced maximum and occur deeper within the UV region for

the largest case, CuII
8(HCO)17

@ .

The calculated EOM-CCSD electronic transition energies are
shown in Figure 1 a and b. For larger clusters (Figure 1 c and d),

TD-BMK calculations were employed. The calculations reveal
that the orientation and binding motif of the formate ligands

heavily influence the position and oscillator strength of the
bands, as evidenced by the calculated electronic transitions of

selected structures. For CuI compounds and low-lying states in

CuII species, a very good agreement with the experiments is
reached. The higher-lying states in CuII compounds, on the

other hand, are shifted systematically to higher energies, see,
for example, the CuII(HCO)3

@ spectrum in Figure 1 b. Here, mul-

tireference effects potentially play a role. Moreover, dynamic
effects can further affect the absorption spectra. Considerable
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energy and intensity shifts, as well as substantial peak broad-

ening, can be expected due to, for example, internal rotation
of the formate group or partial opening of a bidentate ligand

to a monodentate structure. Zero-point energy effects,[61] esti-
mated as 0.2–0.3 eV, might also play a role. Overall, the agree-

ment between experiment and theory is well within the ex-

pected range for transition-metal compounds.
In contrast to the strong effect of the formate ligands on

the transitions, the change in the number of copper centers
from one to two does not significantly change the position of

the transitions, in agreement with experiment. This is also con-
sistent with the previously described extremely weak antiferro-

magnetic coupling of the unpaired electrons in CuII
2(HCO)5

@

and the large Cu@Cu distance in copper formate clusters.[31, 33]

The observed absorption band structures can be rationalized

by the electronic configuration of the copper ion (Scheme 1).
In oxidation state + I, a copper ion has a full d shell, whereas

there are only nine d electrons for the oxidation state + II. This

deeply affects the character of possible excitations.
Copper(I) only affords excitations from the filled d orbital

into the empty s/p shells, which corresponds to the band start-
ing at about 4 eV (see Figure 1 a). The hole in the d shell of

CuII, however, makes low-lying d–d transitions and LMCT transi-
tions from the negatively charged formate ligands possible,

Figure 1. The photodissociation cross section, s, of a) CuI
2(HCO2)3

@ , b) CuII(HCO2)3
@ , c) CuII

2(HCO2)5
@ , d) CuII

3(HCO2)7
@ , and e) CuII

8(HCO2)17
@ , together with the

calculated oscillator strength, f, of the electronic transitions for selected isomers. Relative energy of isomers is given in eV in the same color used in the bar
graph of the oscillator strength within each corresponding subsection. The level of theory is EOM-CCSD/aug-cc-pVDZ//B3LYP/def2TZVP for CuI

2(HCO)3
@ and

CuII(HCO)3
@ ; TD-BMK/aug-cc-pVDZ//B3LYP/def2TZVP is used for CuII

2(HCO)5
@ and CuII

3(HCO)7
@ . Experimental cross sections below 2.75 eV are multiplied by a

factor of 5 or 3, and theoretical f is multiplied by 50 for better legibility.
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which correspond to the absorption bands at 1–2 and 3.5–
5.5 eV, respectively (see Figure 1 b–e). The d–s/p transitions are

substantially blueshifted for CuII due to the higher number of
ligands, which result in more restricted space for the target

4 s/p orbitals, and therefore, lie outside the range of our laser
system.

Our analysis of orbitals participating in electronic transitions
for CuI

2(HCO2)3
@ , CuII(HCO2)3

@ , and CuII
2(HCO2)5

@ confirms these
qualitative arguments (Figure 2). For CuI

2(HCO2)3
@ , a transition

from copper d-type orbitals into the unoccupied copper s/p
orbitals is observed. In the ground state of CuI

2(HCO2)3
@ , the

4 s/p orbitals of the two copper ions are unoccupied. The fully
filled d orbitals have a nonbonding character for isomer 1,

whereas isomer 2 exhibits a Cu@Cu s bond. This means a very

Scheme 1. Low-lying electronic transitions within copper formate complexes
for CuI and CuII.

Figure 2. NTOs for selected electronic transitions in a) CuI
2(HCO2)3

@ , b) CuII(HCO2)3
@ , and c) CuII

2(HCO2)5
@ calculated at the TD-BMK/aug-cc-pVDZ//B3LYP/

def2TZVP level of theory. Cu@Cu bonds are shown only to guide the eye; for isomer 1 of CuI and CuII, the Cu–Cu interaction is weak. The shown orbitals are
NTOs, that is, they correspond to the initial and final electron orbitals within given excitations. For CuI

2(HCO2)3
@ , two isomers are shown. For nearly degener-

ate transitions, orbitals of different symmetry mix, so only the most important component is shown.
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limited bonding interaction between the two copper centers
in S0 for isomer 1, whereas isomer 2 has a bonding interaction,

which is reflected in the bond length of d(Cu@Cu) = 3.3 and
2.5 a in isomers 1 and 2, respectively. Comparing the isomers,

one can see why excitation energies within CuI
2(HCO2)3

@ are so
sensitive to the orientation of the formate ligands. In isomer 1,

two s orbitals form a bonding s(Cu@Cu) orbital that is com-
pressed by the presence of formate ligands, which extends
into the space along the Cu@Cu axis. The single electron is

thus confined to a relatively narrow space, which results in a
less favorable electronic state. In isomer 2, the s/p orbitals

extend freely along the Cu@Cu axis, shifting the first excitation
energy by about @1.0 eV. The target orbitals are almost degen-

erate, irrespective of their phase, showing the independence
of both copper ions; see also below for a discussion on the re-

sulting photodynamics.
For CuII(HCO2)3

@ (Figure 2 b), four d–d transitions compose
the first absorption band, exhibiting a low oscillator strength

because they are symmetry forbidden in CuII. In the UV region,
the singly occupied d orbital can accept an electron from the

nonbonding p orbital of the negatively charged formate li-
gands. This allows for comparatively intense LMCT transitions.

Depending on the orientation of the ligands, the electronic or-

bitals are more or less confined by the formate ligand, leading
again to different excitation energies and oscillator strengths.

This also intuitively explains why the open isomer of
CuII(HCO2)3

@ , with only monodentate formate ligands (see

Figure 1) has energetically lower-lying transitions because
more space is available for the target orbital. Additionally, the

overlap of the ligand orbitals with the copper center is expect-

ed to change upon ligand rotation. The observed character of
the transitions in CuII(HCO2)3

@ is in good agreement with the

previously studied CuII(NO3)3
@ anion, for which TDDFT calcula-

tions predict d–d and LMCT transitions, along with energetical-

ly higher transitions on the nitrate ligand.[48]

The singly occupied d orbitals of the copper centers in

CuII
2(HCO2)5

@ are independent. This is reflected in the first two

participating orbitals of each absorption band illustrated in Fig-
ure 2 c, which are energetically nearly degenerate and differ

only by the position of the orbital on the right- or left-hand
sides of the cluster. Furthermore, the structure has a relatively

long bond length of d(Cu@Cu) = 3.0 a.

Photochemistry

In Figure 3, we analyze the photochemical fragments of

copper formate clusters for CuI
2(HCO2)3

@ , CuII(HCO2)3
@ , and

CuII
2(HCO2)5

@ , as representative examples. The predicted reac-
tion channels for the most intense fragments of the three spe-
cies are listed in Table 1, together with their experimental ap-

pearance energies and calculated reaction energies. In the
spectrum of CuI

2(HCO2)3
@ , we observe CuI

2H3
@ , CuII(HCO2)2H@ ,

CuI(HCO2)2
@ , and CuI(HCO2)H@ , reactions (1 a)–(1 d), with rough-

ly constant branching ratio across the absorption band. Reac-
tion (1 a) includes three decarboxylation steps, requiring

2.29 eV, which is the same decomposition pathway as that ob-
served in infrared multiple photon dissociation (IRMPD) experi-

ments.[33] With UV photons, the clusters can also disproportion-

ate by losing a neutral copper atom and decarboxylate to
CuII(HCO2)2H@ , reaction (1 b). Alternatively, they could lose a

neutral copper formate unit and partially decarboxylate to
form CuI(HCO2)2

@ or CuI(HCO2)H@ , reactions (1 c) or (1 d), re-

spectively. Reactions (1 b)–(1 d) have not been observed upon
IR heating,[33] which suggests that they require an electronically

excited state. The calculated reaction energies are consistently
lower than the experimental appearance energies, which con-

firms that dissociation is energetically feasible with a single

photon.
For CuII(HCO2)3

@ and CuII
2(HCO2)5

@ , fragment branching ratios

depend considerably on wavelength (Figure 3 b and c). In the
spectrum of CuII(HCO2)3

@ , all observed fragments, namely,

CuII(HCO2)2H@ , CuI(HCO2)2
@ , CuI(HCO2)H@ , and Cu0(HCO2)@ , can

be explained by previously observed reactions (2 a)–(2 d’) upon
IR heating.[31, 33] This points towards a fast internal conversion

Table 1. Appearance energy (EA in eV) of the decomposition channels shown in Figure 3 if the signal running average surpasses the noise level, along
with the calculated theoretical reaction energy (Etheo), including the highest transition state along the respective reaction pathway (in brackets). Calculated
at the B3LYP/def2TZVP level of theory.

Reaction Reactant Products EA [eV] Etheo [eV]

(1 a) Cu2(HCO2)3
@ Cu2H3

@+ 3 CO2 4.1 2.29[33]

(1 b) Cu2(HCO2)3
@ Cu(HCO2)2H@+ Cu + CO2 4.4 3.83

(1 c) Cu2(HCO2)3
@ Cu(HCO2)2

@+ Cu(HCO2) 4.4 2.04
(1 d) Cu2(HCO2)3

@ Cu(HCO2)H@+ Cu(HCO2) + CO2 4.2 2.97
(2 a) Cu(HCO2)3

@ Cu(HCO2)2H@+ CO2 1.0 0.66 (1.09)[31]

(2 b) Cu(HCO2)3
@ Cu(HCO2)2

@+ CO2 +H 1.3 1.61[31]

(2 c) Cu(HCO2)3
@ Cu(HCO2)H@+ 2 CO2 + H 1.8 2.54[31]

(2 d) Cu(HCO2)3
@ Cu(HCO2)@+ CO2 + HCOOH 3.5 1.95[31]

(2 d’) Cu(HCO2)3
@ Cu(HCO2)@+ 2 CO2 + H2 3.5 1.60[31]

(2 e) Cu(HCO2)3
@ Cu(HCO2)2

@+ HCO2 1.3 1.91
(3 a) Cu2(HCO2)5

@ Cu2(HCO2)3
@+ CO2 + HCOOH 1.0 @0.62 (0.89)[31]

(3 b) Cu2(HCO2)5
@ Cu2(HCO2)2H@+ 2 CO2 + HCOOH 1.0 @0.29 (0.89)[31]

(3 c) Cu2(HCO2)5
@ Cu(HCO2)3

@+ Cu(HCO2)2 1.2 1.36[31]

(3 d) Cu2(HCO2)5
@ Cu(HCO2)2H@+ Cu(HCO2)2 + CO2 1.6 2.02 (2.45)[31]

(3 e) Cu2(HCO2)5
@ Cu(HCO2)2

@+ Cu(HCO2)2 + CO2 + H 1.7 2.97[31]

(3 f) Cu2(HCO2)5
@ Cu2(HCO2)4

@+ HCO2 3.5 2.08
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of the photon energy, followed by decomposition in the
ground state. The changing branching ratio could be explained
by the amount of available energy, allowing more sequential

fragmentation steps for higher photon energies.
For the low-energy band of CuII

2(HCO2)5
@ , mainly the forma-

tion of CuI
2(HCO2)3

@ , CuI
2(HCO2)2H@ , and CuII(HCO2)3

@ is ob-
served, with appearance energies in the range of 1.0–1.2 eV,

see reactions (3 a)–(3 c) in Table 1. Additionally, CuII(HCO2)2H@

and CuI(HCO2)2
@ are formed through reactions (3 d) and (3 e),

albeit with low intensity. For energetic reasons, two photons

are required for reactions (3 d) and (3 e), indicating that these
ions are secondary products of CuII(HCO2)3

@ . Reactions (3 a)–

(3 e) have all been observed previously in IRMPD experi-
ments,[31, 33] which suggests that internal conversion precedes

dissociation. Interestingly, the absorption band starts with the

lowest barrier fragment, the formation of formic acid with
elimination of CO2 (reaction (3 a)). Subsequent CO2 elimination

from the product is energetically feasible, and becomes more
important with increasing photon energy (reaction (3 b)). The

entropically favored product, CuII(HCO2)3
@ , reaction (3 c), re-

quires slightly higher photon energies, in line with experi-

ments, and becomes dominant at the high-energy end of the

absorption band.
In the UV absorption band in the 3.3–5.5 eV region,

CuII(HCO2)2H@ is the dominant fragment, followed by
CuI(HCO2)2

@ (reactions (3 d) and (3 e)). Both reactions require

more than 2.4 eV.[31] Products appearing at the beginning of
the fragmentation cascade of CuII

2(HCO2)5
@ are only observed

Figure 3. The total dissociation cross section upon laser irradiation of a) CuI
2(HCO2)3

@ , b) CuII(HCO2)3
@ , and c) CuII

2(HCO2)5
@ , along with selected partial cross

sections of the most important dissociation pathways. Lines represent the respective running average over five data points. The values shown in b) and c) are
enlarged by a factor of 5 below 2.75 eV for convenience.
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in trace amounts, such as CuII(HCO2)3
@ and CuI

2(HCO2)3
@ . Only

one fragment is observed that is not part of the IRMPD cas-

cade, namely, CuI/II
2(HCO2)4

@ , reaction (3 f), which is comparable
in intensity to CuI(HCO2)2

@ . Formation of the formyloxyl radical

requires an energy of 2.08 eV. Notably, HCO2 might further de-
compose into H and CO2, with a reaction energy of @0.30 eV
and a barrier of 0.16 eV. Alternatively, a HOCO unit might be
formed with a reaction energy of @0.36 eV. Given that the UV
absorption band is due to a LMCT transition, elimination of the

neutral formyloxyl radical seems entirely plausible because the
alternatives require more extensive rearrangements. The HCO2

loss channel after LMCT would also be feasible for CuII(HCO2)3
@

through reaction (2 e).

Photodynamics

To gain some insight into the photodynamics of CuI
2(HCO2)3

@ ,
we calculated excited-state potential-energy curves along the

vector connecting the minima of ground and first excited
states by using internal coordinates. Figure 4 a,b and Figure S6

in the Supporting Information show the results for isomers 1

and 2, respectively. After excitation, both isomers relax to a
local minimum on the excited-state potential-energy surface.

In isomer 1, a 3 d electron is promoted to a s(Cu@Cu) orbital,
which is half-filled in S1. During geometry optimization, the

two monodentate formate ligands rotate out-of-plane and the
Cu@Cu distance decreases from 3.3 to 2.3 a, which indicates a

strong Cu@Cu interaction due to the occupation of a bonding

orbital in S1. The resulting Cu@Cu distance is close to the bond
length of 2.35 a in the Cu2

@ ion.[62] The S1 minimum lies 1.8 eV

below the S1 energy in the FC point. Relaxation through fluo-
rescence into the ground state would be substantially redshift-

ed with respect to the excitation, since the S1 minimum lies
only 1.3 eV above the respective ground-state structure. Conse-

quently, a total of (hv@1.3 eV) would be available after fluores-

cence as vibrational energy to support the fragmentation cas-
cade leading to Cu2H3

@ , which requires 2.29 eV.[33] Alternatively,

the system could reach a conical intersection beyond the S1

local minimum at which the extrapolated ground- and excited-

state potential-energy curves nearly coincide, and the entire
photon energy would be available for fragmentation on the

ground-state potential-energy surface. The photodynamics
thus rationalize the formation of CuI

2H3
@ , as previously ob-

served in the IRMPD cascade of CuI
2(HCO2)3

@ .[33] No direct
mechanism, however, is conceivable for the elimination of a
copper atom or copper formate from the excited state for re-

actions (1 b)–(1 d) from isomer 1.
In isomer 2, the target NTO has an antibonding character,

with a possible nonbonding contribution at the FC point. In
the S1 state, the system relaxes to a local minimum with a

slightly elongated Cu@Cu bond (Figure S6 in the Supporting

Information), which does not seem to be relevant for the ob-
served photochemistry. Within reach, however, there is a coni-

cal intersection seam that is, at most, 0.1 eV above the excita-
tion energy of S1 in the FC point. This is easily surpassed with

the thermal energy content of the cluster ion before excitation,
in addition to surplus energy from excitation into higher states

in the experiment. Passing through this conical intersection,
the system reaches a minimum with pronounced biradical
character (see Figure 4 b), with an electron transferred between
the two copper centers. The biradical target structure in Fig-
ure 4 b was obtained as a minimum in triplet spin multiplicity
(CCSD/6-31 + g*) because geometry optimization of the rele-

vant singlet state at the EOM-CCSD/6-31 + g* level was less
feasible. The excited state after the conical intersection can

thus be described as CuII(HCO2)3Cu0@, with the excited state
manifold separated by only about 0.6 eV from the ground-
state surface (EOM-CCSD/6-31 + g*). To reach the biradical min-
imum, one bridging formate ligand is transferred towards the
CuII center, along with an elongation of the Cu@Cu bond

length to 2.7 a. Furthermore, the Cu@O bonds on the bridging
formate ligands are elongated on the Cu0 center, providing

space for its singly occupied s orbital. In the ground electronic

state, the CuI oxidation state for both copper atoms is main-
tained. It is conceivable that a neutral Cu0 atom can be re-

leased from this structure at a cost of 3.18 eV, with respect to
the FC point. With the remaining energy, the CuII(HCO2)3

@

structure can then sequentially decarboxylate for reaction (1 b),
or even afterwards lose a hydrogen radical and another CO2

(see reactions (2 b) and (2 c)) to give rise to the CuII(HCO2)2H@ ,

CuI(HCO2)2
@ , and CuI(HCO2)H@ fragments. An internal conver-

sion to the ground state becomes accessible through a conical

intersection close to this local minimum (Figure 4 b), allowing
statistical dissociation on the ground-state potential-energy

surface in reaction (1a).
Within the photochemistry of CuII(HCO2)3

@ , all products al-

ready appear in the established IRMPD cascade, sharing a se-

quential reaction pathway (see reactions (2 a)–(2 c)) or branch-
ing from it in smaller amounts (see reactions (2 d) and (2 d’)).[31]

This means that they are most likely formed in the electronic
ground state. It implies that conical intersections are available

to connect the electronically excited states to the ground
state. In Figure 4 c and d, we follow relevant excited states

along the vector connecting the FC point with D0/D1 and D4/

D5 conical intersections, again using the internal coordinates.
Excitation into the first excited state, D1 (Figure 4 c), leads the

system barrierlessly into a D0/D1 conical intersection, with the
bidentate ligand rotating around its C@H axis. The trajectory is

monotonically downhill, and the full excitation energy is con-
verted into vibrational degrees of freedom, which explains the

observed fragmentation channels for the d–d transitions.
For the excitation of CuII(HCO2)3

@ into the lowest lying state
of the second absorption band, D5, the bidentate formate

ligand starts dissociating on the way towards a D4/D5 conical
intersection, which is reached again without any barrier (Fig-

ure 4 d). Here, the dissociating formate ligand has a relatively
long Cu@O bond length of 2.5 a, compared with the typical

bond lengths of 1.9 and 2.1 a for mono- and bidentate for-

mate ligands, respectively, in ground-state CuII(HCO2)3
@ . This

behavior can be explained by the charge-transfer character of

the LMCT excitation (Figure 2). After an electron is transferred
from HCO2

@ to CuII, the now-neutral HCO2 unit is only weakly

bound to the cluster. In the vicinity of the conical intersection,
the structure of the remaining CuI(HCO2)2

@ unit resembles the
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most stable isomer of the product ion, CuI(HCO2)2
@ . After pass-

ing the D4/D5 conical intersection, the ion might either follow
the dissociation pathway and evaporate a neutral HCO2 radical

or eventually reach the ground state, as discussed above.
HCO2 dissociation from CuII(HCO2)3

@ in reaction (2 e) is in good

agreement with the experimental observation of CuI(HCO2)2
@ ,

which exhibits the highest branching ratio in the LMCT band

in Figure 3 b. However, HCO2 loss for CuII(HCO2)3
@ cannot be

distinguished from sequential dissociation of CO2 and H in re-
action (2 b), as observed in the IR experiment.[33]

On the contrary, the formation of Cu2(HCO2)4
@ from

CuII
2(HCO2)5

@ in Figure 3 c is direct evidence that this reaction

takes place on the excited-state potential-energy surface, since
the fragment is not observed in IRMPD and Sustained off-reso-

nance irradiation (SORI) CID experiments of CuII
2(HCO2)5

@ .[31] All
other fragments were also observed in our recent IRMPD ex-
periments.[31, 33] This suggests, once more, that larger CuII for-

mate clusters can also reach the electronic ground state
through conical intersections and redistribute the full photon

energy in the system, similar to CuII(HCO2)3
@ .

Due to this rapid internal conversion, the competitive forma-

tion of CuII(HCO2)3
@ and CuI

2(HCO2)3
@ from CuII

2(HCO2)5
@ , within

the d–d band in Figure 3 c, provides further insight into its
ground-state reactivity. Decarboxylation of CuII

2(HCO2)5
@ , fol-

lowed by the formation of formic acid, features a tight transi-
tion state. The competitive evaporation of neutral copper di-

formate CuII(HCO2)2 can be expected to be entropically fa-
vored. However, formic acid formation through reactions (3 a)

Figure 4. Excited-state potential-energy surfaces, along with simplified photochemical reaction coordinates. Interpolation between the Franck–Condon (FC)
point towards a) a local minimum within the first excited state of CuI

2(HCO2)3
@ for isomer 1 and b) a local minimum of the lowest lying triplet state in

isomer 2. Additionally, NTOs from the ground to the first excited state, along with the corresponding structures in the FC point and minimum, are shown. In-
terpolation towards c) D0/D1 and d) D4/D5 conical intersections in CuII(HCO2)3

@ , along with the associated structures. The excited states are calculated at the
EOM-CCSD/6-31 + g* level with the FC point optimized at the B3LYP/def2TZVP level of theory. The triplet minimum in isomer 2 of CuI

2(HCO2)3
@ is optimized

by using CCSD/6-31 + g*. The NTOs were calculated at the TD-BMK/aug-cc-pVDZ level of theory.
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and (3 b) requires 0.89 eV, compared with 1.36 eV for reac-
tion (3 c), as calculated at the B3LYP/def2TZVP level.[31] This ex-

plains why the channel producing CuI
2(HCO2)3

@ , along with its
sequential decarboxylation product, CuI

2(HCO2)2H@ , is observed

with high selectivity at the start of the absorption band at
1.0 eV, at which the entropically favored evaporation is not yet

accessible. Once enough energy is introduced into the ion, the
evaporation of neutral copper formate becomes the predomi-

nant channel at about 1.5 eV. The production of formic acid

can be expected to be highly temperature dependent in cata-
lytic processes, due to the high energy dependence between

the two competing reaction channels.
The decomposition trends stay roughly the same for larger

CuII formate clusters (see Figures S4 and S5 and Table S4 in the
Supporting Information) and depend mainly on the absorption

band. For the d–d transitions in CuII
n(HCO2)2n + 1

@ , n>2, pre-

dominantly the evaporation of neutral copper formate is ob-
served, whereas, for n = 1 or 2, decarboxylation happens as the

first step, as also observed in IRMPD experiments.[31, 33] In the
UV band, the dissociation of a formyloxyl radical occurs for

CuII
3(HCO2)7

@ . However, for a large copper formate cluster,
CuII

8(HCO2)17
@ , no formyloxyl radical dissociation is observed.

Instead, only evaporation of neutral copper formate clusters,

similarly to IRMPD,[33] is recorded, which is consistent with
rapid internal conversion followed by statistical decomposition

in the electronic ground state.

Conclusion

The electronic structure of copper formate clusters has been

investigated in the gas phase by using UV/Vis spectroscopy
between 0.9 and 5.5 eV. For copper centers in oxidation state

+ I, d–s/p transitions on the copper centers have been ob-
served within the UV region. Copper formate with copper cen-

ters in oxidation state + II exhibit copper d–d transitions in the

visible/near-infrared range, along with intense LMCT transi-
tions, which involve the formate ligands and the singly occu-

pied d orbital on the copper center in the UV region.
The number of copper atoms in CuII

n(HCO2)2 n + 1
@ does not

change the observed electronic transitions, and thus, provides
evidence for the absence of copper–copper bonding, with a
singly occupied d orbital at each copper center. The orienta-
tion of the formate ligands, however, plays a key role in the

spectrum, heavily shifting the intensity and energetic position
of the transition.

The photochemistry of CuI
2(HCO2)3

@ depends heavily on the

ground-state structure. Isomer 1, with one bridging formate
ligand, most likely dissociates statistically in the electronic

ground state, either after fluorescence from a local minimum
in S1 or by reaching a conical intersection in the vicinity of the

S1 local minimum. For the paddlewheel structure of isomer 2,

Cu@Cu charge transfer initiates the photochemical loss of a
neutral copper atom, which competes with statistical dissocia-

tion in the electronic ground state. Copper formate clusters in
oxidation state + II are able to relax ultrafast back to the

ground state through conical intersections in both excitation
bands, and the redistributed energy is available for statistical

dissociation. However, in the UV region, LMCT makes photo-
chemical formation of formyloxyl radicals possible. For large

copper formate clusters, no formyloxyl radical loss is observed,
which indicates that the photon energy is redistributed into vi-

brational degrees of freedom. Through the efficient energy re-
distribution by conical intersections, the selectivity in the for-

mation of formic acid can be tuned via the photon energy in
the d–d transition of CuII

2(HCO2)5
@ . Higher energies favor en-

tropically preferred dissociation pathways with loose transition

states, such as the evaporation of CuII(HCO2)2. A large tempera-
ture dependence in the formic acid yield is therefore expected
under catalytic conditions.
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[52] N. K. Bersenkowitsch, M. Onč#k, C. van der Linde, A. Herburger, M. K.

Beyer, Phys. Chem. Chem. Phys. 2018, 20, 8143 – 8151.
[53] R. C. Dunbar, Mass Spectrom. Rev. 2004, 23, 127 – 158.
[54] T. Schindler, C. Berg, G. Niedner-Schatteburg, V. E. Bondybey, Chem.

Phys. Lett. 1996, 250, 301 – 308.
[55] W. D. Price, P. D. Schnier, R. A. Jockusch, E. F. Strittmatter, E. R. Williams,

J. Am. Chem. Soc. 1996, 118, 10640 – 10644.
[56] D. Thçlmann, D. S. Tonner, T. B. McMahon, J. Phys. Chem. 1994, 98,

2002 – 2004.
[57] M. Sena, J. M. Riveros, Rapid Commun. Mass Spectrom. 1994, 8, 1031 –

1034.
[58] B. S. Fox, M. K. Beyer, V. E. Bondybey, J. Phys. Chem. A 2001, 105, 6386 –

6392.
[59] A. Herburger, C. van der Linde, M. K. Beyer, Phys. Chem. Chem. Phys.

2017, 19, 10786 – 10795.
[60] M. J. Frisch, G. W. Trucks, H. B. Schlegel, G. E. Scuseria, M. A. Robb, J. R.

Cheeseman, G. Scalmani, V. Barone, G. A. Petersson, H. Nakatsuji, X. Li,
M. Caricato, A. V. Marenich, J. Bloino, B. G. Janesko, R. Gomperts, B.
Mennucci, H. P. Hratchian, J. V. Ortiz, A. F. Izmaylov, J. L. Sonnenberg, D.
Williams-Young, F. Ding, F. Lipparini, F. Egidi, J. Goings, B. Peng, A. Pet-
rone, T. Henderson, D. Ranasinghe, V. G. Zakrzewski, J. Gao, N. Rega, G.
Zheng, W. Liang, M. Hada, M. Ehara, K. Toyota, R. Fukuda, J. Hasegawa,
M. Ishida, T. Nakajima, Y. Honda, O. Kitao, H. Nakai, T. Vreven, K. Thros-
sell, Montgomery, Jr, J. A, J. E. Peralta, F. Ogliaro, M. J. Bearpark, J. J.
Heyd, E. N. Brothers, K. N. Kudin, V. N. Staroverov, T. A. Keith, R. Kobaya-
shi, J. Normand, K. Raghavachari, A. P. Rendell, J. C. Burant, S. S. Iyengar,
J. Tomasi, M. Cossi, J. M. Millam, M. Klene, C. Adamo, R. Cammi, J. W.
Ochterski, R. L. Martin, K. Morokuma, O. Farkas, J. B. Foresman, D. J. Fox,
Gaussian 16 Revision A.03, 2016.

[61] M. K. Prakash, J. D. Weibel, R. A. Marcus, J. Geophys. Res. 2005, 110, 380.
[62] M. D. Morse, Chem. Rev. 1986, 86, 1049 – 1109.

Manuscript received: January 17, 2020

Accepted manuscript online: March 10, 2020

Version of record online: June 18, 2020

Chem. Eur. J. 2020, 26, 8286 – 8295 www.chemeurj.org T 2020 The Authors. Published by Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim8295

Chemistry—A European Journal
Full Paper
doi.org/10.1002/chem.202000280

https://doi.org/10.1016/j.ccr.2016.03.009
https://doi.org/10.1016/j.ccr.2016.03.009
https://doi.org/10.1016/j.ccr.2016.03.009
https://doi.org/10.1002/mas.21464
https://doi.org/10.1002/mas.21464
https://doi.org/10.1002/mas.21464
https://doi.org/10.1039/C6CY02658C
https://doi.org/10.1039/C6CY02658C
https://doi.org/10.1039/C6CY02658C
https://doi.org/10.1021/acs.jpcc.7b01835
https://doi.org/10.1021/acs.jpcc.7b01835
https://doi.org/10.1021/acs.jpcc.7b01835
https://doi.org/10.1021/acscatal.5b01816
https://doi.org/10.1021/acscatal.5b01816
https://doi.org/10.1021/acscatal.5b01816
https://doi.org/10.1002/anie.201100606
https://doi.org/10.1002/anie.201100606
https://doi.org/10.1002/anie.201100606
https://doi.org/10.1002/anie.201100606
https://doi.org/10.1002/ange.201100606
https://doi.org/10.1002/ange.201100606
https://doi.org/10.1002/ange.201100606
https://doi.org/10.1002/chem.201804059
https://doi.org/10.1002/chem.201804059
https://doi.org/10.1002/chem.201804059
https://doi.org/10.1002/chem.201804059
https://doi.org/10.1021/jacs.7b10139
https://doi.org/10.1021/jacs.7b10139
https://doi.org/10.1021/jacs.7b10139
https://doi.org/10.1016/j.ijms.2014.08.037
https://doi.org/10.1016/j.ijms.2014.08.037
https://doi.org/10.1016/j.ijms.2014.08.037
https://doi.org/10.1016/j.ijms.2014.08.037
https://doi.org/10.1021/jp906241q
https://doi.org/10.1021/jp906241q
https://doi.org/10.1021/jp906241q
https://doi.org/10.1021/acs.inorgchem.6b02145
https://doi.org/10.1021/acs.inorgchem.6b02145
https://doi.org/10.1021/acs.inorgchem.6b02145
https://doi.org/10.1021/acs.inorgchem.6b02145
https://doi.org/10.1021/acs.jpcc.8b05216
https://doi.org/10.1021/acs.jpcc.8b05216
https://doi.org/10.1021/acs.jpcc.8b05216
https://doi.org/10.1021/acs.jpcc.8b05216
https://doi.org/10.1039/C9CP00133F
https://doi.org/10.1039/C9CP00133F
https://doi.org/10.1039/C9CP00133F
https://doi.org/10.1039/C9CP00133F
https://doi.org/10.1002/open.201900282
https://doi.org/10.1002/open.201900282
https://doi.org/10.1002/open.201900282
https://doi.org/10.1002/open.201900282
https://doi.org/10.1021/jz200937v
https://doi.org/10.1021/jz200937v
https://doi.org/10.1021/jz200937v
https://doi.org/10.1073/pnas.1705089114
https://doi.org/10.1073/pnas.1705089114
https://doi.org/10.1073/pnas.1705089114
https://doi.org/10.1002/anie.201805436
https://doi.org/10.1002/anie.201805436
https://doi.org/10.1002/anie.201805436
https://doi.org/10.1002/ange.201805436
https://doi.org/10.1002/ange.201805436
https://doi.org/10.1002/ange.201805436
https://doi.org/10.1002/ange.201805436
https://doi.org/10.1063/1.1621383
https://doi.org/10.1063/1.1621383
https://doi.org/10.1063/1.1621383
https://doi.org/10.1039/b417942k
https://doi.org/10.1039/b417942k
https://doi.org/10.1021/jz300510r
https://doi.org/10.1021/jz300510r
https://doi.org/10.1021/jz300510r
https://doi.org/10.1021/jp055689e
https://doi.org/10.1021/jp055689e
https://doi.org/10.1021/jp055689e
https://doi.org/10.1021/jp055689e
https://doi.org/10.1016/S0079-6816(87)80018-7
https://doi.org/10.1016/S0079-6816(87)80018-7
https://doi.org/10.1016/S0079-6816(87)80018-7
https://doi.org/10.1016/0042-207X(88)90086-3
https://doi.org/10.1016/0042-207X(88)90086-3
https://doi.org/10.1016/0042-207X(88)90086-3
https://doi.org/10.1063/1.3552077
https://doi.org/10.1063/1.3552077
https://doi.org/10.1016/0009-2614(85)85480-4
https://doi.org/10.1016/0009-2614(85)85480-4
https://doi.org/10.1016/0009-2614(85)85480-4
https://doi.org/10.1063/1.446766
https://doi.org/10.1063/1.446766
https://doi.org/10.1063/1.446766
https://doi.org/10.1063/1.446766
https://doi.org/10.1002/anie.201811362
https://doi.org/10.1002/anie.201811362
https://doi.org/10.1002/anie.201811362
https://doi.org/10.1002/anie.201811362
https://doi.org/10.1002/ange.201811362
https://doi.org/10.1002/ange.201811362
https://doi.org/10.1002/ange.201811362
https://doi.org/10.1063/1.3537797
https://doi.org/10.1021/jp508207f
https://doi.org/10.1021/jp508207f
https://doi.org/10.1021/jp508207f
https://doi.org/10.1021/acs.jpca.5b02467
https://doi.org/10.1021/acs.jpca.5b02467
https://doi.org/10.1021/acs.jpca.5b02467
https://doi.org/10.1016/S1044-0305(03)00210-1
https://doi.org/10.1016/S1044-0305(03)00210-1
https://doi.org/10.1016/S1044-0305(03)00210-1
https://doi.org/10.1002/chem.201803017
https://doi.org/10.1002/chem.201803017
https://doi.org/10.1002/chem.201803017
https://doi.org/10.1039/C8CP00399H
https://doi.org/10.1039/C8CP00399H
https://doi.org/10.1039/C8CP00399H
https://doi.org/10.1002/mas.10074
https://doi.org/10.1002/mas.10074
https://doi.org/10.1002/mas.10074
https://doi.org/10.1016/0009-2614(96)00002-4
https://doi.org/10.1016/0009-2614(96)00002-4
https://doi.org/10.1016/0009-2614(96)00002-4
https://doi.org/10.1016/0009-2614(96)00002-4
https://doi.org/10.1021/ja961812r
https://doi.org/10.1021/ja961812r
https://doi.org/10.1021/ja961812r
https://doi.org/10.1002/rcm.1290081225
https://doi.org/10.1002/rcm.1290081225
https://doi.org/10.1002/rcm.1290081225
https://doi.org/10.1021/jp0100452
https://doi.org/10.1021/jp0100452
https://doi.org/10.1021/jp0100452
https://doi.org/10.1039/C6CP08436B
https://doi.org/10.1039/C6CP08436B
https://doi.org/10.1039/C6CP08436B
https://doi.org/10.1039/C6CP08436B
https://doi.org/10.1021/cr00076a005
https://doi.org/10.1021/cr00076a005
https://doi.org/10.1021/cr00076a005
http://www.chemeurj.org

