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Abstract

Interval timing is a key element of foraging theory, models of predator avoidance, and competitive interactions. Although
interval timing is well documented in vertebrate species, it is virtually unstudied in invertebrates. In the present experiment,
we used free-flying honey bees (Apis mellifera ligustica) as a model for timing behaviors. Subjects were trained to enter a
hole in an automated artificial flower to receive a nectar reinforcer (i.e. reward). Responses were continuously reinforced
prior to exposure to either a fixed interval (FI) 15-sec, FI 30-sec, FI 60-sec, or FI 120-sec reinforcement schedule. We
measured response rate and post-reinforcement pause within each fixed interval trial between reinforcers. Honey bees
responded at higher frequencies earlier in the fixed interval suggesting subject responding did not come under traditional
forms of temporal control. Response rates were lower during FI conditions compared to performance on continuous
reinforcement schedules, and responding was more resistant to extinction when previously reinforced on FI schedules.
However, no ‘‘scalloped’’ or ‘‘break-and-run’’ patterns of group or individual responses reinforced on FI schedules were
observed; no traditional evidence of temporal control was found. Finally, longer FI schedules eventually caused all subjects
to cease returning to the operant chamber indicating subjects did not tolerate the longer FI schedules.
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Introduction

A sense of time appears to be of fundamental importance for

animals and can be observed in the ubiquity of circadian rhythms

in species of the animal kingdom. Moreover, circadian rhythms

have been linked to behavioral and physiological adaptation

involving both biotic and abiotic environmental factors [1]. The

molecular underpinnings for circadian rhythms appear to have

arisen more than once in the early evolution of life [2]; circadian

rhythms have been shown to increase fitness in organisms as

simple as cyanobacteria [3], [4].

Perception of time intervals that are shorter than circadian

rhythms is also important for animal fitness. Interval timing is

central in foraging theory wherein maximizing caloric gain over a

period of time is expected to increase fitness [5–7]. Furthermore,

many aspects of escaping predators depend on interval timing (e.g.

evasive moves are unsuccessful if they occur too early or too late)

[8]. Finally, competitive interactions involving reproduction may

also rely on interval timing for some species when communication

is involved [9].

However, a distinction between circadian rhythms and arbitrary

interval timing has been made [8]; circadian rhythms are a form of

‘‘timing’’, but investigating circadian rhythms does not necessarily

assess adaptability or learning in an individual organism. The

present investigation’s findings do not necessarily generalize to the

natural rhythms of insects [10]; instead, we focus on the ability of

honey bees to adapt to and perform on arbitrary time intervals.

Fixed interval (FI) schedules are one of the most basic assessments

of arbitrary interval timing and have traditionally been observed to

produce qualitative ‘‘scalloped’’ or ‘‘break-and-run’’ cumulative

response curves in organisms as well as lower session response rates

compared to responding on continuous reinforcement (CRF) [11–

17].

Following B.F. Skinner’s example, an assumption that all

organisms produce similar patterns became firmly rooted in early

behavioral investigations. Early comparative assessments demon-

strated qualitative differences in response performance via phyletic

comparisons [18]; a variety of species have now been investigated

and compared on FI schedules to better assess the generality of the

properties of timing across species. While many vertebrate species

have been investigated for interval timing abilities [19], [20], only

two FI timing investigations have been conducted using inverte-

brates as model organisms; both studies produced seemingly

contrasting findings [21], [22].
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[22] placed bumble bees’ (Bombus impatiens) proboscis extension

responding in an artificial flower on various short FI schedules or a

long FI schedule (either FI 6-sec or FI 12-sec in one condition and

an FI 36-sec in a second condition) or on multiple timing schedules

(either FI 6-sec or FI 12-sec with the FI 36-sec schedule intermixed

in the same condition). While reviewing [22], [23] maintained that

bumble bees do not differ from vertebrates in their responding on

FI schedules. We believe this conclusion of timing was premature

because [22] only compared group averages of post-reinforcement

pause (PRP) between FI schedule groups and did not include

measures of response patterns or response rate. Multiple measures

are beneficial for timing investigations as changes in PRP do not

necessarily imply temporal control [24], for significant PRP

change yields relatively little information about responding.

In contrast to bumble bees, [21] observed no evidence of

temporal control in honey bee (Apis mellifera) cumulative curves as

no ‘‘scallops’’ or ‘‘break-and-run’’ response patterns were observed

when hole-entering responding was reinforced on FI 6-sec, FI 9-

sec, FI 12-sec, FI 15-sec, and FI 20-sec schedules. [21] offered

visual inspections of cumulative curves but did not measure

interresponse time, so PRP and response rate could not be

analyzed quantitatively. However, the lack of a noticeable

‘‘scallop’’ or ‘‘break-and-run’’ cumulative curve pattern implies

the lack of both a noticeable PRP and an accelerating response

rate as reinforcement availability approaches.

For honey bees and bumble bees, the floral landscape changes

during each day from the endogenous patterns of nectar secretion

and pollen presentation of angiosperm species [25–27]. Clearly,

honey bee colonies shift their foraging among food sources within

each day to match the temporal productivity of different floral

resources [28], [29]. Also, honey bees visiting a flower patch are

able to learn to maximize net energy gain through decisions that

increase caloric consumption [30–36], reduce flight time between

flowers [37], [38], and minimize flower handling time [39], [40].

These findings may imply some form of interval timing by honey

bees. Nevertheless, in contrast to bumble bees, [21] concluded that

there was no evidence of interval timing in honey bees.

While these comparative findings could indicate invertebrate

differences, no replications have been conducted in the investi-

gated species. Additionally, the development of modern methods

to record PRP and response rate as well as modern quantitative

data analysis methods (i.e. null hypothesis significance testing) may

be why modern investigations have claimed evidence of temporal

control. Indeed, [20] report individual fresh water turtles did not

display convincing temporal control [24], but aggregating the

individuals’ data produced evidence of temporal control. These

types of unrepresentative aggregates may have been reported in

[22]. To address these issues, we utilized a honey bee invertebrate

model and analyzed non-aggregated representations of PRP and

response rate by assessing our individuals’ data with Observation

Oriented Modeling [41]. We analysed response rate changes

within fixed interval trials, compared baseline PRPs with PRPs

occurring during the fixed interval sessions, and compared

performances between the first and final fixed interval session.

This individual analysis is a unique contribution to the temporal

control literature.

Methods

Subjects
Subjects were wild free-flying Apis mellifera L. (n = 50) from the

Oklahoma State University Comparative Psychology and Behav-

ioral Biology Laboratory apiary. Free-flying subjects were utilized

to increase ecological validity. During the experiment, subjects

flew from their hive to feed in an operant chamber. Subjects also

had constant access to one 10% sucrose solution feeding station

near the operant chamber. As Oklahoma State University does

not require an ethics institutional review for non-threatened

invertebrates, no specific permits were required to conduct the

present study. All subjects were experimentally naı̈ve prior to the

experiment.

Apparatus
We concurrently utilized two adjoined computer-controlled

clear acrylic operant chambers (24 cm626 cm638 cm) that

provided 50% sucrose solution [42]. The operant chambers were

located approximately 3 m from the 10% sucrose solution feeding

station. The top of an operant chamber served as a door the

experimenter opened and closed once the subject attempted to

enter or leave the apparatus. Subjects attempting to enter the

apparatus flew in circles above the top of the operant chamber and

subjects attempting to leave the apparatus flew inside of the

operant chamber directly below the top of the operant chamber.

Once inside the operant chamber, subjects orientated themselves

towards the response hole (diameter: 5 mm) located in the center

of the side of the apparatus opposite of the adjoining wall

separating each operant chamber. A response was recorded when

the subject entered the response hole in the operant chamber and

broke an infrared beam located 1 cm within the response hole.

The response was considered complete when the subject exited the

response hole. Thus, to make multiple responses, the subject was

required to repeatedly enter and exit the response hole. When

reinforcement contingencies were met, 5ml of 50% sucrose solution

was released via a computer-controlled stepper motor into a cup

attached to the end of the response hole located in front of the

subject’s head while she was still inside the response hole. The

stepper motor served as a consistent marking stimulus, for the

motor lightly sounded and vibrated the apparatus upon reinforce-

ment delivery. A full explanation of the apparatus and calibration

data is available in [43].

Shaping
Subjects were randomly collected from the 10% sucrose solution

feeding station and were brought to the operant chamber where

hole-entering responses were shaped. During shaping, drops of

sucrose solution were placed near the response hole and then

inside the response hole. Some subjects quickly learned to enter

the response hole after being placed in the operant chamber while

others needed to be placed directly in the response hole before

learning to enter the hole for sucrose reinforcement. Shaping was

considered complete once the subject consistently returned to the

operant chamber directly from the hive. After subjects were

trained to make the response, the newly trained subjects were able

to recruit additional potential subjects.

After shaping, each subject was tagged so the subjects could be

distinguished. We used a Queen Marking Tube (QMT1) to

immobilize the subject while a colored, numbered tag was

attached with a non-toxic adhesive; these materials were

purchased from Betterbee (Greenwich, NY). We attempted to

minimize the duration the subject was restrained to reduce subject

stress; we also provided the subject with three drops of 50%

sucrose solution after tagging to try to counteract any punishing

effect of the tagging procedure.

Sessions
We utilized the cyclical foraging patterns of our free-flying

honey bees to separate sessions; we collected all session data for

each subject in a single day. Each visit to the apparatus after

Fixed Interval Timing in Free-Flying Honey Bees
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returning from the hive was considered a separate session.

Throughout the experiment, a session was initiated by a subject’s

first response in the operant chamber after returning from the

hive. Each session ended as the subject completed its final response

prior to returning to the hive; we waited until the subject returned

to the hive before considering a session complete. As each session’s

duration was determined by the subject’s behavior, session

duration were not identical. In addition to variable session

durations, we did not control the number of trials per session.

Honey bees can hold between 50 ml to 80ml of solution and return

to the hive to unload after filling their social crop; hence, each

session could offer anywhere between 10 to 16 reinforcers. This

variability in the number of reinforces per session is an inherent

aspect of working with unconfined and wild subjects in a

naturalistic setting.

If a subject left the operant chamber during a session, we

visually followed the subject to determine if she returned to the

hive or the nearby 10% sucrose solution feeding station. If the

subject returned to the hive, the session was considered complete,

and another session began when the subject returned to the

operant chamber. However, if the subject returned to the 10%

sucrose solution feeding station and extended its proboscis or did

not return to the operant chamber after 30 minutes, data

collection was terminated for that subject.

Sessions began after hole-entering responding was shaped and

subjects directly returned to the operant chamber after leaving the

hive. We collected data from the first two bees that visited the

apparatus for 27 sessions or until the subject stopped returning to

the apparatus. All subjects completed the 27 sessions in one day;

we could not collect data over sequential days and were thus

obliged to limit our number of sessions. We did not collect data

over multiple days because we were unable to confine our subjects

to assure subjects were not foraging at different locations and thus

experiencing different reinforcement contingencies between days.

However, we were able to ensure subjects were only foraging at

the operant chamber throughout the experiment, for we visually

followed subjects to be sure they returned to the operant chamber

immediately after leaving the hive.

We recorded responses per session, response duration, reinforc-

ers per session, interresponse time (IRT), and intersession intervals

while also recording environmental temperature. Adding response

duration and IRT intervals together for each session produced

session duration and dividing this value by the number of

responses made during a session produced an average response

rate per session for each bee.

Baseline
Six baseline sessions of continuous reinforcement (CRF) were

administered so that each bee could serve as her own control.

Previous investigations [42] have revealed honey bees begin

consistently responding in the utilized operant chamber after

approximately five CRF sessions. During baseline sessions,

subjects were allowed to freely enter the operant chamber,

respond, and exit the operant chamber to avoid potential post-

reinforcement delay effects [42].

Fixed Interval Schedules
After six sessions of baseline CRF were completed, subjects

entered the experimental condition for 20 sessions wherein

responding was reinforced on either an FI 0-sec (CRF), FI 15-

sec, FI 30-sec, FI 60-sec, or FI 120-sec schedule of reinforcement.

We selected these intervals to remain consistent with the intervals

used in [44], [45]; however, we added a shorter FI 15-sec schedule

as utilizing a greater number of schedules is recommended [46].

We did not select intervals shorter than 15-sec because previous

investigations [42] revealed responding reinforced on CRF

schedules produce IRTs ranging between one to ten seconds;

responding would likely not come under temporal control under a

short FI schedule that is similar in duration to a typical IRT under

CRF contingencies.

The first response of each new session was reinforced and we

initiated the fixed interval when the subject exited the response

hole to offer a fixed temporal reference for the subject. This

protocol differs from traditional FI investigations [12] wherein the

first response of a new session was reinforced on an FI schedule

rather than a CRF schedule. We were obliged to utilize the present

protocol because we observed pilot subjects attempted to leave the

operant chamber if, upon entering the apparatus, more than

approximately ten responses were made without reinforcement.

Without reinforcing the first response of each session, we would

have been unable to administer the relatively long schedules we

sought to investigate. Once the schedule was initiated, subjects

were free to respond throughout the fixed interval and these

responses did not reset the interval.

Extinction
Following the experimental FI condition (sessions 7–26), a single

10-min extinction session was administered during the 27th session

to determine if the varying fixed interval schedules produced

changes in extinction responding [47].

Groups
Subjects were randomly assigned to five groups of differing FI

schedules with 10 subjects in each group. For all groups,

responding was reinforced continuously for the first six sessions

so that each individual’s and group’s baseline performances could

be compared to responding on the FI schedules. Following the six

baseline sessions, 20 FI sessions were administered; FI schedule

duration served as the only manipulated difference between

groups. The groups were named according to the conditions and

FI schedule to which subjects were assigned and serve to indicate

the utilized ABC repeated measures design: 0-0-X, 0-15-X, 0-30-

X, 0-60-X, and 0-120-X. The first number represents the CRF

baseline (an FI 0-sec schedule), the second number represents the

FI schedule of the experimental condition (i.e. the group

assignment), and the X represents extinction.

Data Analysis
We used Observation Oriented Modeling [41], [48] which is a

data analysis technique that permitted us to compare our observed

results to expected patterns of outcomes for each bee and then to

evaluate the differences with an accuracy index and a random-

ization test. Observation Oriented Modeling (OOM) assesses

individual subject observations and does not rely on traditional

summaries of data such as measures of central tendency or

variability. By using these methods, we were able to eschew the

assumptions of null hypothesis significance testing (e.g., homoge-

neity, normality) as well as avoid construing learning as an abstract

population parameter such as a mean or variance to be estimated

from our data.

Within OOM, we performed a series of ordinal analyses which

produce a proportion correct classification (PCC) value and a

chance-value (a probability statistic). For each analysis, an

observed PCC value was computed by comparing an a priori

ordinal prediction with direct pair-wise comparisons of the

observed data. The resulting PCC value ranges from 0 to 1 and

is the proportion of the observed data that matches the expected

Fixed Interval Timing in Free-Flying Honey Bees
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pattern. Higher values indicate more observations were correctly

classified by the prediction.

Next, a randomization process wherein the observed data were

randomly shuffled between groups/conditions was repeated 100

times for each ordinal analysis to create a range of randomized

PCC values. The observed PCC values were then compared to the

randomized range of PCC values to compute a chance value (c-

value). The c-value ranges from 0 to 1 and displays the proportion

of randomized versions of the observed data that yielded PCC

values greater than or equal to the observed data’s PCC value. For

example, a c-value of.01 indicates the observed PCC value was

larger than 99 of the PCC values obtained from 100 randomized

versions of the data. In a two-order comparison, a c-value could be

considered as conceptually similar to a binomial probability.

However, as c-values are calculated from randomizations of the

observed data points, each PCC value is assessed on an adaptable

distribution that is based on observed data rather than a

hypothetical distribution (e.g. the standard normal curve). [49]

thoroughly describes numerous philosophical and practical differ-

ences between Observational Oriented Modeling versus null

hypothesis significance testing and contains and compares data

sets analyzed via both methods. For a summary of randomization

tests, see [50].

For the present data, we were unable to perform null hypothesis

significance testing (NHST) for numerous reasons. First, many

subjects dropped-out while other subjects did not; subjects that

ceased returning to the operant chamber after 30 minutes or

foraged outside of the operant chamber were considered drop-

outs. Thus, no conceptual population parameter can be assessed,

for multiple patterns of responding emerged within groups.

Second, because of these drop-outs, using NHST would prevent

analysis of over half of our subjects’ data; we were able to analyze

all the collected data using OOM. Third, our data do not meet

homogeneity assumptions. Fourth, our data do not meet normality

assumptions required to abstract to a population’s presumed

normal curve. Finally, the number of pairwise comparisons we

explored would have depleted our alpha levels and power;

however, because we did not generalize the data to a normal

distribution, alpha levels, degrees of freedom, and power are of no

concern.

Procedural Differences
Two procedural differences between the literature and present

experiment complicate a comparison with previous invertebrate FI

investigations. First, we measured a different response (completely

entering a response hole) compared to the head entering response

reported in [21] and proboscis extension response reported in

[22]. Second, we used a response-initiated protocol similar to [51]

wherein that the first response of each session was immediately

reinforced to decrease drop-out rates. Pilot investigations revealed

subjects leave the apparatus if reinforcement was not provided

after as few as 10 unreinforced responses were made; in order to

collect timing data, we had to reinforce the first response of each

session. Honey bees typically survey multiple foraging locations

but will return to a single location if sucrose is consistently present;

reinforcing the first response of a session signals sucrose is still

available at this foraging location after the subject returns from the

hive. Thus, reinforcing the first response of a visit to the operant

chamber serves as the motivating operation of the protocol, for

without this first response, the subject will cease responding and

drop-out of the experiment by surveying other foraging locations

(e.g. 10% sucrose feeder, flowers).

The reason the present protocol differs from previous FI

investigations is because the present experiment differs in its goals

compared to many previous FI investigations. Previously, only two

behavioral investigations of timing in bees exist and we believe

temporal control (or any behavioral phenomena) should first be

demonstrated in a simple protocol before using more complicated

methods [23]. As such, we simplified our protocol compared to

previous invertebrate temporal control investigations in three

ways.

First, we sought to investigate the immediate shift from CRF to

relatively long FI schedules to determine which intervals are able

to immediately maintain long-term responding. We did not adhere

to the method of increasing the duration of our FI schedules for

individual subjects in an attempt to maintain responding as

reported in [21]; we instead utilized a protocol similar to [45].

Immediately changing the response contingencies from CRF to a

single FI schedule is a more pure assessment of timing, for each

subsequent FI schedule change may be contaminated by a

previous FI schedule. Additionally, increasing the duration of a

fixed interval within subjects could result in an assessment of

persistence and may not address the simple timing process of using

a single schedule of FI for each subject. Finally, as the number of

delivered reinforcers varies within sessions and between subjects,

an effective and simple comparison using incremental FI schedules

would be impossible.

Second, we did not use compound schedules like [22] to

demonstrate timing for three reasons. First, utilizing more

complicated schedules assumes temporal control can occur on

simple FI schedules of reinforcement; however, [21] did not find

evidence of temporal control in honey bees using a comparatively

simpler process of single FI schedules; thus, this assumption has

not been supported. Second, some of the earliest compound

schedules were developed to demonstrate a variety of subtle drug

effects on temporal control that otherwise simpler FI schedules

would not illuminate [52], [53]. We did not perform a drug

manipulation, nor were we interested in teasing apart the subtleties

of behavior that has yet to be established. Third, many compound

schedules may contaminate responding and stifle behaviors

coming under temporal control. In short, we believe assessing

temporal control in a simple schedule protocol should precede

investigations of compound FI schedules.

Third, temporal investigations have incorporated on/off cues

that signal when reinforcement is available into classical FI

protocols. We did not use this method as the addition of a signal

may turn the schedule into a go-no/go protocol and could result in

a discrimination assessment rather than the intended timing

investigation. This procedure is fundamentally different than the

signaling of reinforcement-availability after the contingency has

been met to indicate the duration reinforcement is available [54].

We believe fixed interval investigations utilizing signals before the

contingency has been met do not assess temporal control of

primary reinforcement availability.

Results

Our initial findings did not support evidence of temporal control

in this sample of honey bees. Figure 1 displays each group’s session

average number of responses and indicates response rates

increased across FI sessions. This finding contrasts with reports

[13] of the decreasing rate of response across sessions during the

transition from CRF to FI but may indicate subjects learned to

tolerate or habituate to the delays of reinforcement. Inspection of

the individuals’ performance contained in Figures 2, 3, 4, 5, and 6

depict this aggregate effect might be driven by a few individual’s

response rates and accompanying drop-outs of lower responding

individuals and also supports the utility of an individual analysis.

Fixed Interval Timing in Free-Flying Honey Bees

PLOS ONE | www.plosone.org 4 July 2014 | Volume 9 | Issue 7 | e101262



Figure 1 also displays, for each group, what session subjects

ceased responding or returning to the apparatus. All ten control 0-

0-X subjects completed the experiment while eight 0-15-X

subjects and five 0-30-X subjects completed the experiment. No

0-60-X and 0-120-X subjects maintained responding for 20 FI

sessions; this drop-out effect indicates our subjects could not

tolerate FI schedules longer than one minute. Moreover, drop-out

percentages during shorter FI schedules reiterate the need for an

individual analysis rather than an aggregate group analysis as

multiple patterns of responding occurred in each group. Finally,

Figure 1 reveals responding was maintained and relatively stable

for subjects that completed the experiment.

Response Rate
An increase in response rate as reinforcement availability

approaches has been suggested to indicate temporal control [12],

[44]. To perform this assessment, responses were chunked into two

equal-duration bins for each fixed interval as doing so addresses

the question: do subjects make more responses towards the end of

the interval compared to the beginning? For example, an FI 30-sec

Figure 1. Group average response rates for each session and a depiction of what session subjects ceased responding. A clear increase
in response rate is observed, on average, as the fixed interval sessions continue throughout the experiment.
doi:10.1371/journal.pone.0101262.g001

Figure 2. Individual response rates per session for the control, 0-0-X, group. A slight, general increase in response rate is observed for most
subjects as CRF sessions continue.
doi:10.1371/journal.pone.0101262.g002

Fixed Interval Timing in Free-Flying Honey Bees
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would be divided into two 15-sec bins and the number of responses

occurring during the first 15-sec bin would be compared with the

number of responses occurring during the last 15-sec bin. If

temporal control was present, the dichotomy between the bins

should be clear. In order to compare individual response rates

between the two bins within each interval, we used Observation

Oriented Modeling (OOM) to compute an observed proportion

correct classification (PCC) value between our observed data and a

two-order a priori prediction. Based on previous FI literature [44],

we predicted response rates would be greater as the schedule

requirement approached. A PCC value comparing the instances of

the observed data matching the ordinal prediction divided by the

total number of comparisons was computed. Finally, each

individual’s observed response rate data underwent 100 random-

izations and produced a range of PCC value outcomes of these

randomizations. This range of PCC values obtained from the

randomizations was compared to the PCC value of the observed

data to produce a chance-value (c-value). To create group data, we

pooled all individuals within a given FI schedule to obtain group

comparison data without relying on aggregate summary statistics.

Our ordinal two-bin response rate analysis did not produce

evidence of temporal control. Table 1 displays PCC values and

accompanying c-values for each individual bee and pooled group

response rate ordinal assessments while assessing every interval

Figure 3. Individual response rates per session for the 0-15-X group. Bee 39s response pattern clearly differs from the other nine subjects;
this relatively high response rate affected the group average performance as depicted in Figure 1. A sudden, yet small, increase in response rate is
observed during the transition from CRF to FI-15s, and responding was maintained at a relatively uniform response rate on the FI schedule.
doi:10.1371/journal.pone.0101262.g003

Figure 4. Individual response rates per session for the 0-30-X group. An increase in response rate is not observed during the transition from
CRF to FI-30s. However, as FI-30s sessions continued, some individuals increase their response rates per session while others maintain uniform
responding.
doi:10.1371/journal.pone.0101262.g004

Fixed Interval Timing in Free-Flying Honey Bees
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during the FI schedule condition. An inspection of Table 1 reveals

no individual bees made more responses later in the interval than

in the beginning of the interval when considering every FI trial and

session as all PCC values were below 0.50 and all c-values were

above an arbitrary 0.05 criteria. While our ordinal analysis was

performed on two bins, we graphically represented response rate

patterns using ten bins (Figure 7) to assess any potential artifacts

related to our two-bin analysis. To create Figure 7, we first divided

every FI trial into ten equal duration bins and then calculated each

bin’s average response rate when considering all FI trials from

every subject in each group. A near perfect monotonically

decreasing trend is observed across ten bins thus suggesting a lack

of temporal control. Additionally, Figure 7 reveals the first and last

bins contain the averages’ highest and lowest number of responses,

respectively. To facilitate comparison with existing and future

findings, Table 2 displays group averages and standard deviations

of response rates per minute; no systematic aggregate trends were

observed.

We also assessed if subjects responded at higher levels later in

the fixed interval as subjects experienced more FI sessions

compared to earlier in the experiment by ordinally comparing

the first and last FI sessions’ PCC values. Using the same ordinal

comparison method previously described, we predicted that higher

response rate bin PCC values would be observed later in the

experiment. We assessed this prediction by comparing the last FI

session’s two-bin response rate comparison PCC value with the

first session’s two-bin response rate comparison PCC value. We

did observe temporal control improvement in responding across

Figure 5. Individual response rates per session for the 0-60-X group. An increase in response rate is not observed during the transition from
CRF to FI-60s; indeed, a decrease in response rate is observed for some subjects.
doi:10.1371/journal.pone.0101262.g005

Figure 6. Individual response rates per session for the 0-120-X group. An increase in response rate is not observed during the transition
from CRF to FI-120s.
doi:10.1371/journal.pone.0101262.g006
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sessions (pooled PCC value: 0.72; pooled c-value: ,0.01).

However, even though 72% of the responses in the FI final

session matched the ordinal prediction more than responding

during the first FI session, no individuals displayed convincing

improvement. Table 3 displays individual subject’s PCC values

and accompanying c-values for the final FI session bin comparison;

no individual’s final session’s PCC value differed from randomized

uniformity.

Post Reinforcement Pause (PRP)
An increase in PRP at longer FI schedules has been suggested to

indicate temporal control [12], [44]. To perform this assessment,

we compared PRP between baseline and FI schedule conditions.

Using the same ordinal analysis method previously described, we

compared every baseline PRP to every PRP during the FI

schedule condition under the prediction that baseline PRPs would

be shorter than the FI PRPs. Thus, instead of comparing pairs of

bins for each interval, we compared combinations of all baseline

PRPs and FI PRPs for each individual bee. Table 4 displays PCC

values and accompanying c-values for individual bees and their

pooled groups for every interval during the FI schedule condition.

When considering pooled group assessments, all FI groups

produced PCC values at or above 0.5 seemingly indicating a

marginal group effect. However, individual bees drastically varied

in their ‘‘wait-times’’ on FI schedules compared to baseline

performance. Fifteen out of forty subjects scored below a PCC

value of 0.5 while ten subjects scored above a PCC value of 0.7.

Table 5 displays group averages and standard deviations of group

PRP durations and reveals an impressive aggregated group PRP

mean difference for only one experimental group.

Analysis of ‘‘Scallop’’ Response Pattern
Based on the individual analyses of response patterns (Table 1)

and the reported observation of an increase in PCC values when

comparing the final FI session to the first FI session, we selected a

bee from the 0-15-X group and a bee from 0-30-X group with the

Figure 7. Group average number of hole-entering responses
across ten bins when including all FI trials and sessions. A
general downward trend is observed for all groups. The first bin, on
average, contains the highest number of responses, and the last bin, on
average, contains the lowest number of responses for all groups. This
ten bin graphical representation resembles more of an extinction curve
rather than a traditional FI ‘‘scallop’’ or ‘‘break-and-run’’ pattern of
responding.
doi:10.1371/journal.pone.0101262.g007

T
a

b
le

1
.

H
o

le
-e

n
te

ri
n

g
re

sp
o

n
se

ra
te

o
rd

in
al

co
m

p
ar

is
o

n
s

w
it

h
in

g
ro

u
p

s
an

d
in

d
iv

id
u

al
s

u
n

d
e

r
th

e
p

re
d

ic
ti

o
n

re
sp

o
n

d
in

g
w

o
u

ld
in

cr
e

as
e

ac
ro

ss
th

e
in

te
rv

al
.

G
ro

u
p

B
e

e
1

B
e

e
2

B
e

e
3

B
e

e
4

B
e

e
5

B
e

e
6

B
e

e
7

B
e

e
8

B
e

e
9

B
e

e
1

0

0
-1

5
-X

P
C

C
0

.1
1

0
.1

0
0

.0
7

0
.2

8
0

.1
3

0
.0

8
0

.0
5

0
.0

7
0

.0
8

0
.0

8
0

.1
6

c-
v

a
lu

e
1

.0
0

1
.0

0
1

.0
0

1
.0

0
1

.0
0

1
.0

0
1

.0
0

1
.0

0
1

.0
0

1
.0

0
1

.0
0

0
-3

0
-X

P
C

C
0

.2
0

0
.0

6
0

.1
4

0
.0

3
0

.0
0

0
.2

0
0

.1
0

0
.2

6
0

.3
4

0
.2

7
0

.0
8

c-
v

a
lu

e
1

.0
0

1
.0

0
1

.0
0

1
.0

0
1

.0
0

0
.9

7
1

.0
0

1
.0

0
0

.9
3

1
.0

0
1

.0
0

0
-6

0
-X

P
C

C
0

.2
2

0
.2

2
0

.1
2

0
.0

0
0

.2
0

0
.3

1
0

.2
5

0
.1

1
0

.0
7

0
.0

0
0

.0
0

c-
v

a
lu

e
1

.0
0

0
.9

8
1

.0
0

1
.0

0
0

.9
6

1
.0

0
1

.0
0

1
.0

0
1

.0
0

1
.0

0
1

.0
0

0
-1

2
0

-X
P

C
C

0
.1

9
0

.0
0

0
.0

0
0

.1
3

0
.0

0
0

.0
0

0
.3

0
0

.0
0

0
.2

6
0

.1
4

0
.0

0

c-
v

a
lu

e
1

.0
0

1
.0

0
1

.0
0

1
.0

0
1

.0
0

1
.0

0
0

.9
8

1
.0

0
0

.9
9

1
.0

0
1

.0
0

In
te

rv
al

s
w

e
re

d
iv

id
e

d
in

to
tw

o
e

q
u

al
d

u
ra

ti
o

n
b

in
s,

an
d

th
e

se
b

in
s

w
e

re
o

rd
in

al
ly

co
m

p
ar

e
d

.P
C

C
va

lu
e

s
an

d
ac

co
m

p
an

yi
n

g
c-

va
lu

e
s

ar
e

d
is

p
la

ye
d

fo
r

in
d

iv
id

u
al

s
an

d
p

o
o

le
d

g
ro

u
p

s.
N

o
su

b
je

ct
s

re
sp

o
n

d
e

d
at

a
h

ig
h

e
r

fr
e

q
u

e
n

cy
la

te
r

in
th

e
in

te
rv

al
(h

ig
h

e
st

P
C

C
va

lu
e

w
as

0
.3

4
;

lo
w

e
st

c-
va

lu
e

w
as

0
.9

3
).

d
o

i:1
0

.1
3

7
1

/j
o

u
rn

al
.p

o
n

e
.0

1
0

1
2

6
2

.t
0

0
1

Fixed Interval Timing in Free-Flying Honey Bees

PLOS ONE | www.plosone.org 8 July 2014 | Volume 9 | Issue 7 | e101262



best chances of displaying cumulative response records indicating

temporal control. Figure 8 displays both the cumulative response

record for the 26th session for the subject with the highest ordinal

two bin response comparison PCC value (0.28) in the 0-15-X

group and the cumulative response record for the 26th session for

the subject with the second highest ordinal two bin response

comparison PCC value (0.27) in the 0-30-X group. We selected

the latter bee to represent the 0-30-X group because the subject

with the highest PCC value (0.34) in the 0-30-X group made only

14 responses during the 20th session and thus did not make a

sufficient number of responses during its 20th session to infer a

response pattern. Neither selected subject produced ‘‘scalloped’’ or

‘‘break-and-run’’ cumulative response patterns.

Extinction
Table 6 displays individual and group extinction response rates

to indicate the variability of responding between and within

groups. To further assess the effects of exposure to FI schedules,

we performed a three-way ordinal comparison of each group’s

individual’s extinction response rate utilizing the same ordinal

analysis method we used to assess PRP. Based on the findings

reported in [21], we predicted bees exposed to higher FI schedules

would have a higher response rate in extinction than subjects only

reinforced on CRF. However, we only included the 0-0-X, 0-15-

X, and 0-30-X groups in this comparison as no subjects in the 0-

60-X and 0-120-X groups completed 20 sessions of their respective

FI schedules (hence the three-way comparison); subjects reinforced

on longer schedules dropped-out and did not undergo the

extinction session. Thus, we ordinally compared combinations of

groups’ individual’s response rates during extinction following the

ordinal prediction: 0-0-X ,0–15-X ,0–30-X. In addition to an

observed PCC value and c-value, this three-way condition ordinal

pattern prediction also provides a very sensitive complete PCC

value and c-value. Extinction response rates were higher for

subjects exposed to a FI schedule compared to control CRF

schedule subjects (observed PCC value: 0.67, observed c-value: ,

0.01; complete PCC value: 0.34, c-value: ,0.01). However,

extinction response rates for subjects exposed to the FI 15-sec

schedule were not smaller than response rates for subjects exposed

to the FI 30-sec schedule (PCC value: 0.55; c-value: 0.32).

Discussion

We did not produce traditionally accepted evidence of temporal

control in our sample of honey bees when considering the present

individual analyses. Responding did not increase as the FI

requirements approached and there was no systematic increase

in PRP compared to baseline responding; indeed, we observed the

opposite response pattern that would be predicted based on

traditional vertebrate fixed interval investigations (Figure 7). While

we observed an improvement in temporal control across sessions

by comparing the first and last session’s PCC values for response

rate, no individual’s final FI trials approximated evidence of

temporal control. An individual increase in PRP was observed

when subjects moved from CRF to an FI schedule, but these

latencies did not approximate the durations reported in vertebrate

literature [45].

When considering group assessments using pooled individuals,

PCC values greater than 60% were not observed for the PRP

analysis. Only 25% of subjects exposed to an FI schedule produced

longer PRPs compared to previous baseline performance. Our two

main findings of a relatively uniform response rate patterns across

the fixed interval and an only marginal increase in PRP when

subject responding was reinforced on an FI schedule are echoed in

our individual cumulative curve analysis. Finally, reinforcing a

subject’s responding on FI 60-sec or FI 120-sec schedules resulted

in the subject not returning to the apparatus for the full 20 sessions

of the FI condition. Drop-out percentages for subjects with

responding reinforced on an FI 15-sec and FI 30-sec also indicate

some of our subjects did not tolerate the delays of intermittent

reinforcement inherent in an FI schedule.

[20] describes increases in response rate towards the end of the

interval as a ‘rudimentary’ form of temporal control (p. 93), so we

primarily sought to investigate if honey bees can meet one of the

most basic criteria of temporal control. We also investigated PRP

to compare our results with the findings of [22]. Following [55],

our findings lend another example demonstrating the indepen-

dence of PRP and response rate and support the opinion [44] that

multiple measures must be used to assess temporal control on FI

schedules.

Our findings are in accordance with both previous FI

investigations in invertebrates even though [21] and [22] reported

seemingly contrasting findings. [21] did not find any evidence of

temporal control in honey bees using a qualitative analysis of

cumulative curves. In the cumulative curves reported in [21],

PRPs were not identifiable and no increase in response rate within

the interval was reported. Our cumulative curves reported in

Figure 8 echo [21]. Additionally, our extinction response rate

assessment confirmed [21]; bees previously exposed to only a CRF

schedule made fewer responses compared to bees previously

exposed to a FI schedule during extinction. [22] reported group

average differences in PRP and we observed pooled group data

produced longer PRPs when responding was reinforced on an FI

schedule compared to a CRF schedule. Table 5 also reveals a

mean difference between baseline and FI PRPs for our shortest FI

experimental group. However, our method of individual subject

analyses indicates these group averages in PRP were not followed

by 37.5% of subjects and raises the possibility the group PRP effect

Table 2. Group average and standard deviations of hole-entering response rates for baseline (BL) and FI conditions.

Group BL Mean FI Mean Mean Difference BL SD FI SD SD Difference

0-0-X 6.89 8.46 1.57 2.46 2.51 0.05

0-15-X 6.22 10.36 4.14 1.77 6.02 4.24

0-30-X 6.82 7.00 0.18 2.11 3.63 1.52

0-60-X 6.88 6.66 20.22 2.23 3.04 0.80

0-120-X 5.76 6.08 0.32 2.05 3.53 1.48

Response rates are expressed in responses per minute. Baseline group averages imply roughly equal groups prior to the condition change. The 0-15-X group’s standard
deviation (SD) indicates non-homogeneous data during the FI condition.
doi:10.1371/journal.pone.0101262.t002
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reported in Table 5 and the group PRP effect reported in [22] may

be due to an unrepresentative, abstract aggregate analysis.

[22] is the only publication supporting temporal control in an

invertebrate. However, [22] did not perform an assessment of

response rate, or perform an individual subject analysis; therefore

an unequivocal interpretation of temporal control is not conclu-

sive. Moreover, [44] explained why multiple measurements are

necessary to assess temporal control on FI schedules; [54] labeled

PRP as a more variable measure; and [56] observed PRP was a

more sensitive and variable measure than response rate. Simply

stated, PRP is a more liberal assessment of temporal control and

cannot be fully conceptualized without considering response rate.

Thus, we cannot gauge if temporal control has been demonstrated

in an invertebrate especially when there is no evidence of

‘‘scalloped’’ or ‘‘break-and-run’’ cumulative response pattern.

In contrast to circadian rhythms, interval timing is far from

being ubiquitous in vertebrates; thus, interval timing may be a

more difficult task than circadian rhythms [20], [24], [56], [57].

Indeed, the existence of interval timing may be rare in invertebrate

species given the differences in central nervous system complexity.

Alternatively, [58] suggests that although honey bees show many

of the behavioral abilities of vertebrates, honey bees may not be

using the same neural mechanisms as vertebrates as observed in

responses to aversive stimuli and stimulus removal [59-61].

Indeed, [23] indicates interval timing can be accomplished via

several different approaches. Molecular studies have linked

interval timing to elements of circadian rhythms; however, these

elements appear to be distinct cellular mechanisms [62]. This

finding suggests that circadian rhythms may be an indicator of

rudimentary interval timing in honey bees and perhaps insects in

general. [62] is consistent with the two prior inharmonious reports

in invertebrate species as well as the results of the present

experiment.

Honey bee circadian timing may be far less precise than posited

by [63]. The en masse arrival of foragers when floral resources

become productive daily [28], [29] was thought to be a result

solely of circadian rhythms [64]. However, a limited number of

bees monitor a site at any time; when the foraging site becomes

productive, the monitoring bees alert the colony via the nectar’s

odor [65], [66]. Indeed, simply injecting a puff of the scent

associated with the nectar into the hive elicits substantial re-

recruitment of foragers to the flower patch in what [67] labels

‘scent-triggered navigation’ [68], [69]. Furthermore, monitoring occurs

all day long for a site offering nectar rewards for a specific 2-hour

period in the afternoon [70]. This finding contradicts what is

expected from precision circadian rhythm triggered foraging even

with behavior influenced by ‘expectation’ of reward.

While honey bees and bumble bees exhibit similar foraging and

life history patterns, bumble bees appear to have surprisingly

different neural mechanisms compared to honey bees. Research

over the last decade highlights substantial differences in foraging

behavior between these related bee genera [71–73]. Furthermore,

bumble bees do not exhibit the blue-yellow type of flower

constancy observed in honey bees [71], [74]. Additionally, bumble

Table 5. Group average and standard deviations of PRP for baseline (BL) and FI conditions.

Group BL Mean FI Mean Mean Difference BL SD FI SD SD Difference

0-0-X 1.88 1.96 0.08 4.49 4.94 0.46

0-15-X 1.93 3.35 1.42 2.58 4.43 1.85

0-30-X 2.32 6.81 4.49 3.18 9.98 6.80

0-60-X 2.28 5.99 3.70 4.08 11.8 7.75

0-120-X 3.17 3.78 0.61 4.64 8.53 3.90

PRPS are expressed in seconds. Baseline group averages imply roughly equal groups prior to the condition change. The 0-15-X and 0-30-X groups’ standard deviation
(SD) indicates non-homogeneous data during the FI condition. An increase in group average PRP is observed.
doi:10.1371/journal.pone.0101262.t005

Figure 8. Cumulative hole-entering response records for the final session for Bee 3 in group 0-15-X (PCC value: 0.28) and Bee 9 in
group 0-30-X (PCC value: 0.27). Response duration during reinforcement delivery is not displayed to illustrate a cumulative record of responses
occurring between stimulus onset and a reinforced response. Responding resumes immediately following reinforcement consumption, and breaks in
responding occurred intermittently during some trials. Short diagonal lines below the cumulative curve indicate reinforcement delivery.
doi:10.1371/journal.pone.0101262.g008

Fixed Interval Timing in Free-Flying Honey Bees

PLOS ONE | www.plosone.org 11 July 2014 | Volume 9 | Issue 7 | e101262



bees are less flower type constant and often visit several flower

species in one foraging bout [72], [75]. While both species are

rudimentary compared to vertebrates, bumble bees may have

more sophisticated mechanisms for temporal control compared to

honey bees; however, further investigations are required to

substantiate this claim.

A final consideration concerns the effect of relative food quality

on speed of trophallaxis (i.e. unloading sucrose at the hive); it is

possible our subjects experienced a decrease in perceived quality of

the foraging location due to the interreinforcement delays caused

by the fixed intervals [76], [77]. However, as we did measure

perceived quality of food via proxy of trophallactic rates, we

cannot conclude whether the effects reported in [76], [77] could

have impacted the measured intersession intervals and thus may

have affected the observed drop-out rates of the present data.

Conclusions

The present investigation utilized a non-aggregate based data

analysis method to assess PRP and response rates when honey bee

responding was reinforced on fixed interval schedules. No

individual subject produced evidence of interval timing when

assessing both response rate and PRP. While we did not produce

evidence of timing behaviors in honey bees when responses are

reinforced on fixed interval schedules, this lack of evidence

contributes to a growing body of work that cautions the use of

anthropomorphic assumptions when concerning invertebrate

learning; understanding what species are or are not able to

perform complex behaviors is critical from a comparative

perspective [78]. The reported findings connect the divergence

between previous invertebrate temporal investigations and cau-

tions against drawing conclusions of timing when only analyzing

group data. Future investigations should include individual

analyses of multiple measures as reported here before making

species and biological comparisons. Moreover, comparative work

must contend with the different responses between investigations

(i.e. head-poke versus proboscis extension). While the free-flying

honey bee behavioral fixed interval model may be useful for

ecological investigations of both interval timing and circadian

rhythms, other interval procedures such as a choice protocol

reported in [79] may be useful for ethologist and behaviorist

method comparisons of interval timing.

Supporting Information

File S1 0-0-X Raw Data. Contains all ten 0-0-X subjects’

cleaned data as well as group analyses of intersession interval,

reinforcers per visit, interresponse times, response duration, visit

duration, response rate, and post reinforcement pause.

(XLSX)

File S2 0-15-X Raw Data. Contains all ten 0-15-X subjects’

cleaned data as well as group analyses of intersession interval,

reinforcers per visit, responses per reinforce per visit, interresponse

times, response duration, visit duration, response rate, and post

reinforcement pause.

(XLSX)

File S3 0-30-X Raw Data. Contains all ten 0-30-X subjects’

cleaned data as well as group analyses of intersession interval,

reinforcers per visit, responses per reinforce per visit, interresponse

times, response duration, visit duration, response rate, and post

reinforcement pause.

(XLSX)T
a

b
le

6
.

In
d

iv
id

u
al

h
o

le
-e

n
te

ri
n

g
re

sp
o

n
se

s
p

e
r

m
in

u
te

d
u

ri
n

g
th

e
e

xt
in

ct
io

n
co

n
d

it
io

n
.

G
ro

u
p

B
e

e
1

B
e

e
2

B
e

e
3

B
e

e
4

B
e

e
5

B
e

e
6

B
e

e
7

B
e

e
8

B
e

e
9

B
e

e
1

0

0
-0

-X
6

.3
7

2
.2

2
.0

4
.9

1
5

.3
2

.5
8

.8
9

.9
4

.0
1

0
.4

3
.7

0
-1

5
-X

9
.1

2
5

*
5

.8
1

9
.4

*
5

.2
1

2
.4

5
.2

6
.3

6
.8

1
1

.9

0
-3

0
-X

1
0

.1
2

9
.4

2
.9

*
*

*
*

1
1

.2
8

.9
1

8
.2

*

0
-6

0
-X

N
/A

*
*

*
*

*
*

*
*

*
*

0
-1

2
0

-X
N

/A
*

*
*

*
*

*
*

*
*

*

Ex
ti

n
ct

io
n

re
sp

o
n

se
ra

te
s

w
e

re
h

ig
h

e
r

fo
r

su
b

je
ct

s
e

xp
o

se
d

to
a

FI
sc

h
e

d
u

le
co

m
p

ar
e

d
to

co
n

tr
o

l
C

R
F

sc
h

e
d

u
le

su
b

je
ct

s
(o

b
se

rv
e

d
P

C
C

va
lu

e
:

0
.6

7
,

o
b

se
rv

e
d

c-
va

lu
e

:
,

0
.0

1
;

co
m

p
le

te
P

C
C

va
lu

e
:

0
.3

4
,

c-
va

lu
e

:
,

0
.0

1
).

H
o

w
e

ve
r,

e
xt

in
ct

io
n

re
sp

o
n

se
ra

te
s

fo
r

su
b

je
ct

s
e

xp
o

se
d

to
th

e
FI

1
5

-s
e

c
sc

h
e

d
u

le
w

e
re

n
o

t
sm

al
le

r
th

an
re

sp
o

n
se

ra
te

s
fo

r
su

b
je

ct
s

e
xp

o
se

d
to

th
e

FI
3

0
-s

e
c

sc
h

e
d

u
le

(P
C

C
va

lu
e

:
0

.5
5

;
c-

va
lu

e
:

0
.3

2
).

* Su
b

je
ct

st
o

p
p

e
d

re
tu

rn
in

g
b

e
fo

re
th

e
e

xt
in

ct
io

n
co

n
d

it
io

n
.

d
o

i:1
0

.1
3

7
1

/j
o

u
rn

al
.p

o
n

e
.0

1
0

1
2

6
2

.t
0

0
6

Fixed Interval Timing in Free-Flying Honey Bees

PLOS ONE | www.plosone.org 12 July 2014 | Volume 9 | Issue 7 | e101262



File S4 0-60-X Raw Data. Contains all ten 0-60-X subjects’

cleaned data as well as group analyses of intersession interval,

reinforcers per visit, responses per reinforce per visit, interresponse

times, response duration, visit duration, response rate, and post

reinforcement pause.

(XLSX)

File S5 0-120-X Raw Data. Contains all ten 0-120-X subjects’

cleaned data as well as group analyses of intersession interval,

reinforcers per visit, responses per reinforce per visit, interresponse

times, response duration, visit duration, response rate, and post

reinforcement pause.

(XLSX)

File S6 Response Rate Data. Contains all 50 subjects’

cleaned response rate data for between-group comparisons.

(XLSX)

File S7 Post Reinforcement Pause Data. Contains all 50

subjects’ cleaned post reinforcement pause data for between-group

comparisons.

(XLSX)

Acknowledgments

We would like to thank Dr. James W. Grice for reviewing an earlier version

of this manuscript.

Author Contributions

Conceived and designed the experiments: DPAC CIA. Performed the

experiments: DPAC. Analyzed the data: DPAC CAV. Contributed

reagents/materials/analysis tools: MBCS. Contributed to the writing of

the manuscript: DPAC CAV MBCS HW CIA. Designed the software used

in data collection: MBCS.

References

1. Hut RA, Beersma DG (2011) Evolution of time-keeping mechanisms: Early

emergence and adaptation to photoperiod. Philos Trans R Soc Lond B Biol Sci
366: 2141–2154.

2. Rosbash M (2009) The implications of multiple circadian clock origins. PLoS

Biol 7: e62.

3. Ouyang Y, Andersson CR, Kondo T, Golden SS, Johnson CH (1998)

Resonating circadian clocks enhance fitness in cyanobacteria. Proc Natl Acad
Sci USA 95: 8660–8664.

4. Woelfle MA, Ouyang Y, Phanvijhitsiri K, Johnson CH (2004) The adaptive

value of circadian clocks: an experimental assessment in cyanobacteria. Curr

Biol 14: 1481–1486.

5. Stephens DW, Krebs JR (1986) Foraging theory. Princeton, Massachusetts:
Princeton University Press.

6. Parker GA, Maynard SJ (1990) Optimality theory in evolutionary biology.

Nature 348: 27–33.

7. Henderson J, Hurly TA, Bateson M, Healy SD (2006) Timing in free-living

rufous hummingbirds, Selasphorus rufus. Curr Bio 16: 512–515.

8. Hills T (2003) Toward a unified theory of animal event timing. In: Mech WM,
editor. Functional and Neural Mechanisms of Interval Timing. Boca Raton:

CRC Press. pp. 83–116.

9. MacDonald CJ, Meach WH (2005) Time flies and may also sing: Cortico-striatal

mechanisms of interval timing and birdsong. In Mech WH, editor. Functional
and Neural Mechanisms of Interval Timing. Boca Raton: CRC Press. pp. 401–

426.

10. Saunders DS (1976). Insect clocks. Oxford, England: Pergamon Press Ltd.

11. Skinner BF (1938) The behavior of organisms. New York: Appleton-Century-

Crofts.

12. Ferster CB, Skinner BF (1957) Schedules of reinforcement. New York: Appleton-

Century-Crofts.

13. Ambler S (1976) A comparison of two models for performance under fixed
interval schedules of reinforcement. J Math Psychol 14: 53–71.

14. Dews PB (1969) Studies on responding under fixed-interval schedules of

reinforcement: The effects on the patter of responding on changes in

requirements at reinforcement. J Exp Anal Behav 12: 191–199.

15. Schneider BA (1969) A two-state analysis of fixed-interval responding in the
pigeon. J Exp Anal Behav 12: 677–687.

16. Dews PB (1978) Studies on responding under fixed-interval schedules of

reinforcement: II. The scalloped pattern of the cumulative record. J Exp Anal

Behav 29: 67–75.

17. Cheng K, Westwood R (1993) Analysis of single trials in pigeons’ timing
performance. J Exp Psychol Anim B 19: 56–67.

18. Bitterman ME (1965) Phyletic differences in learning. Am J Psyschol 20: 396–
410.

19. Richelle M, Lejeune H (1980) Time in Animal Behaviour. New York, NY:

Pergamon Press.

20. Lejeune H, Wearden JH (1991) The comparative psychology of fixed-interval

responding: Some quantitative analysis. Learn Motiv 22: 84–111.

21. Grossmann KE (1973) Continuous, fixed-ratio, and fixed-interval reinforcement
in honey bees. J Exp Anal Behav 20: 105–109.

22. Boisvert MJ, Sherry DF (2006) Interval timing by an invertebrate, the bumble

bee Bombus impatiens. Curr Biol 16: 1636–1640.

23. Skorupski P, Chittka L (2006) Animal cognition: An insect’s sense of time? Curr

Biol 16: R851–R853.

24. Laurent E, Lejeune H (1985) Temporal regulation of behavior in a fresh water
turtle, Pseudemys scripta elegans (Wied). Behav Process 10: 159–160.

25. Linnaeus C (1756) Calendarium Florae. Uppsala, Sweden: Hojer.

26. Percival M (1965) Floral Biology. Oxford, UK: Pergamon Press.

27. Endress PK (1994) Diversity and Evolutionary Biology of Tropical Flowers.
Cambridge, USA: Cambridge University Press.

28. Butler CG (1945) The influence of various physical and biological factors of the

environment on honeybee activity: An examination of the relationship between
activity and nectar concentration and abundance. J of Exp Bio 21: 5–12.

29. Visscher PK, Seeley TD (1982) Foraging strategy of honeybee colonies in a

temperate deciduous forest. Ecology 63: 1790–1801.

30. Waddington KD, Holden LR (1979) Optimal foraging: On flower selection by

bees. Am Nat 114: 179–196.

31. Wells H, Wells PH (1983) Honey bee foraging ecology: Optimal diet, minimal
uncertainty or individual constancy? J Anim Ecol 52: 829–836.

32. Wells H, Wells PH (1986) Optimal diet, minimal uncertainty and individual
constancy in the foraging of honey bee Apis mellifera. J Anim Ecol 55: 375–384.

33. Wells H, Hill PS, Wells PH (1992) Nectarivore foraging ecology: Rewards

differing in sugar types. Ecol Entomol 17: 280–288.

34. Greggers U, Menzel R (1993) Memory dynamics and foraging strategies of the

honeybee. Behav Ecol Sociobiol 32: 17–29.

35. Greggers U, Mauelshagen J, (1997) Matching behavior of honeybees in a
multiple-choice situation: The differential effect of environmental stimuli on the

choice process. Anim Learn Behav 25: 458–472.

36. Cnaani J, Thomson JD, Papaj DR (2006) Flower choice and learning in foraging

bumblebees: Effects of variation in nectar volume and concentration. Ethology

112: 278–285.

37. Marden JH, Waddington KD (1981) Floral choices by honey bees in relation to

the relative distances to flowers. Physiol Entomol 6: 431–435.

38. Hill PSM, Hollis J, Wells H (2001) Foraging decisions in nectarivores:
Unexpected interactions between flower constancy and energetic rewards.

Anim Behav 62: 729–737.

39. Heinrich B (1979) ‘‘Majoring’’ and ‘‘minoring’’ by foraging bumblebees, Bombus

vagans: An experimental analysis. Ecology 60: 245–255.

40. Sanderson CE, Orozco BS, Hill PSM, Wells H (2006) Honeybee (Apis mellifera

ligustica) response to differences in handling time, rewards, and flower colours.

Ethology 112:, 937–946.

41. Grice JW (2011) Observation oriented modeling: Analysis of cause in the
behavioral sciences. San Diego CA: Academic Press.

42. Craig DPA, Grice JW, Varnon CA, Gibson B, Sokolowski MBC, et al. (2012)
Social reinforcement delays in free-flying honey bees (Apis mellifera, L.). Plos One

7: e46729.

43. Sokolowski MB, Abramson CI (2010) From foraging to operant conditioning: A
new computer-controlled Skinner box to study free-flying nectar gathering

behavior in bees. J Neurosci Meth 188: 235–242.

44. Dukich TD, Lee AE (1973) A comparison of measures of responding under
fixed-interval schedules. J Exp Anal Behav 20: 281–290.

45. Lowe CF, Harzem P (1977) Species differences in temporal control of behavior.
J Exp Anal Behav 28: 189–201.

46. Higa JJ, Simm LA (2004) Interval timing in siamese fighting fish (Betta

splendens). Behav Process 67: 501–509.

47. Abramson CI (1990) Invertebrate learning: A laboratory manual and source

book. Washington DC: American Psychological Association.

48. Grice JW, Barrett PT, Schlimgen LA, Abramson CI (2012) Toward a brighter
future for psychology as an observation oriented science. Behav Sci 2: 1–22.

49. Dinges CW, Avalos A, Abramson CI, Craig DPA, Austin ZM, et al. (2013)
Aversive conditioning in honey bees (Apis mellifera anatolica): A comparison of

drones and workers. J Exp Biol 216: 4123–4133.

50. Edgington E, Onghena P (2007) Randomization tests (4th ed.). London/Boca
Raton, FL: Chapman and Hall/CRC Press.

51. Mechner F, Guevrekian L, Mechner V (1963) A fixed interval schedule in which

the interval is initiated by a response. J Exp Anal Behav 6: 323–330.

52. Morse WH, Herrnstein RJ (1956) Effects of drugs on characteristics of behavior

maintained by complex schedules of intermittent positive reinforcement.
Ann N Y Acad Sci 65: 303–317.

Fixed Interval Timing in Free-Flying Honey Bees

PLOS ONE | www.plosone.org 13 July 2014 | Volume 9 | Issue 7 | e101262



53. Barrett JE (1974) Conjunctive schedules of reinforcement I: Rate-dependent

effects of pentobarbital and d-amphetamine. J Exp Anal Behav 22: 561–573.
54. Talton LE, Higa JJ, Staddon JER (1999) Interval schedule performance in the

goldfish Carassius auratus. Behav Process 45: 193–206.

55. Elsmore TF (1971) Independence of postreinforcement pause length and
running rate on fixed-interval pacing reinforcement schedules. Psychonomic

Science 23: 371–372.
56. Eskin RM, Bitterman ME (1960) Fixed-interval and fixed-ratio performance in

the fish as a function of prefeeding. Am J Psyschol 73: 417–423.

57. Kleniginna PR, Currie JA (1979) Effects of intermittent reinforcement in the
Florida kingsnake. Biol Psychol 21: 14–16.

58. Abramson CI, Nolf SL, Mixson TA, Wells H (2010) Can Honey Bees Learn the
Removal of a Stimulus as a Conditioning Cue? Ethology 116: 843–854.

59. Abramson CI (1986) Aversive conditioning in honey bees (Apis mellifera).
J Comp Psychol 100: 108–116.

60. Abramson CI, Armstrong PM, Feinman RA, Feinman RD (1988) Signaled

avoidance in the eyewithdrawal reflex in the green crab. J Exp Anal Behav 50:
483–492.

61. Abramson CI, Buckbee DA (1995) Pseudoconditioning in earthworms (Lumbricus

terrestris): support for nonassociative explanations of classical conditioning

phenomena through an olfactory paradigm. J Comp Psychol 109: 390–397.

62. Agostino PV, Golombek DA, Meck WH (2011) Unwinding the molecular basis
of interval and circadian timing. Frontiers in Integrative Neuroscience 5: 1–11.

63. Koltermann R (1971) 24-Std-Periodik in der Langzeiterrinerung an Duft- und
Farbsignale bei der Honigbiene. Zeitschrift für vergleichnde Physiologie 75: 49–

68.
64. Bogdany FJ (1978) Linking of learning signals in honeybee orientation. Behav

Ecol Sociobiol 3: 323–336.

65. Wenner AM, Wells PH, Johnson DL (1969) Honeybee recruitment to food
sources: Olfaction or language? Science 164: 84–86.

66. Farina WM, Gruter C, Diaz PC (2005) Social learning of floral odours inside the
honeybee hive. Proceedings of the Royal Society London B 272: 1923–1928.

67. Reinhard J, Srinivasan MV, Zhang S (2004) Scent-triggered navigation in

honeybees. Nature 427: 411.

68. Johnson DL, Wenner AM (1966) A relationship between conditioning and

communication in honey bees. Ani Behav 14: 261–265.

69. Wells H, Rathore RRS (1994) Foraging ecology of the Asian hive bee, Apis

cerana indica, within artificial flower-patches. J Apic Res 33: 219–230.

70. Wagner AE, Van Nest BE, Hobbs CN, Moorel D (2013) Persistence, reticence

and the management of multiple time memories by forager honey bees. J Exp

Biol 216: 1131–1141.

71. Gegear RJ, Laverty TM (2004) Effect of a colour dimorphism on the flower

constancy of honey bees and bumble bees. Can J Zool 82: 587–593.

72. Lihoreau M, Chittka L, Raine NE (2010) Travel optimization by foraging

bumblebees through readjustments of traplines after discovery of new feeding

locations. Am Nat 176: 744–757.

73. Lihoreau M, Raine NE, Reynolds AM, Stelzer RJ, Lim KS, et al. (2012) Radar

tracking and motion-sensitive cameras on flowers reveal the development of

pollinator multi-destination routes over large spatial scales. PLoS Biology 10:

e1001392.

74. Chittka L, Wells H (2004) Color vision in bees: mechanisms, ecology and

evolution. In: Prete F, editor. Complex Worlds from Simpler Nervous System.s

Cambridge, Massachusetts: MIT Press. pp. 165–191.

75. Raine NE, Chittka L (2007) Flower constancy and memory dynamics in

bumblebees (Hymenoptera: Apidae Bombus). Entomol Gen 29: 179–199.

76. Seeley TD, Camazine S, Sneyd J (1991) Collective decision-making in honey

bees: how colonies choose among nectar sources. Behav Ecol Sociobiol 28: 277–

290.

77. Wainselboim AJ, Roces F, Farina WM (2003) Assessment of food source

profitability in honeybees (Apis mellifera): how does disturbance of foraging

activity affect trophallatic behavior? J Comp Physiol A 189: 39–45.

78. Perry CJ, Barron AB, Cheng K (2013) Invertebrate learning and cognition:

relating phenomena to neural substrate. Wiley Interdisciplinary Reviews:

Cognitive Science 4: 561–582.

79. Gill FB (1988) Trapline foraging by hermit hummingbirds: Competition for an

undefended, renewable resource. Ecology 69: 1933–1942.

Fixed Interval Timing in Free-Flying Honey Bees

PLOS ONE | www.plosone.org 14 July 2014 | Volume 9 | Issue 7 | e101262


