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Abstract

Background: The response of AI in situations that mimic real life scenarios is poorly

explored in populations of high diversity.

Objective: To assess the accuracy and validate the relevance of an automated,

algorithm-based analysis geared toward facial attributes devoted to the adornment

routines of women.

Methods: In a cross-sectional study, two diversified groups presenting similar distri-

butions such as age, ancestry, skin phototype, and geographical location was created

from the selfie images of 1041 female in a US population. 521 images were analyzed

as part of a new training dataset aimed to improve the original algorithm and 520were

aimed to validate the performance of the AI. From a total 23 facial attributes (16 con-

tinuous and 7 categorical), all images were analyzed by 24make-up experts and by the

automated descriptor tool.

Results: For all facial attributes, the new and the original automated tool both sur-

passed the grading of the experts on a diverse population of women. For the 16

continuous attributes, the gradings obtained by the new system strongly correlated

with the assessment made by make-up experts (r ≥ 0.80; p < 0.0001) and supported

by a low error rate. For the seven categorical attributes, the overall accuracy of the AI-

facial descriptor was improved via enrichment of the training dataset. However, some

weaker performance in spotting specific facial attributes were noted.

Conclusion: In conclusion, the AI-automatic facial descriptor tool was deemed accu-

rate for analysis of facial attributes for diversewomen although some skin complexion,

eye color, and hair features required some further finetuning.
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1 INTRODUCTION

Over the past few years, the intensive development and refine-

ment of artificial intelligence (AI) based systems enabled the rise

of technologies dedicated to medicine/health fields and especially

dermatology.1–4

These AI analytical based systems, coupled with novel connected

devices allow a high number of people to receive a skin diagno-

sis or medical advice with particular focus on those with reduced

accessibility to practicians.5,6 With regard to the wide diversity

of patients, physicians, or consumers worldwide, it became critical

to perform validations in real life conditions to demonstrate the

accuracy and relevance of all AI-based analyses made to run on

very diverse populations.7,8 The distinctive attributes of different

human population with respect to their ancestry or skin color9–16

has affected AI-based evaluations.17–20 These factors are especially

crucial in the cosmetic field where facial appearance such as the

perception of age and radiance/glow is paramount in screening.21–25

The ensuing care or adorning procedures comprise a wide vari-

ety of cosmetic products or interventions that fulfill individual

needs.26–32

By modifying or correcting facial traits, make-up application is a

key process that often requires the input of make-up professionals. In

this context, an original AI-based automated facial descriptor system

was developed33 to assist professionals in assessing and grading facial

features in line with their specificities. Twenty-three facial attributes

pertaining to face morphology and color were defined by a quorum

of make-up artists, and among the latter, priority was given to those

more accurately informedof thedevelopmentof personalizedmake-up

routines.

This automated system was initially developed from 12,000 selfie

images that were previously graded by experts on the 23 attributes

and covered both gender, age-classes, ancestry, and skin phototype.33

As a continuation to this initial investigation that helped to iden-

tify areas where the grading’s accuracy needed improvements, a

follow-up study was designed with two goals (i) to improve the

accuracy of the original AI-based automatic descriptor and (ii) to val-

idate and assess the relevance of this newer model when applied

to subjects from a diverse population. As the design of the most

accurate datasets for both training and validation phases is crit-

ical to the performance of the resulting algorithm, a transverse

study that comprises subjects from a country featuring a diverse,

multi-ethnic population, such as the United States of America, was

conducted.

Using on-line recruitment, this remote study was designed and

conducted to cover four broad categories of ancestry over a large

age range (18−80 years old) and six phototypes according to the

Fitzpatrick scale. The goal was to improve the original system33

and explore the relevance and accuracy of this new automated

algorithm-based system in analyzing the 23 facial attributes of each

subject of the study. The results of this cross-sectional investiga-

tion carried out in real-life conditions are the main topic of this

study.

2 MATERIAL AND METHODS

2.1 Participating subject and make-up experts

In this cross-sectional study conducted online in the USA, 1041 adult

American women aged 18−80 years (average: 42.1 years old) were

selected, based on an anonymous, short online self-questionnaire

reporting age, ancestry and estimated skin tone using the Fitzpatrick

phototype classification.34 Informed written consent was obtained for

all subjects participating in this study. Given that no interventions on

the human volunteers were carried out and only selfie images were

used, an ethics committee approval of the study protocol was not

warranted.

In order to avoid blatant discrepancies or errors in this estimation,

40% of these were randomly cross-checked by an expert grader. To

cover a highly diverse population, selected participants comprised of

four major ancestries (Non-Hispanic Euro-American, African Ameri-

can, Hispanic Euro-American, and East Asian), to include (i) the I–VI

Fitzpatrick classification and (ii) five age-classes of 10 years each.

Of a total of 120 possible combinations, some were unlikely such as

phototypes I and II in African American ancestry, phototypes V and VI

in Non-Hispanic Euro-American, and phototypes I and VI in both East

Asian population and Hispanic Euro-American ancestries (see Table 1).

The residences of the subjects covered four main regions of the USA,

that is, Northeast (25%),Midwest (16%), South (39%), andWest (20%).

Inclusion criteria were (i) a facial skin devoid of any cutaneous

disorder or lesion, (ii) possessing a smartphone (any brand) with a high-

resolution camera (≥5 Megapixels), and (iii) familiar in taking selfie

pictures. All subjects were fully informed about the objective of the

study and signed an informed consent that guaranteed total confiden-

tiality of their images (blind-coded) and deleted once analyzed. The

average age of the 24make-up experts was 37.9 years old, mostly com-

posed ofwomen (∼70%) originating fromdifferent regions of theworld

and of three different ancestries, as shown by Table 2.

2.2 Data collection

Participants signed an informed consent form and were instructed to

take frontal selfie pictures at home with a neutral expression, wear-

ing no skincare, or cosmetics (i.e., bare skin) and unobstructed (without

glasses and no filters for example). The time when the picture was

taken, and the lighting conditions were at the subject’s own discretion.

Examples of acceptable selfie pictures to indicate the optimum dis-

tance and angle were initially shown to all subjects. All pictures were

then sent to a dedicated and secured platform for further processing.

Once the study was completed, the pictures were destroyed.

2.3 AI-based automated facial descriptor

An automated descriptor system of facial features was previously

designed33 to evaluate multiple attributes from a single selfie image
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TABLE 1 New dataset: Distribution of the 1041 studied American women according to age-classes, phototypes, locations, and ancestries.

Studied Americanwomen

characteristics

Sub-

groups

Non-Hispanic

Euro-American

African

American

Hispanic

Euro-American

East

Asian

Global

population

Age-classes 18y–29y 64 62 66 57 249

30y−39y 65 63 61 56 245

40y−49y 64 61 55 43 223

50y−64y 60 56 51 29 196

65y−80y 60 38 20 10 128

Skin phototype (Fitzpatrick) I 77 NA NA NA 77

II 80 NA 78 58 216

III 79 73 74 68 294

IV 77 77 62 43 259

V NA 73 39 26 138

VI NA 57 NA NA 57

Geographical locations Northeast 106 47 61 48 262

Midwest 62 45 20 35 162

South 109 145 113 44 411

West 36 43 59 68 206

Global population Ancestries 313 280 253 195 1,041

Note: NA, not applicable.

TABLE 2 Distribution of the 24make-up experts involved in selfie
images’ grading according to age-classes, gender, and
ancestries/locations.

Dermatologists’

characteristics Sub-groups Population

Age-classes 18y−35y 9

35y−50y 9

50y−59y 6

Gender Female 17

Male 7

Ancestries / Locations South America 8

East Asia 8

Africa 8

captured by the frontal camera of a smartphone. The proposed objec-

tive behind this study is not only motivated by recent advances35–37 in

the prediction of a facial attribute but takes into account the intrinsic

correlation of facial attributes provided by the Convolutional Neural

Networks (CNN). Briefly, the issue to address is framed as a supervised

classification problem associated with a deep learning framework,

using a CNN as network backbone.

The proposed methodology consists of two separate models, each

in charge of extracting images of facial signs and classifying the

corresponding attributes, divided into sub-groups. One group deals

with shape-related attributes and another one deals with color-

related attributes. Each model consists of a shared feature extractor

(ResNet)38 for all attributes, followed by sorting heads thatwill classify

each attribute. The shared feature learning then exploits the relation-

ship between tasks to achieve a robust and discriminative featuring.

When running the test, given a facial image x, the systembuilds a vector

of confidence scores y = fh(x), where fh is a neural network parame-

terized by h. Each component of y corresponds to the possibility of the

model to predict x to belong in a specific class. When training the algo-

rithm, multiple samples are defined with human inputs in the form (xi,

yi), with xi being the i-th training image and yi the corresponding vector

of class annotation, each annotation being a preset of classes chosen

for each attribute.

2.4 Protocol

From November 2020 to March 2021, 1041 American women per-

formed a facial diagnostic using the original AI-based automatic

descriptor. Using the same distribution of age, phototype, ancestry

and location, the population of 1041 was broken into two groups

namely, a training dataset (521 subjects) and a validation dataset (520

subjects). The training dataset was dedicated toward improving the

original algorithm. Meanwhile, the validation dataset aimed at explor-

ing the functionality of the AI in a diverse population and assess its

accuracy during grading.

Step 1: All 1041 subjects were instructed to take one selfie image at

maximum resolution (full face, frontal camera of smartphone)

and send it to our secure platform.

Step 2: The 24 trained make-up experts were asked to grade all the

23 facial attributes on the 1041 selfie images within their
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specific scales.33 The attributed grade of a continuous facial

attribute was therefore an average of grades calculated by all

the experts.

As for categorical attributes, the outcome of its evaluation is depen-

dent on a unanimous decision based on common ground truth which

may prove to be complex. In such cases, the majority consensus was

considered as ground truth for all subjects in the given attribute.When

no clear majority was reached among the experts, the classes with the

most votes was considered correct. For example, if 3 “round” and 3

“almond” was scored for eye shape, both would be counted as correct.

To ensure the robustness and the repeatability of this process, sev-

eral pictureswere presented twice to the experts during the evaluation

process. To best standardize and help the experts’ grading sessions,

in addition to providing scales with illustrative pictures,33 the same

monitors with similar settings were used.

Step 3: Keeping the same distribution in age-classes, phototype,

ancestry and locations, a sub-dataset of 521 women (or selfie

pictures)was defined (training dataset) to improve the original

AI-based automatic descriptor.33

Step 4: The other 520 women (or selfie pictures) (validation dataset)

were analyzed by both the original33 and the new automated

grading systems. The resulting scores for the 16 continu-

ous and the 7 categorical attributes (Table 3) were sent

blind-coded to our secure platform.

Step 5: Automatic scoreswereanalyzedversusexperts’ averagegrad-

ing in each subject and for each continuous facial attribute or

versus agreement sorting for each categorical attribute.

2.5 Computing methods and statistical analysis

For each continuous facial attribute of a given subject, the Pear-

sonproduct-moment correlation coefficients betweenexperts’ grading

and the original or the newAI-based algorithms’ predicted scoreswere

determined. Their overall significance was calculated by considering

the respective selfie images of the 520 participants of the validation

dataset, either as total (all subjects), by ancestry, by phototype or by

age-class.

For each continuous facial attribute and each subject, the Pearson’s

product-moment correlations between the individual grading of each

expert and the average grading of all experts were determined. Their

overall significance was calculated by considering the 520 participants

of the validation dataset.

Several statistical calculations were used to evaluate the perfor-

mances of the automatic grading system of continuous attributes. The

retained parameter was the mean absolute error (MAE), that is, the

average of the absolute differences (in grading units) between the

AI predicted gradings and those made by all make-up experts. MAE

was therefore computed, for continuous attribute, as the average of

the absolute differences (in grading units) between individual expert

gradings and thosemade by all experts.

TABLE 3 The 23 facial attributes obtained by the automatic
descriptor system and the 24 experts with their associated ranges and
nature (16 continuous and 7 categorical).

Face attributes Range scale Nature scale

1. Skin tone complexion 6 points Categorical

2. Undertone 3 points Categorical

3. Freckles density 4 points Continuous

4. Face length 6 points Continuous

5. Jawline shape 6 points Continuous

6. Eyebrows’ shape 4 points Categorical

7. Eyebrows’ thickness 4 points Continuous

8. Eyelashes length 3 points Continuous

9. Nose width 3 points Continuous

10. Eyes color 6 points Categorical

11. Eyes shape 2 points Continuous

12. Eyes crease 3 points Continuous

13. Eyes orientation 3 points Continuous

14. Distance eyes-nose 3 points Continuous

15. Eyes depth 3 points Continuous

16. Dark circles 2 points Continuous

17. Head hair color 12 points Categorical

18. Hair form 6 points Categorical

19. Hair length 6 points Categorical

20. Forehead height 3 points Continuous

21. Lips thickness 3 points Continuous

22. Lips width 3 points Continuous

23. Cupid’s bow size 3 points Continuous

For categorical attributes, estimation of performance was

approached with the percentage of correct prediction for both

original and new automatic systems and the ground truth from 24

experts.

3 RESULTS

3.1 Continuous facial attributes

Figure 1 illustrates the correlation coefficients for the 16 continu-

ous facial attributes obtained by both new and original automated

systems and compared to average experts’ assessments, taken as ref-

erences. Interestingly, themaximumcorrelation coefficients calculated

between every possible pair of graders was consistently lower across

all facial attributes compared to those provided between the auto-

matic prediction and the average expert graders. This suggested a high

accuracy and stability of the improved AI-based system (≥0.75 for two

attributes to≥0.80 for twelve attributes, p< 0.0001).

Table 4 illustrates the values of MAE’s of all 16 attributes found

in either global population or in all age-classes, ancestries and photo-
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F IGURE 1 Box plots graph showing the correlation coefficients of 16 continuous facial attributes. Red cross represents values of correlation
of the newAI-automatic descriptor and average of all experts scores, taken as reference, for each facial attribute and each selfie image. Green
cross describes values of correlation for the original AI-based automatic descriptor. Blue square shows the correlation of each individual experts
versus average of all experts scores, taken as a reference, and its variation.

types, by the new and the original systems and those obtained by the

experts. It becomes clear that the new system presented lower MAE’s

than the original system andmuch lower values than those provided by

the 24 experts, by about two-fold. The MAE of the automatic system

obtained on the 16 continuous criteria can be subdivided into three

classes according to thresholds (i.e., <0.3, <0.5, <1.0), expressed in

absolute errors in grading units. The new system clearly outperformed

the original one with 78.5% versus 73.1% (MAE < 0.3), 94.3% versus

90.8% (MAE< 0.5), and 99.9% versus 99.6% (MAE< 1.0).

Figure 2 illustrates the absolute errors (in grading units) recorded

by the two AI-based automatic systems and by each make-up expert

for each of the 16 facial attributes. For all attributes, predicted scores

from the original and the new systems showed lower error rates com-

pared to the panel of experts. Errors made by the new system were

generally of lower values, with the exception of eye crease, jawline

shape and face length where the errors were similar in both systems.

Overall, errors for the new system were <0.25 grading units whereas

those from experts were >0.35 grading units. Interestingly, the max-

imum error rates were far higher for the experts, suggesting a good

stability and reliability of the newAI-based automatic descriptor.

3.2 Categorical facial attributes

Table 5 shows that the performance of the new system for the seven

categorical attributes was better than the original one in all cases,

that is, considering the global population, age-classes, phototypes and

ancestries. Moreover, the new system performed better than the

experts’ gradings.

Contrary to continuous facial attributes, the newautomated system

presenteda loweraccuracywhenobserving sub-groups. For theelderly

group, after 50 years old, with the exception of the eyebrows’ shape,

the six other attributes presented a lower prediction capacity. For the

different phototypes, some areas of improvement were (i) Phototype

I: eyes color, head hair color; (ii) Phototype IV: skin tone complex-

ion, hair length; (iii) Phototype V: skin tone complexion, hair length;

and (iv) Phototype VI: hair form, hair length. A difference in accuracy

could be observed between ancestries. This led to a lower prediction in

eyebrows’ shape of East Asianwomen; eye color inNon-Hispanic Euro-

American women; skin tone complexion for African American women.

As for Hispanic Euro-Americanwomen, possible fields of improvement

included skin tone complexion and undertone assessments.

4 DISCUSSION

Defining and collecting a specific dataset devoted to inclusivity and

representative of a large and diverse country such as theUSA is critical

to develop and demonstrate the new potential of an AI-based algo-

rithms in personalizing medical or cosmetic regimen. A fully remote

and online design makes it possible for the dataset to acquire a

representative sample size of the US population.

In addition to its intrinsic results, the study aimed at demonstrat-

ing the accuracy of an AI-based automated facial descriptor in real-life
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F IGURE 2 Box plots graph showing the error of expert annotations in 16 continuous facial attributes. Red cross represents values of errors of
the newAI-automatic descriptor and the average of all experts scores, taken as reference, for each facial attribute and each selfie image. Green
cross describes values of errors for the original AI-based automatic descriptor. Blue square shows the error of each individual expert versus all
experts scores, taken as a reference, and its variation.

without any specific instructions in shooting selfie pictures, such as

lighting conditions, time of the day, location, distance. This emphasizes

the drop in a risk to cause algorithm bias, approximations, or errors

related to the aforementioned variables. Compared to the original sys-

tem, the new AI-based automatic descriptor was found to be more

accurate for both continuous and categorical attributes and performed

twice better than the assigned experts in this study.

The creation and the definition of an inclusive dataset previously

used in clinical grading8 not only tremendously improved the AI-based

automated descriptor but also demonstrated its versatility with regard

to different age groups, skin phototypes and different ancestries.

Using the new dataset greatly benefited and updated the grading

of different continuous attributes. Categorical signs, however, only

showed significant improvements in accuracy. It is worthwhile to note

that categorical variables were described as such in this investigation

due to the existing familiarity of make-up experts with conventional

categorical descriptors of traits such as eye color, and so forth. rather

thanmetrical characterization of these traits.

With a well-designed dataset, the improvements of the original

system show no usual limitations for continuous signs, as previously

discussed,17–20 with only two attributes (#7,20) with higher MAE in

phototype VI and four attributes (#7,15,22,23) in the elder group. In

general, a lower recognition in the upper and lower ends of the crite-

rion: darker phototypes in skin color and younger/older groups in the

age-class could be attributed to demographic factors that influenced

the algorithm leading to a bias in under-represented demographic

groups.17–20

This highlights the importance of using well distributed datasets

across all demographics from the algorithmic evaluation. Clearly, the

different training datasets used in the creation on new AI-based

automated facial descriptor8,33,39–41 fulfill these requirements by cov-

ering different geographical locations (USA, Brazil, India, China, Korea,

Japan, South Africa, and France) with different ages, phototypes, gen-

der and ancestries. To continue to enrich the system, new datasets of

selfie images are currently collected inMexico, Indonesia, or Nigeria.

One limitation in assessing accuracy likely grounds on the use of

Fitzpatrick scale, the currently accepted classification for skin pho-

totypes. However, the shortcomings of the scale with respect to the

classification of darker skins, including the lower reliability for photo-

types V and VI, are widely recognized.42–44 With new proposition(s)

for an improved classification for skin color,45 or nomad connected tool

usable at home,46 newstandardswill raise soon, pinpointing the advan-

tage of the present US dataset lies in its capacity to be re-analyzed

at the light of new scales to improve performance and results of our

automated system.

With combination of this new AI-based automated facial attributes

descriptor and previous AI-based automated facial signs grading

system39–41 more than 40 facial features could be assessed from a

selfie image with high accuracy and coherence, taking dermatologists

andmake-up experts’ assessments as references.

The validation of the accuracy of the system in all ages, photo-

types or ancestries is a pathway to offer to everyone (and anywhere)

the most accurate diagnostic or answer to personalized treatment,

esthetic procedures, or routine. Indeed, facial appearance can hardly



12 of 13 YU ET AL.

be restricted to a sole criterion as it necessarily integrates a sum of

many other facial features, making facial appearance a multi paramet-

ric balance. These two systems seem paving the road toward large

investigations47 to better understand patients’ or consumers’ speci-

ficities including their intimate aspirations in personalizing their global

facial look,48 in turn improving their well-being and self-confidence.

Such desire is especially the case of “boomers”, where changing hair

color and facial features with unbalanced facial contrasts31 mainly due

to changes (thinner lips, sparser eyebrows, etc.) in key horizontal traits.

Relevant and accurate automatic grading on facial features, applied

to videos, becomes critical when assessing dynamic behavior49 when

faces are inmotion50 as well as emotions.

This study investigated the use of an AI-based automated facial

descriptor to ascertain its accuracy and validate its functionality

toward facial attributes devoted to the makeup and skincare routines

of women. It was reported that when 16 continuous facial traits were

assessed, the AI based systemdelivered highly accurate and consistent

gradings throughout for all age-classes, ancestries and phototypes.

When categorical facial attributes were assessed, the algorithm per-

formed better and exceeded the grading given by the experts. While

some further finetuning is recommended for this AI, it is overall accu-

rate and relevant for the analysis of facial attributes across a diverse

population of women.
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