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BACKGROUND Heart failure (HF) is a progressive condition with
high global incidence. HF has two main subtypes: HF with preserved
ejection fraction (HFpEF) and HF with reduced ejection fraction
(HFrEF). There is an inherent need for simple yet effective electro-
cardiogram (ECG)-based artificial intelligence (AI; ECG-AI) models
that can predict HF risk early to allow for risk modification.

OBJECTIVE The main objectives were to validate HF risk prediction
models using Multi-Ethnic Study of Atherosclerosis (MESA) data and
assess performance on HFpEF and HFrEF classification.

METHODS There were six models in comparision derived using ARIC
data. 1) The ECG-AI model predicting HF risk was developed using
raw 12-lead ECGs with a convolutional neural network. The clinical
models from 2) ARIC (ARIC-HF) and 3) Framingham Heart Study
(FHS-HF) used 9 and 8 variables, respectively. 4) Cox proportional
hazards (CPH) model developed using the clinical risk factors in
ARIC-HF or FHS-HF. 5) CPH model using the outcome of ECG-AL
and the clinical risk factors used in CPH model (ECG-AI-Cox) and
6) A Light Gradient Boosting Machine model using 288 ECG Charac-
teristics (ECG-Chars). All the models were validated on MESA. The

performances of these models were evaluated using the area under
the receiver operating characteristic curve (AUC) and compared us-
ing the Delong test.

RESULTS ECG-AI, ECG-Chars, and ECG-AI-Cox resulted in validation
AUCs of 0.77, 0.73, and 0.84, respectively. ARIC-HF and FHS-HF
yielded AUCs of 0.76 and 0.74, respectively, and CPH resulted in
AUC = 0.78. ECG-AI-Cox outperformed all other models. ECG-AI-
Cox provided an AUC of 0.85 for HFrEF and 0.83 for HFpEF.

CONCLUSION ECG-AT using ECGs provides better-validated predic-
tions when compared to HF risk calculators, and the ECG feature
model and also works well with HFpEF and HFrEF classification.

KEYWORDS Heart failure; Artificial intelligence; ECG-AI; ECG-AI-
Cox; HFpEF; HFrEF
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Introduction

Heart failure (HF) is a progressive and complex condition
with high morbidity, high mortality, and increasing global
incidence.' HF results from structural and/or functional car-
diac changes” and manifests as at least 2 major phenotypes
of left ventricular ejection fraction, namely HF with reduced
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ejection fraction (HFrEF) and HF with preserved ejection
fraction (HFpEF). Early diagnosis of HF is an important
component for precision medicine and early treatment of HF.

Artificial intelligence (AI) models have been developed to
predict risk of abnormal heart conditions™* using several risk
factors. Research also tried to improve the models by incor-
porating electrocardiogram (ECG) data.”’ Most Al research
in the prediction of HF does not specify the time window of
prediction, or it is within a short time period.”*” Risk calcu-
lators based on demographic and comorbidity data have been
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developed to predict risk of developing HE.”'? Studies have
also used traditional ECG features/characteristics, translated
from an ECG waveform.” ECG features provide information
on aspects of ECGs, eg, amplitude, duration, angles, and axes
of waves.”'' Kwon and colleagues® showed that using a
large number of ECG characteristics can be important in de-
tecting HF using Al. However, this study was limited to the
detection of prevalent HF rather than time-dependent risk
prediction, which is necessary for early assessment.'” There-
fore, using Al on raw waveform ECG as a time-voltage can
reliably predict risk of HF.'*'*

In our previous research,” we used the Atherosclerosis
Risk in Communities (ARIC) study data within an Al frame-
work to show using raw 12-lead ECGs, which are readily
collected in most healthcare settings, can predict 10-year
HF risk. A Cox proportional hazards (CPHs) model, called
ECG-AI-Cox, was also developed and showed improvement
in risk prediction when compared to other available calcula-
tors based on demographic and clinical variables (eg, ARIC
and Framingham Heart Study [FHS])."’

In addition, we aimed to develop (on ARIC data), validate
(on Multi-Ethnic Study of Atherosclerosis [MESA] data),
and compare a model called ECG-Chars, built using ECG
features (rather than waveform ECG data). Research by
Kwon and colleagues® and Khurshid and colleagues'” pro-
vided insight into the use of a large number of ECG charac-
teristics, in combination with clinical variables, and their
importance in detecting heart failure using both deep and ma-
chine learning algorithms. Since such features are captured
within the signal of the ECG, it is plausible that using Al
on raw waveform ECG as a time-voltage can be an asset to
the reliable prediction of HF, reducing the overall burden
of extracting and selecting features from ECGs.

We hypothesized that ECG-based AI models are gener-
alizable and can predict HF risk within 10 years with
similar or better accuracy than current HF risk calculators
or those that use traditional ECG features. This research
has multiple aims. Primarily, we aimed to validate the
developed models (ECG-AI, ECG-AI-Cox, ECG-Chars,
ARIC-HF, and FHS-HF) using data obtained from the
MESA cohort study.'®

Furthermore, this study aimed to assess the prediction per-
formance for HF subtypes, such as HFpEF and HFrEF.

Methods

ARIC and MESA cohorts

The ARIC study is an ongoing prospective epidemiologic
study initiated in 1987 and conducted in 4 communities in
the United States (Forsyth County, NC; Jackson, MS; Wash-
ington County, MD; and the northwest suburbs of Minneap-
olis, MN). The initial cohort size was 15,792. From the
15,792 participants in the ARIC cohort study, 1179 (7.5%)
participants were excluded from the study. From these, 739
had HF at baseline and 440 (2.8% of the total number of par-
ticipants) had missing ECGs. After exclusion, the dataset
contained 14,613 participants.

MESA is an ongoing research study that includes 6814
participants'® over, to date, 6 examinations. Exam 1, data
from which was used in this study, occurred between July
2000 and August 2002. MESA participants were free of clin-
ically recognized cardiovascular disease at exam 1. In the
MESA dataset, 78 participants (1.1% of the total number of
participants) had missing baseline ECGs and were therefore
excluded from the study. After exclusion, the final cohort
included 6736 participants. For both the ARIC and MESA
cohorts, incident HF was confirmed by an adjudication com-
mittee. Within the MESA study, ejection fraction (EF) values
to define HFrEF (EF <50%; n = 119) and HFpEF (EF
>50%; n = 103) were recorded at the time of HF diagnosis
from a clinical echocardiogram or medical record review.'’

Outcome

The main aims of this study were to compare the ECG-AI deep
learning models to risk calculators (ARIC-HF, FHS-HF, and
CPH) and a model using ECG features (ECG-Chars) in pre-
dicting 10-year risk for HF, externally validate all the models,
and assess the best-performing model’s prediction perfor-
mance for HFpEF and HFrEF classification. Within the
ARIC study, HF was defined when diagnostic symptoms,
such as onset/worsening of shortness of breath, edema, hypox-
ia, etc, were apparent at first hospitalization or from informa-
tion extracted from a death certificate specifying HF (ICD-9/
10 codes).'*'® In the MESA study, HF was sub-categorized
as probable or definite HF.” Probable HF required diagnosis
by physicians of symptoms, including shortness of breath or
edema, while definite HF required diagnosis of 1 or more
objective criteria, including pulmonary edema, dilated
ventricle, or poor left ventricular (LV) function or evidence
of LV diastolic dysfunction.” Following HF adjudication,
HFpEF and HFrEF are typically adjudicated based on the
EF obtained during hospitalization with incident HF.

Summary of previously developed ECG-AI, ECG-AI-
Cox, and clinical models ARIC-HF and FHS-HF
ECG-AI used raw digital supine 12-lead ECG data at 500 Hz
of 10 seconds (time-voltage) obtained from the ARIC study
was used to develop a convolutional neural network by
adapting the ResNet architecture, which was originally
developed for 2-dimensional image data, for 1-dimensional
ECG signals.lg From the 10-second ECG, the first second
was removed to reduce introduction of noise (eg, when
setting up the electrodes or movement by the participant).
Briefly, the ECG-AI model is built on 64 layers and uses
the Leaky Rectified Linear Unit activation function®” to opti-
mize the model by activating neurons with negative inputs in
the data. Dropout layers with a rate of 0.1 were introduced in
blocks to develop an architecture with more generalized per-
formance and reduce risk of overfitting. The Adam”' opti-
mizer was used with its default hyper-parameters (beta_1
= 0.9, beta_2 = 0.999, and learning rate = 0.001) and a
batch size of 128.

Training of the ECG-AI model was originally performed
on the ARIC dataset, with 80% of the data used, with
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5-fold cross-validation, while the remaining 20% was used as
a holdout dataset. Results from this 20% holdout are used to
compare performance on the MESA dataset as part of this
study.

The ARIC-HF and FHS-HF risk calculators used demo-
graphic and clinical variables. ARIC-HF used a Cox regres-
sion model'” and FHS-HF used a standard pooled logistic
regression model.” For full comparison, we also developed
another Cox regression model (called CPH) that included
all 12 variables used in ARIC-HF and FHS-HF. The variables
inputted into each developed model are provided in Table 1.
The ECG-AI-Cox model was developed by incorporating the
ECG-ALI risk prediction output plus 12 clinical variables,
listed in Table 1, within a CPH regression to assess HF hazard
and survivability.

ECG characteristics data

The ECG-Chars Light Gradient Boosting Machine model
included 288 waveform ECG features related to duration
and amplitude of the P, Q, R, S, and T waves for each of
12 leads, from the ARIC data. Furthermore, the duration of
the QRS complex; the minimum and maximum amplitude
of the ST segment; the ST elevation; ST level at the J point;
middle of the ST segment range; the P-, R-, and T-wave axis;
the PR, QT interval (and corrected QT), and the QT index
(derived as the % of QT prolongation) were among the fea-
tures included. These features are represented within the
waveform and, therefore, including such features within a
machine learning model makes for a good comparative
model.

Both waveform data and the used ECG features were
direct exports from GE MUSE v7. In addition, these 288 fea-
tures are the more commonly exported features and were
available from both the ARIC and MESA studies.

Study design
Validation of the ECG-AI, ARIC-HF, FHS-HF, and ECG-
Al-Cox models was performed on the MESA dataset. The
ECG-AI model was first deployed on the MESA data and
the outputted predicted HF risk was included with the 12
clinical variables extracted from the MESA dataset. The
ECG-AI-Cox model was then validated. Separately, these
12 variables were included in the Cox regression model
(CPH) to compare accuracy of models with and without the
ECG component. The ECG-Chars model was built on the
ARIC data following the same methodology, ie, 80% data
used for training, with 5-fold cross-validation, and 20% re-
tained as holdout data,” and then validated on the MESA
data. A variable importance analysis was performed on
ECG-Chars using SHAP (Shapley Additive Explanations).””
DeLong tests were performed to statistically compare all the
models. Subgroup analyses were also performed (described
below).

The Python programming language was used for all ana-
lyses. The Python code associated with this research is avail-
able on GitHub (https:/github.com/ikarabayir/ECG_AI_HF).

Validation of the developed models using the MESA
dataset

Validation evaluation was based on area under the receiver
operating characteristics curve. The validation process
required that all the MESA participant data, ie, demo-
graphics, comorbidities/clinical variables, and ECGs, were
available from exam 1 and in the same format as the data
used to build the original models. Only good-quality ECGs
from the MESA dataset were used. The ECG quality evalua-
tion and ranking at the ECG Reading Center (EPICARE) is
conducted using an automated system that also includes vi-
sual confirmation. Four quality grades are used: O (excellent
quality); 1 and 2 (ECGs with some quality issues but not sig-
nificant to affect reading), which are automatically assigned
by the GE-MUSE system; and 5, which indicates significant
quality issues that can interfere with accurate automatic
reading and is manually decided by EPICARE staff. No qual-
ity grades 3 or 4 are used. In cohort studies, such as ARIC and
MESA, annotation of poor-quality ECG is triggered when
over 5% of the ECGs have a quality grade of 5.

Subgroup analyses

A subgroup analysis of sex, race, HF subtypes (HFpEF and
HFrEF), and, for those with HF, risk factors vs risk-free
groups was performed on the MESA dataset using the best-
performing prediction model. For the latter, the HF risk-
free category was defined as participants who did not have
any of the following risk factors or clinical conditions: smok-
ing, coronary heart disease, diabetes, hypertension, LV hy-
pertrophy, and valvular disease.

Since this research aimed to develop a generalizable Al-
based model, we wanted to ensure that it performs well on
all sub-demographic groups of sex and race, especially since,
for the latter, the ARIC participants were of White and Afri-
can American race while the MESA dataset also included
participants of Chinese-American and of Hispanic ethnicity.
In addition, because the models were trained on HF subgroup
analysis on a composite HF outcome, subtypes would also
indicate whether the model is better at classifying one sub-
type over the other, or whether it can accurately classify
both HFrEF and HFpEF, increasing the clinical applicability
of this model. From a total of 239 MESA participants who
developed HF, ~48% of participants had HFrEF and
~43% had HFpEF. From a total of 239 MESA participants
who developed HF, ~48% of participants had HFrEF and
~43% had HFpEF. Although there is a slight imbalance be-
tween participants with HFrEF and HFpEF, HFpEF is typi-
cally diagnosed at approximately 50% of all HF cases
while HFrEF is approximately 40% of HF cases.”””* There-
fore, this imbalance was deemed acceptable and no further
strategies were taken to counteract this.

Exploratory analysis on only lead I ECG
There is a fast-growing industry around ECG-enabled wear-
ables and literature suggests the utility of remotely collected
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Table 1  Model details: summary of the models developed, method used, and input types
Model type Method Input data
ECG-Chars Light Gradient Boosting Machine 288 ECG characteristics as inputs

ARIC-HF risk calculator Cox regression

FHS-HF risk calculator Standard pooled logistic regression

CPH Cox regression

ECG-AI
ECG-AI-Cox

Convolutional neural network
Cox regression

Age, sex, race, BMI, heart rate, systolic blood pressure, diabetes
mellitus, smoking status, hypertension

Age, BMI, heart rate, systolic blood pressure, diabetes mellitus,
coronary heart disease, left ventricular hypertrophy, valvular
disease

Age, sex, race, BMI, heart rate, systolic blood pressure, diabetes
mellitus, coronary artery disease, smoking status, hypertension,
left ventricular hypertrophy, valvular disease

12-Lead raw ECG data

Risk factors from CPH plus ECG-AI output

BMI = body mass index; ECG = electrocardiogram.

single-lead ECG. As an exploratory study, we also built a
lead I-only version of the original 12-lead-based ECG-AI
model on ARIC data and validated on MESA data. In this
exploratory work, lead I was selected as it is the ECG lead
that is typically mimicked by wearable devices or single-
lead ECG devices, such as smartwatches (eg, Apple Watch
and Samsung Watch).

The Institutional Review Board approval was obtained at
all participating institutions. All ARIC and MESA partici-
pants had given written informed consent.

Results

Clinical characteristics

In the ARIC cohort, 45% were male, 36% were African
American, and 64% were White with a mean age * standard
deviation of 54.1 * 5.8 years. In this cohort, 5.5% of the par-
ticipants had developed HF within the first 10 years of assess-
ment. The MESA cohort included 47.2% male, 27.8%
African American, 38.5% White, 11.8% Chinese American,

and 22.0% Hispanic ethnicity. The mean age * standard de-
viation of MESA participants was 62.2 = 10.2 years. In this
cohort, 239 (3.6%) participants had developed HF within the
first 10 years from exam 1. The demographics and clinical
characteristics of both ARIC and MESA datasets are pro-
vided and statistically compared in Table 2. Overall, the
MESA cohort was more racially diverse, with a higher
mean age across the population.

HF prediction using ECG characteristics (ECG-
Chars) and comparison with the ECG-AI model

The area under the receiver operating characteristic curve
(AUC) of the ECG-Chars model on the ARIC holdout data
was 0.78 (0.74-0.83), with a sensitivity of 0.66 and speci-
ficity 0.70. This model performed slightly better on the
ARIC holdout data compared to the ECG-AI model, which
had an AUC of 0.76 (0.72-0.80; Table 3). The DeLong test
comparing the AUCs of the ECG-AI and the ECG-Chars
model resulted in a significant difference, with a P value =
.523 between the 2 models.

Table 2  ARIC and MESA cohort demographics
ARIC MESA
No HF in 10 years HF in 10 years No HF in 10 years HF in 10 years
(n = 13,810) (n = 803) (n = 6497) (n = 239) P!
Sex (male) 6179 (44.7) 456 (57.2) 3037 (46.7) 144 (60.3) <.05
Race (African American) 3559 (25.8) 289 (36.0) 1790 (27.6) 80 (33.5) <.05
Age at visit 1 (years) 53.9 (5.7) 57.2 (5.2) 61.91 (10.2) 68.68 (8.8) <.05
BMI (kg/m?) 27.4 (5.2) 29.5 (6.3) 28.3 (5.5) 30.0 (6.0) <.05
Smoking status <.05
Former 4407 (31.9) 284 (35.4) 2361 (36.3) 100 (41.8)
Current 3485 (25.2) 304 (37.9) 844 (13.0) 36 (15.1)
Prevalent coronary heart disease 458 (3.3) 138 (17.2) NA* NA* -
Diabetes mellitus 1326 (9.6) 286 (35.6) 591 (9.1) 64 (26.8) <.05
Systolic blood pressure (mm Hg) 120.5 (18.4) 131.2 (22.9) 127.6 (21.5) 139.6 (24.6) <.05
Hypertension medication 3566 (25.8) 420 (52.3) 2361 (36.3) 144 (60.3) <.05
Left ventricular hypertrophy 253 (1.9) 50 (6.4) 55 (0.8) 12 (5.0) <.05
Valvular disease 33 (0.2) 9 (1.1) NA* NA* -
Heart rate (ventricular, beats/min) 66.4 (10.0) 70.5 (12.3) 63.0 (9.6) 65.3 (10.6) <.05

Data are n (%) or mean (SD).
BMI = body mass index.

TP values are results from the comparison of the entire ARIC study data to the entire MESA study data.
#Variable imputed with 0, representing that this factor was not present at baseline.
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SHAP feature importance analysis of ECG-Chars on
the ARIC holdout dataset

Figure 1 shows that the amplitude of the lead V, T wave, the QT
index, corrected QT interval, the amplitude of the lead I T-wave
I, and the lead V| S-wave amplitude are among the most impor-
tant predictors. A higher T-wave amplitude in lead V{, QT in-
terval, and lead V; S-wave amplitude show association with
higher influence on prediction of 10-year HF. On the other
hand, lower values of T-wave amplitude from lead I, lead II,
and lead V are associated with higher predictive importance.

Validation of the developed models using the MESA
dataset

Table 3 provides AUCs of each model on the ARIC holdout
data and the MESA data validation results. The ARIC-HF
and FHS-HF risk calculators resulted in AUCs of 0.80
(0.75-0.85) and 0.78 (0.74-0.83), respectively, on the ARIC
holdout data. On the MESA data, ARIC-HF and FHS-HF re-
sulted in AUC of 0.76 (0.72-0.80) and 0.74 (0.70-0.78),
respectively. The CPH model showed slightly higher AUC
on both the ARIC holdout data and the MESA validation
data (AUC = 0.81 and 0.78, respectively). The accuracy of
the ECG-AI model was higher on the MESA validation data
with AUC = 0.77 (0.74-0.79), compared to ARIC-HF,
FHS-HF, and CPH. Furthermore, MESA validation of the
ECG-Chars model showed lowest accuracy (AUC = 0.73).
ECG-AI and ECG-Chars on the MESA dataset showed signif-
icant difference (DeLong test P < .013). ECG-AI-Cox (t =
10) resulted in the highest accuracy on both the holdout
data, with AUC of 0.82 (0.78-0.86), and MESA external vali-
dation data, with an AUC of 0.84 (0.81-0.87). DeLong tests
resulted in P < .001 between the ECG-AI-Cox model and
all the other models. A confusion matrix for the ECG-AI-
Cox model is provided in Table 4.

Subgroup analysis

A subgroup analyses for sex, race, and heart failure subtypes
(Table 5) using the ECG-AI-Cox model was carried out on
the MESA data. The AUCs for HFrEF and HFpEF were
0.85 (0.82-0.87) and 0.83 (0.80-0.85), respectively. In the
sensitivity analysis, the false-negative rate was lower in
HFrEF (22.7%) compared to HFpEF (28.1%), yet not statis-
tically significant (x* test, P = .430).

Exploratory analysis on only lead I ECG

‘With minor alterations to the ECG-AI architecture, we devel-
oped a lead I-only version using ARIC data. This version of
ECG-AI yielded an AUC of 0.73 (0.69-0.76) on ARIC
holdout data and 0.78 (0.74-0.82) on the MESA data. The
performance of the lead I-only ECG-AI was not statistically
different when compared to the 12-lead ECG-AI model (De-
Long test P > .100).

Discussion
External validation on the MESA cohort data showed that the
ECG-AI model for 10-year HF risk prediction (AUC = 0.77)

Table 3

Area under receiver operating characteristic curve results

for each model tested on ARIC data and validated on MESA data

Model type

ARIC holdout data

MESA external
validation

ECG-Chars'

ARIC-HF risk calculator*
FHS-HF risk calculator®
CPH'

ECG-AI"

ECG-AI-Cox”

0.78 (0.74-0.83)
0.80 (0.75-0.85)
0.78 (0.74-0.83)
0.81 (0.78-0.84)
0.76 (0.72-0.80)
0.82 (0.78-0.86)

0.73 (0.70-0.77)
0.76 (0.72-0.80)
0.74 (0.70-0.78)
0.78 (0.75-0.80)
0.77 (0.74-0.79)
0.84 (0.81-0.87)

Comparison of HF prediction models AUC (95% CI) developed on ARIC
holdout data’ and the corresponding AUC (95% CI) results from validation
on the MESA dataset.
fLight Gradient Boosting Machine model using 288 ECG characteristics as in-
puts (called ECG-Chars).

ARIC-HF risk calculator using age, body mass index, heart rate, systolic
blood pressure, diabetes mellitus, sex, race, smoking status, hypertension
as inputs.

SFHS-HF risk calculator using age, body mass index, heart rate, systolic blood
pressure, diabetes mellitus, coronary heart disease, left ventricular hypertro-
phy, valvular disease as inputs.

Icox regression model using 12 risk factors from ARIC-HF and FHS-HF.
IConvolutional neural network model using raw electrocardiogram data as
inputs.

#Cox regression model using the output of ECG-AI and 12 risk factors from
ARIC-HF and FHS-HF risk calculators as inputs.

works at par or better compared to the ARIC-HF (AUC =
0.76), the FHS-HF (AUC = 0.74), and the CPH model
(AUC = 0.78). The ECG-AI-Cox model using the ECG-AI
output plus 12 risk factors resulted in the best validation ac-
curacy (AUC = 0.84), with statistically significant differ-
ence. This shows that ECGs have an added value to
clinical risk factors in HF risk prediction. The accuracy of
the original 12-lead ECG-based ECG-AI model is no
different than the performance of its single-lead (lead I)
version.

Similar to the ARIC-HF, FHS-HF, and CPH models,
ECG-Chars reduced in accuracy when validated on the
MESA cohort. The moderate-high validation accuracy of
ECG-AI and ECG-AI-Cox, which includes participants of
multiple races/ethnicities, suggests that deep learning—
based analyses of ECGs provide robust HF risk prediction
for multiple participant subgroups. Despite that ECG-AI pro-
vided similar results to clinical risk factor—based risk calcula-
tors, it has more applicability owing to its dependency on a
minimal amount of input data. ECGs are routinely collected
at the clinical stage and are increasing in availability in smart
wearable technologies. The use of ECGs within an Al frame-
work can be of benefit in HF risk prediction to facilitate
preventive strategies. Such risk prediction tools relying on
low-cost data modalities may guide preventive strategies
such as lifestyle changes to reduce overall healthcare utiliza-
tion owing to heart failure treatment.

Literature shows that ECG features provide information
on the development of HF.””*’ Results from the variable
importance analysis (Figure 1) are consistent with this,
showing that changes in the T-wave morphology can detect
risk of cardiac arrhythmias®®*® and abnormal QT dispersion
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Figure 1

SHAP (Shapley Additive Explanations) variable importance analysis for the ECG-Chars model: variable importance analysis for the top 20 variables that

attribute to the prediction of heart failure using 288 electrocardiogram features. L denotes “Lead,” followed by the lead type. “QRS” refers to the QRS complex.

can identify people at risk of HF.?” Although the utilization
of these ECG characteristics can be beneficial, they are com-
plex to assess, require full extraction of rhythmic waves, and
can run the risk of data gaps when these data are unavailable
from different institutes. More importantly, the calculation of
ECG features requires very precise detection of onset and
offset of each wave/complex, eg, T wave, P wave, QRS com-

plex, etc. Yet, such calculations may change from vendor to
vendor as well as be affected largely with noise. On the other
hand, when analyzing an entire waveform within deep
learning frameworks, such problems do not exist, as the
only input is time to voltage data (or raw ECG data). In addi-
tion, besides the convenience of raw ECG data, our research
shows that waveform data can be more effective in predicting

Table 4  ECG-AI-Cox confusion matrix
Predicted
No heart failure Heart failure
Actual No heart failure 4,676 1,821 Specificity = 0.72
Heart failure 60 179 Sensitivity = 0.75

Negative predictive value = 0.99

Positive predictive value = 0.09

Confusion matrix for the ECG-AI-Cox model was implemented on the MESA cohort data. Threshold was selected based on the balanced output between spec-

ificity and sensitivity.
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Table5 Subgroup analysis on MESA cohort data using the ECG-AI-
Cox model
Subgroup AUC (95% CI)
Sex
Male 0.83 (0.80-0.85)
Female 0.84 (0.81-0.87)
Race/ethnicity
White 0.84 (0.82-0.87)

African American
Chinese American
Hispanic ethnicity

0.81 (0.79-0.85)
0.85 (0.75-0.93)

No 0.83 (0.81-0.85)

Yes 0.87 (0.83-0.89)
Has any HF risk factor!

Yes 0.81 (0.79-0.83)

No 0.77 (0.66-0.91)
HF type

HFTEF 0.85 (0.82-0.87)

HFpEF 0.83 (0.80-0.85)

HF with missing EF 0.87 (0.82-0.92)

AUC = area under the receiver operating characteristic curve; EF = ejec-

tion fraction; HF = heart failure; HFpEF = heart failure with preserved ejec-
tion fraction; HFrEF = heart failure with reduced ejection fraction.
No HF risk factor category was defined as participants who did not have any
of the following risk factors or clinical conditions: smoking, coronary heart
disease, diabetes, hypertension, left ventricular hypertrophy, and valvular
disease.

HF risk when compared to the use of numerous ECG fea-
tures.

A subgroup analysis on the MESA data using ECG-AI-
Cox (best model) was performed to assess whether this model
is biased toward sex, races/ethnicities, and HF subtypes
(HFrEF and HFpEF). Results show high AUCs in predicting
HF for the different subgroups of race and sex (AUCs >0.80)
with no significant differences despite that the ARIC deriva-
tion data included mostly African American and White par-
ticipants. This suggests that the ECG-AI model and its
derivation is not biased toward different demographics.
Furthermore, ECG-AI-Cox performed well in detecting
HFpEF and HFrEF, with high accuracy and nonsignificance
between the 2 subtypes. Interestingly, this model maintained
moderate-high accuracy for HF risk—free participants
compared to those with at least 1 HF risk factor (AUC =
0.77 vs 0.81; Table 5), suggesting that Al can detect silent
markers of HF within an ECG.

Because ECG-AI resulted in higher validation accuracy
compared to the ARIC-HF and FHS-HF risk calculators,
this model has high potential and, following real-world
testing, can be easily and reliably applied and implemented
within clinical workflows. The novel ECG-AI and ECG-
AlI-Cox models can be assets to potentially predict the risk
of HF within 10 years, especially for people who are at
high risk of developing this disease. The implementation of
both models may also help identify people who may benefit
from more advanced cardiac healthcare in a timely manner,
with potential follow-ups. This can be of major benefit to cli-
nicians, especially for follow-up consultation and precision
medicine treatments.

With the increase in smart devices, eg, smartphones and
smartwatches, there is a possibility of developing a smart
application that directly communicates with ECG-reading
devices or can extract ECG data from electronic health
servers. Since our results show no statistically significant dif-
ferences in using 1 lead or 12 leads, there is the potential of
using a single lead from an ECG recorded from a smartwatch,
and the models incorporated into a smartphone via mobile ap-
plications.”' This can be used by clinicians as a prescreening
tool and/or by concerned people when the model accuracies
are increased enough to prevent alarm fatigue.””

However, there are some additional steps needed to bring
such tools into clinical practice. In terms of technology and
infrastructure, raw ECG data is typically encrypted and
stored in cardiology information systems and not within the
electronic health record (EHR). Automation of ECG data
export from cardiology information systems, decryption, im-
plementation of Al to decrypted ECG, and returning the re-
sults to the EHR and/or the research data warehouse is
needed. Despite the fact that building infrastructure requires
some investment and expertise to build, clinical incorpora-
tion is seamless, since it can be incorporated and not interfere
with existing clinical workflow, but, rather, standard-of-care
data will be processed in the background and the models will
return additional information to assist the clinicians. Howev-
er, responding to such Al-generated evidence by providers to
change or modify their current care approach may need pro-
spective assessment as well as initiation of Al-assisted clin-
ical trials to generate more evidence on the clinical utility
of ECG-AL

Study Limitations

This research has some limitations. Both ARIC derivation
and MESA external validation data are from NIH-funded
studies with very high-quality ECG data and HF adjudica-
tion. Furthermore, such ECGs, as is the nature of cohort
studies, are not necessarily recorded like those in standard
clinical care. In a real clinical setup, linked to an EHR,
ECGs may not have high quality, and ICD-based HF annota-
tions may be not as accurate. Therefore, there is a need for
future work to assess the performance of the proposed Al
models on real-world data as well as continue testing the 1-
lead ECG-AI model collected from smartwatches with
ECG functionality.

Conclusion

We conclude that our proposed ECG-AI model using solely
ECG data can predict risk for HF within 10 years with the
same accuracy as the established clinical factors—based risk
calculators. Combining ECG data with other clinical risk fac-
tors further significantly increases prediction accuracy.
Furthermore, considering the increasing availability of wear-
ables with ECG functionality, such Al models may lead to
cost-effective and remote monitoring of certain at-risk popu-
lations to facilitate timely interventions and support clinical
decision making.
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