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Abstract

Background: Oral squamous cell carcinoma (OSCC) is the most prevalent form of oral

cancer. Very few researches have been carried out for the automatic diagnosis of

OSCC using artificial intelligence techniques. Though biopsy is the ultimate test for

cancer diagnosis, analyzing a biopsy report is a very much challenging task. To

develop computer-assisted software that will diagnose cancerous cells automatically

is very important and also a major need of the hour.

Aim: To identify OSCC based on morphological and textural features of hand-

cropped cell nuclei by traditional machine learning methods.

Methods: In this study, a structure for semi-automated detection and classification

of oral cancer from microscopic biopsy images of OSCC, using clinically significant

and biologically interpretable morphological and textural features, are examined

and proposed. Forty biopsy slides were used for the study from which a total of

452 hand-cropped cell nuclei has been considered for morphological and textural

feature extraction and further analysis. After making a comparative analysis of

commonly used methods in the segmentation technique, a combined technique is

proposed. Our proposed methodology achieves the best segmentation of the

nuclei. Henceforth the features extracted were fed into five classifiers, support

vector machine, logistic regression, linear discriminant, k-nearest neighbors and

decision tree classifier. Classifiers were also analyzed by training time. Another

contribution of the study is a large indigenous cell level dataset of OSCC biopsy

images.

Results: We achieved 99.78% accuracy applying decision tree classifier in classifying

OSCC using morphological and textural features.

Conclusion: It is found that both morphological and textural features play a very

important role in OSCC diagnosis. It is hoped that this type of framework will help

the clinicians/pathologists in OSCC diagnosis.
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1 | INTRODUCTION

Any cancerous tissue growth situated in the oral cavity is known as

oral cancer and is a type of head and neck cancer. Oral cancer is very

commonly occurring cancer worldwide, especially in India. Besides

various types of oral cancer, squamous cell carcinoma (SCC) is the

commonest one.1 There are three grades of oral squamous cell carci-

noma (OSCC): well-differentiated SCC, moderately differentiated

SCC, and poorly differentiated SCC. This type of cancer (OSCC) starts

at the epithelial layer of the oral cavity. This layer consists of a layer

of cells in a definite manner. When a cell is affected by cancer, not

only the size and the shape of the cell but also the nucleus gets

altered. Generally, the size of the nucleus becomes larger when

affected by the disease.

A pathologist usually diagnoses a patient with cancer by observ-

ing his or her biopsy slides. A biopsy is a gold standard test for cancer

diagnosis in which a small number of cells or tissues are extracted

from the cancerous region of the patient. Many types of biopsies such

as excisional, incisional, punch, fine needle, can be conducted to

determine the presence and extent of cancer development. An

incisional biopsy involves removing a small portion of the tissue from

the suspicious region, whereas excisional biopsy involves removing

the entire suspicious region or the whole organ where cancer takes

place. From these samples, clinician prepares hematoxyline and eosin

(H&E) stained slides. Pathologists then observe these slides under a

microscope. But, this traditional method has its drawbacks as it is very

tedious work, requiring a lot of experience and takes more time. It is

also possible to get an erroneous report sometimes, even by an expe-

rienced pathologist. Visual assessments can be subject to inappropri-

ate inter and intraobserver variations.2 Hence, the development of

computer-assisted software, which will diagnose cancerous cells auto-

matically, is both pertinent and significant.

The main objective of this study is to develop a computer-

assisted system, which will differentiate benign cell nuclei from

malignant cell nuclei of OSCC based on morphological and textural

features. Studies on nuclear size, shape, and texture analysis of biopsy

images of OSCC are very limited. Hence, we have undertaken this

study intending to compare these features of benign and the malig-

nant cells of OSCC. Here, we have used a combined/hybrid segmen-

tation technique to segment out the nucleus, which gives us a very

good result in distinguishing benign cells from malignant cells.

Researches on other domains of image processing have revealed ade-

quately that the combination of correct methods most often leads to

a stable approach in the extraction of meaningful information from

the images.3

While studies on the use of artificial intelligence (AI) in the devel-

opment of efficient algorithms have been profound in almost all areas

of cancer, we present here a comprehensive summary of studies

directed on oral cancer. It is observed that there have been few stud-

ies concentrating on OSCC of the buccal cavity, where texture analy-

sis has been widely used.1,4-7 Al-Kadi8 obtained meningioma texture

features by four different texture measures.

However, most studies have been done in automatic oral sub-

mucous fibrosis (OSF) detection at cell levels.9-13 Fractal analysis on

time-resolved autofluorescence measurement in tumors and healthy

tissues of the oral cavity ex vivo have been shown too.14 Studies also

deal with developing classifiers for classification of oral cancer based

on clinical values of chosen factors from patient records.15-17 Analyz-

ing clinically significant and biologically interpretable features from

microscopic biopsy images, a framework for automated detection and

classification of cancer is proposed and examined.18 Again, using sup-

port vector machine (SVM) classifier, shape features were extracted

for distinguishing inflammatory and fibroblast cells19; while a study on

classifier improvement using Gaussian transformation was

implemented by Krishnan et al20 on oral submucous fibrosis.

Studies of oral cancer on domains apart from microscopic images

include endoscopic images of the esophagus where active contour-

based segmentation and fuzzy rule-based classification were pro-

posed21; a quantitative histomorphometric classifier on oropharyngeal

SCC22; deep learning techniques on hyperspectral images23,24; ran-

dom forest and SVM on confocal laser endomicroscopy (CLE)

images25,26; combined machine learning (ML) techniques using asym-

metry of a temperature distribution of facial regions as principle cue

on digital infrared thermal imaging.27 Hameed et al28 proposed a

novel cell nuclei feature extraction method for immunohistochemical

scoring of oral cancer tissue images. They got a good result with

96.09% accuracy through linear discriminant analysis classifier.

It is clear from the above that deep learning techniques have not

been attempted on automated analysis of microscopic images of

biopsy for OSCC. The main deterrent to the venture may be the

absence of an adequate number of images to carry out the study. As

our dataset is not large enough, we have also not applied deep learn-

ing or data mining techniques in our case. On the other hand, no

online dataset is available. Moreover, traditional ML techniques are

cost-effective as it takes less time to train a model. In the case of deep

learning, a GPU is required to train properly. In our approach, use of

CPU makes the developed algorithm more usable at low level, that is,

by using simple laptops and desktops (which are more viable for use

in remote areas or economically lower countries).

The main idea of this study is to develop a very accurate algo-

rithm which could be used as a screening tool for OSCC. Hence the

binary classification approach was taken, to make it a tool for sieving

out the malignant cases automatically. This would reduce the high

number of slides every pathologist has to encounter and analyse daily

and concentrate only on the malignant cases, thus increasing their

efficiency.
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2 | MATERIALS AND METHODS

The graphical methodology depicting the different phases involved in

the proposed method is shown in Figure 1. It consists of six phases.

Phase 1 is the imaging and database generation step. Phase 2 involves

preprocessing. Segmentation of the nucleus is done in phase 3;

Extraction of features is performed in phase 4; Phase 5 is the statisti-

cal analysis step and finally, the classification of cells is done in

phase 6.

2.1 | Imaging and database generation

For this study, H&E stained biopsy slides were collected from two

diagnostic centers: Ayursundra Healthcare Pvt. Ltd. (a prominent

pathological and diagnostic center of the city) and Dr. B. Borooah

Cancer Institute (the Regional Cancer Centre under Department of

Atomic Energy, Government of India), following all ethical protocols.

The slides were of 3 μm, one of the preferably used thicknesses of

biopsy section used for preparing a slide in the histopathological anal-

ysis.29 The microscopic digital imaging was done at Ayursundra

Healthcare Pvt. Ltd. The reports of the patients were also collected

for labeling the images. The biopsy slides were initially graded

according to the Broder's grading system (namely normal, moderately

differentiated SCC [MDSCC], well-differentiated SCC [WDSCC], and

poorly differentiated SCC [PDSCC]) as followed by the laboratories of

the region.30 These were finally grouped to “normal” or “malignant” in

the report. The details of the acquired images are shown in Table 1.

As there is no OSCC cell level database available online which

may be considered as a benchmark dataset, we have prepared a data-

base for the study with the indigenous data collected. Only those

cases, which had confirmed histopathological correlation, were

included in the study. At the time of capturing the images, the size of

all the images were 2048 × 1536 pixels. Later, skilled and certified

pathologists have selected the region of interest (ROI), that is, cell

nucleus, which was used for ground truth preparation. After that, we

have hand-cropped the cells from the original image and created the

nuclei dataset.31,32 The cropped images were of various sizes

TABLE 1 Details of captured images

Images Details

Biopsy slides 40 (From 40 patients)

Slides with normal

cells

13 (Normal histology slides [ie, those without

any dysplasia or tumor] were considered as

normal control)

Slides with

malignant cells

27

Normal cells

(cropped out)

118

Malignant cells

(cropped out)

334

Image acquired

equipment

Leica ICC50 HD microscope

Image format JPEG

Magnification used ×400 (×40 objective lens × ×10 eyepiece)

Camera pixel size 3.2 μm

Effective pixel size 0.16 μm

Numerical

aperture

0.65

Size of acquired

image

2048 × 1536 pixels, 3.1 megapixels

F IGURE 1 Graphical abstract with
different phases involved in the
classification of cells
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depending upon the varying size of the cell. Since size based features

are an important consideration in our case, resizing is not an option as

it would distort the feature's information, that is, distort the cell's orig-

inal size. After segmentation, the segmented image (nuclei) carried the

actual information of size which were used to extract all the feature

information (morphological as well as textural) quantitatively. Here,

we are not considering connected nucleus. We manually cropped the

cells as manual cropping generates a more reliable training dataset

and hence any technique based on it would be the most appropriate.

A total of 118 normal cells and 334 malignant cells were manually

cropped out from the grabbed images.

2.2 | Data pre-processing

Some of the collected slides were dark and some others were lightly

stained. Hence, there was a color difference in the captured images

from these slides. Therefore, pre-processing techniques were applied

to these images to eliminate staining difference so that it does not

affect our result. As a pre-processing step, color channeling was done

on the images. The different color components provide clear and dis-

tinctive diverse information about an image. Accordingly, we

converted the images from the original red (R), green (G), and blue

(B) components into different components using the following mathe-

matical calculations:

Cyan Cð Þ= G+Bð Þ,Magenta Mð Þ= R+Bð Þ,Yellow Yð Þ= R+Gð Þ:

Hue (H) is obtained by using the following calculation:

num=
R−Gð Þ+ R−Bð Þ

2
,

den=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R−Gð Þ2 + R−Bð Þ G−ð Þ

q

θ= cos−1 num
den

� �
,

H=
θ if B≤G

360−θ if B>G

�
:

Next, Saturation (S) was obtained by using the calculation:

num=min min R,Gð Þ,Bð Þ;

den = R + G + B;

S = 1−
3�num
den

:

Intensity (I) was obtained as follows:

I =
R+G+Bð Þ

3
:

And finally, HIS was extracted as: HIS = cat (3,H,S,I), that is, com-

bination of the three components.

In Figure 2, one image from our database is visualized in different

color channels.

The channel which gives the aimed information can be considered

for further processing ignoring the other channels. Hence, we chose

the cyan channel for further processing, as it gives us the best outcome.

Next, to eliminate the illumination differences of the images during

acquisition, it was required to adjust the contrast of the images. Hence,

the inbuilt function of MATLAB software, imadjust() was applied. This

function maps the values in intensity image I to new values in I1 such

that 1% of data is saturated at low and high intensities of I. The output

after applying imadjust function on one of the image is shown in

Figure 3.

2.3 | Nucleus segmentation

Following image pre-processing step, we used image segmentation

techniques to separate the nucleus from the background. A segmenta-

tion technique is proposed in this paper to segment out the nucleus.

F IGURE 2 One of the images from our database in different
color channels

F IGURE 3 Image, A, before applying imadjust, B, after applying
imadjust function
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Several standard segmentation techniques like Otsu's segmentation,

Watershed segmentation and maximally stable extremal regions

(MSER) were applied, but none of them alone gave satisfactory

results. Finally, we merged Otsu's method with the morphological

operation (erode and dilate) to achieve the desired segmentation level

of the nucleus.33 The comparison of the segmented images with Otsu,

MSER, and Watershed segmentation is depicted in Figure 4 and the

various steps for achieving the same are shown in Figure 5. It is clear

from these figures that our proposed methodology achieves the best

segmentation results of the nuclei. The ROI, that is, the nucleus was

not segmented out properly using MSER or Watershed segmentation

techniques. In both the techniques, areas other than nucleus were

segmented out along with the nucleus. In some cases, it fails to seg-

ment the nucleus. MSER technique may have failed because here

regions are created by areas which are connected and typified by

almost uniform intensity, surrounded by contrasting background. It

has inadequate performances on blurred and/or textured images, par-

ticularly with scale variations.34 It is clear that the images in our

dataset belong to this category and hence was not successfully tack-

led by this method. Watershed based approach, too, may have not

achieved success being an example of region-based threshold tech-

nique, where the image is portioned based on the similarity of gray

levels. In natural images, this method almost always has an over-

segmentation outcome.35 In comparison, the Otsu method's principle

is to select the threshold that minimizes the intraclass variance of the

threshold black and white pixels. It is a nonparametric and

unsupervised method of automatic threshold selection for picture

segmentation. Hence, using the Otsu method, we achieve a better

result than MSER or Watershed segmentation. But the Otsu method

alone was not sufficient to get the best result. From Figure 4, we can

see that in some images, after applying Otsu, some holes and in some

other cases some other bodies were present along with the nucleus.

To eliminate these, we combined the Otsu method with morphologi-

cal erosion and dilation, which provides the best result. A structuring

element of size 3 pixels was used for erosion and for dilation a struc-

turing element of size 4 pixels was applied. It was applied only for one

time in each image and was fixed for all images. The morphological

functions enable to focus only on the required nucleus part, ignoring

the holes and bodies.

2.4 | Extraction of features

At this stage, morphological and textural features were extracted from

the segmented out nuclei.

2.4.1 | Morphological features

As morphological features, we have extracted area, perimeter, eccen-

tricity and compactness, moments and Fourier descriptor. The mor-

phological features were used to analyze the size and shape of the

F IGURE 4 Outcomes of
different segmentation method of
some cells, A, original, B, Otsu,
C, MSER, D, Watershed, E, proposed.
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nucleus, that is, any enlargement or distortion in shape. These param-

eters are the most common features used for diagnosis by patholo-

gists and hence most interpretable as well as preferable by them in

connection with automation. All total we have extracted 522 morpho-

logical features.

2.4.2 | Textural features

Secondly, the textural features of the images were extracted. First-order

statistics of histogram features like mean, variance, skewness, kurtosis,

energy, and entropy,36 as well as second-order statistics of Gray level

co-occurrence matrix (GLCM), features namely contrast, variance, auto-

correlation, cluster prominence, angular second moment, correlation,

maximum probability, difference variance, entropy, cluster shade, dis-

similarity, difference entropy, sum entropy, homogeneity, inverse differ-

ence moments, sum average, the sum of squares, sum variance,

information measure of correlation 1, information measure of correla-

tion 2, sum homogeneity, and the sum of energy were extracted.37,38

We have examined GLCM in all four directions of θ = 0�, θ = 45�,

θ = 90�, and θ = 135�. To make the GLCM symmetrical, the transpose

of the matrices were added to the matrices formed along with the

above four angles. Moreover, gray level run length matrix (GLRLM) fea-

tures such as run percentage (RP), run length nonuniformity (RLN), low

gray level run emphasis (LGRE), high gray level run emphasis (HGRE),

short-run emphasis (SRE), long-run emphasis (LRE) and gray level non-

uniformity (GLN) were extracted.39 It was used to relate the connected

length of pixels. Then Local binary pattern (LBP)40,41 of individual cells,

Tamura features (coarseness, contrast, and directionality) and histogram

of gradient (HOG) were also extracted.42-44 Applying the aforemen-

tioned techniques, a total of 441 textural features were extracted.

2.5 | Statistical analysis

It is evident from the above section that now we have a total of

963 features for further analysis of the cells. To select the statistically

significant features, that is, to check whether the differences in the

values of the extracted features of the cells for the different classes

were statistically significant or not, a two-level feature selection tech-

nique was applied with two well-known methods: namely Karl Person's

t test and principal component analysis (PCA). Since the level of accu-

racy in medical diagnosis must be high the selected level of confidence

was 1%. Hence the null hypotheses were H0
a,p,e,c (there is no differ-

ence in the values of the parameters for different classes) vs alterna-

tive hypotheses H1
a,p,e,c (there is a difference in the values of the

parameters for different classes). A two-tailed test was conducted for

the purpose as different features were compared and initially which

parameters would show higher value were unknown. On the other

hand, PCA is a well-known statistical data compression method, which

was used to identify a smaller number of uncorrelated variables.

2.6 | Classifiers

As classification urposes, we have employed five classifiers namely,

decision tree, SVM, k-nearest neighbor (KNN), discriminant analysis,

and logistic regression to find out the best suitable one.

2.6.1 | Decision tree classifier

We have first applied decision tree classifier on our data, as it is a sim-

ple and commonly used classifier. It applies a sequence of carefully

crafted questions concerning the attributes of the test record. Deci-

sion tree breaks down a dataset into smaller and smaller subsets and

at the same time, a related decision tree is incrementally grown. The

ultimate result is a tree with decision nodes and leaf nodes. The top

node of the tree is called the root node. Leaf node denotes a classifi-

cation or decision.45

F IGURE 5 Different steps used for segmentation, A, original, B,
cyan image, C, enhanced, D, threshold image, E, segmented out the
nucleus
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2.6.2 | KNN classifier

Next, we applied KNN classifier, which is a simple but powerful super-

vised ML technique. It uses data and categorizes new data based on

similarity measures. Here, a feature vector is allocated the class that is

most common among its KNNs.46

2.6.3 | SVM classifier

To improve the accuracy further, we applied SVM classifier.12,47,48

The SVM classifier separates the data into normal and malignant clas-

ses by creating a line or a hyperplane. Support vectors are data points

that are nearer to the hyperplane that influences the position and ori-

entation of the hyperplane. We expand the margin of the classifier

using these support vectors. SVM is based on the idea of margin

expansion.49,50

2.6.4 | Linear discriminant analysis

LDA, which is a supervised ML technique, yields a set of prediction by

estimating the probability that a new set of inputs belongs to each

class. The class, which acquires the maximum probability, is the output

class and a prediction is made.51

2.6.5 | Logistic regression

Logistic Regression is an ML classification algorithm, which is a predic-

tive analysis. Logistic regression analyzes the output of one or more

independent variables to predict the possibility of a categorical depen-

dent variable. The dependent variable is a binary variable that con-

tains data coded as 1 (in our case, malignant) or 0 (normal) in logistic

regression.52

3 | IMPLEMENTATION

Implementation of the whole technique is done on MATLAB_R2016b

version (The MathWorks, Inc., Natick, Massachusetts). Some coding

was done by inbuilt Matlab function, customized routines, and avail-

able source code.

4 | ASSESSMENT OF THE RESULTS

The assessment of each classifier is done based on sensitivity, preci-

sion, specificity, and overall accuracy. The used formulas are as

follows:

Sensitivity =
TP

TP+FN
×100%,

Precision=
TP

TP+FP
×100%,

Specificity =
TN

TN+FP
×100%,

Overall accuracy =
TP+TN

TP+FP+FN+TN
×100%,

where TP, true positive; TN, true negative; FP, false positive; FN, false

negative.

Moreover, the receiver operating characteristic (ROC) is also plot-

ted to assess the results of the classifier.

5 | RESULTS

The proposed segmentation method was employed on 452 cells

(118 normal cells and 334 malignant cells) to segment out the nuclei.

Total of 522 morphological features was extracted from these nuclei

as reported earlier. Then, as mentioned previously, Karl Person's t test

was applied to the extracted features to test the statistical signifi-

cance. It reduces the feature set to 516 features. Again, PCA was

applied to the t test selected features. Upon implementation of PCA,

340 features were found to be significant. PCA was used to check

whether PCA selects only those features, which leads to better classi-

fication accuracy or in other words reduces the feature set. Table 2

summarizes these outcomes.

Now, we got two feature sets of 452 × 516 (from t test) and

452 × 340 (from PCA) dimensions for further analysis. These two fea-

ture sets were fed into five classifiers namely, SVM, KNN, decision

tree classifier, logistic regression, and linear discriminant separately to

find out the best suitable one. Five-fold cross-validation technique

was used for testing the classifiers. When there is limited dataset

there is a fear of overfitting of the model used. Cross-validation is a

potent precautionary measure against overfitting. For this, the entire

dataset was divided into five parts, four parts were used for classifier

development (training set) and the other remaining part was used as a

test set. This part was used to evaluate the classifier. The same tech-

nique was done for five times (folds). Four different parts were used

for training the classifier whereas the remaining one was used for vali-

dation each time. The attained classification accuracy is the average

of all the five test classification results. Figure 6 shows the

TABLE 2 Outcomes of the two-level statistical analysis of the
features

Feature Original t test (P < .05) PCA

Morphology 522 516 340

Texture 441 349 103

Total 963 865 443

Abbreviation: PCA, principal component analysis.
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classification results for both the sets. Decision tree classifier per-

formed better than the other four classifiers.

Once again, t test was applied on the extracted 441 textural fea-

tures for identifying significant ones. This process reduced the feature

set to 349 features. After that PCA was implemented on these selected

features. This time the feature set was reduced to103 features (Table 2).

Now, these two feature sets with 452 × 349 (from t test) and 452 × 103

(from t test) dimensions were fed into the said five classifiers.

All the steps used in case of morphological features were now

repeated for these two feature sets also. Classification accuracies of dif-

ferent classifiers for t test selected features and PCA selected features is

depicted in Figure 7. Finally, we combine both the PCA selected feature

set of morphological features and textural features and this combined

feature set (with dimension 452 × 443) was used for classification.

Accuracies of 99.78%, 93.6%, 62.9%, 93.6%, and 54.3% were

obtained for the decision tree, linear discriminant, logistic regression,

SVM, and KNN, respectively.

It is clear from the results that the decision tree classifier per-

formed better than the other four classifiers with higher accuracy.

F IGURE 6 Classification accuracies for t test and PCA selected
morphological features. PCA, principal component analysis

F IGURE 7 Classification accuracies for t test and PCA selected
textural features. PCA, principal component analysis

F IGURE 8 Sensitivity, specificity, precision, and overall
classification accuracy for all 443 PCA selected features using
decision tree classifier. PCA, principal component analysis

TABLE 3 Confusion matrix for Decision Tree classifier

n = 452 Predicted: No Predicted: Yes

Actual: No 118 0

Actual: Yes 1 333

Note: n = total number of cases.

Abbreviation: SVM, support vector machine.

F IGURE 9 ROC for decision tree classifier with AUC score 0.99.
AUC, area under the curve; ROC, receiver operating characteristic

8 of 12 RAHMAN ET AL.



TABLE 4 Analysis of different classifiers used for the combined feature set by training time and accuracy

Classifiers

Number of images

10 100 200 300 400

Accuracy

(%)

Training

time (s)

Accuracy

(%)

Training

time (s)

Accuracy

(%)

Training

time (s)

Accuracy

(%)

Training

time (s)

Accuracy

(%)

Training

time (s)

DT 52 2.098 66 2.587 89 2.990 95 3.6986 99.78 4.021

LD 91 2.998 91.8 3.087 93 3.549 93.4 3.945.5577 93.6 4.3907

LR 60 4.065 61 4.890 62.2 5.309 62.5 5.8573 62.9 6.722

SVM 70 2.530 81.5 2.587 89.7 2.580 92.2 3.0880 93.6 3.5973

KNN 78 2.540 73.4 2.786 69.9 3.352 59.7 4.015674 54.3 4.5873

Abbreviations: DT, decision tree; KNN, k-nearest neighbor; LD, linear discriminant; LR, logistic regression; SVM, support vector machine.

TABLE 5 Some of the oral cancer classification techniques based on morphological and textural features of histopathological images used in
literature and our proposed method

Topics
Image
type

Number of
images

Type of
cells Features extracted Classifier used Results (%)

Discrimination of

inflammatory and

fibroblast cells of OSF

from normal oral

mucosa19

Normal,

OSF

Normal = 451

(Cells)

OSFWD = 1912

(Cells)

OSFD = 1914

(Cells)

Connective Size and shape SVM Normal 96.55,

OSFWD 94.65,

OSFD 92.33

Analysis of

histomorphometric

features of the basal

cell nuclei for their

size, shape, and

intensity of staining11

Normal,

OSF

Normal = 885

(Cells)

OSFD = 470

(Cells)

Epithelial Morphometric and mean

intensity of nuclei

Bayesian classifier 99.04

Identification of OSF

from morphological

and textural properties

of the basal cell

nuclei12

Normal,

OSF

Normal = 771

(Nuclei)

OSF = 423

(Nuclei)

Epithelial Morphological and

textural features of the

basal cell nuclei

SVM 99.66

Textural analysis of

OSCC1

Normal,

OSCC

Normal = 223

(Tissue

images)

OSCC = 253

(Tissue

images)

Epithelial Textural features SVM 100

Automated identification

of OSCC from whole

image strip by

morphological,

textural, and color

features55

Normal,

OSCC

Normal = 237

(Nuclei)

OSCC = 483

(Nuclei)

Epithelial Morphological, textural,

and color

DT

SVM and logistic

regression

SVM, logistic

regression, and

linear discriminant

99.4

100

100

Proposed study Normal,

OSCC

Normal = 118

(Nuclei)

OSCC = 334

(Nuclei)

Epithelial Morphological

Textural

Combined

Decision tree

SVM

Decision tree

99.3

99.2

99.78

Abbreviations: DT, decision tree; OSCC, oral squamous cell carcinoma; OSFD, oral submucous fibrosis with dysplasia; OSFWD, oral submucous fibrosis

without dysplasia; SVM, support vector machine.
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Hence, decision tree classifier was selected as the suitable classifier

for this work. The following graph in Figure 8 displays the classifica-

tion results for the decision tree.

The confusion matrix for decision tree classifier formed from the

four outcomes (true positive, true negative, false positive, and false

negative) is shown in Table 3.

Further, the performance of the classifier is again evaluated by

plotting a ROC curve.53 Area under the curve (AUC) of the ROC was

achieved 0.99 (Figure 9), which means the built classifier is an

efficient one.

We have also analyzed the different classifier used for the final

result (considering 443 features) concerning their training time. It was

found that training time increases as the number of input data size

increase for all classifiers. This analysis is summarized in Table 4. It

was also found that in most of the cases accuracy increases as the

number of images increases. This implies that the accuracy of the clas-

sifiers increases with the size of training data.

6 | DISCUSSION

In the evaluation of malignancy of oral cancer, great importance is

placed on the changes in the morphological features, like nuclear size

and shape. To overcome the unreliability in the biased analysis of

these features, a more objective method would be the worth of

computer-based image analysis techniques. In this study, we have

observed that OSCC cells showed higher numeric values for the

nuclear area, perimeter, compactness and eccentricity as compared to

normal cells. The increase in the nuclear area may be biologically

revealing of the malignant potentiality of the malignant cells, which

may be interrelated with their increased and abnormal metabolic

action.54

Numerous studies have been carried out for the measures of tex-

ture analysis to characterize lesions in the various areas of the body

and to differentiate them from the normal tissues.1,5-7 100% classifi-

cation accuracy was obtained in OSCC detection using textural fea-

tures.1 In another study, Rahman et al55 carried out research on

shape, texture and color features of OSCC on whole image strips and

achieved good results. In that study, the whole image strip was used

whereas here in this study cropped out cells are considered to under-

stand which process gives better performances. Only a few pieces of

research have been carried out for oral cancer diagnosis based on

morphological features using histopathological images. But many of

this type of studies have been carried out on OSF. Extracting shape

features of the subepithelial connective tissue cells, Krishnan et al19

classified inflammatory and fibroblast cells of OSF from normal oral

mucosa. In another study, using Bayesian classifier, they observed an

increase in the dimensions (area and perimeter), shape parameters

and decreasing mean nuclei intensity of the nuclei in OSF with dyspla-

sia than normal oral mucosa.11 Again, morphological and textural

properties of the basal cell of OSF were studied to distinguish from

normal oral mucosa employing SVM classifier. They achieved a good

result with 99.66% accuracy.12 Thus, based on the above pieces of

evidence, we felt that it is a necessity to build a tool for OSCC diagno-

sis using morphological and textural features. Although OSCC seg-

mentation and classification is not directly comparable with OSF

segmentation and classification, a summary result of classification

techniques based especially on morphological and textural features of

histopathological images till date, and our proposed method is shown

in Table 5. These features play a very important role in oral cancer

diagnosis. Here, we have used these features quantitatively for auto-

mated diagnosis of OSSC. Our system is capable of identifying the

unknown class with good accuracy. Hence, it can be used as an effi-

cient tool for making accurate decisions in oral cancer diagnosis.

From Table 5, it is evident that in our previous two studies,1,55

we have achieved higher accuracy rates than this study. It is due to

the number of images, that is, cells, that we have considered. In both

the previous two studies, the number of cells (dataset) is more than

this study. In the first case where we have analyzed only texture fea-

tures, we had considered tissue level images, hence the number of

training cells are quite larger than this study.1 Thus in this study, we

have also tried to establish a relationship between the number of

trained cells and the subsequent result. So, it can be said that accuracy

increases with the number of trained images, as further revealed from

Table 4.

7 | CONCLUSIONS

From this study, it can be said that both morphological and textural

features play a very important role in distinguishing malignant cells

from normal cells in OSCC diagnosis. Here, best classification accura-

cies were obtained employing decision tree classifier. This algorithm

can be developed to a software to be integrated with the microscope

system, where the pathologist observes the slides and takes note of

numerical features on hand-cropped portions, which mostly include

cell nuclei. As an ML algorithm, this is more feasible than DL algo-

rithms. We have achieved an accuracy of 99.78% in OSCC detection

by applying our algorithm.
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