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Abstract
Purpose Machine learning (ML) is a powerful tool for interrogating datasets and learning relationships between multiple 
variables. We utilized a ML model to identify those early breast cancer (EBC) patients at highest risk of developing severe 
vasomotor symptoms (VMS).
Methods A gradient boosted decision model utilizing cross-sectional survey data from 360 EBC patients was created. Seven-
teen patient- and treatment-specific variables were considered in the model. The outcome variable was based on the Hot Flush 
Night Sweats (HFNS) Problem Rating Score, and individual scores were dichotomized around the median to indicate individu-
als with high and low problem scores. Model accuracy was assessed using the area under the receiver operating curve, and 
conditional partial dependence plots were constructed to illustrate relationships between variables and the outcome of interest.
Results The model area under the ROC curve was 0.731 (SD 0.074). The most important variables in the model were as 
follows: the number of hot flashes per week, age, the prescription, or use of drug interventions to manage VMS, whether 
patients were asked about VMS in routine follow-up visits, and the presence or absence of changes to breast cancer treat-
ments due to VMS. A threshold of 17 hot flashes per week was identified as being more predictive of severe VMS. Patients 
between the ages of 49 and 63 were more likely to report severe symptoms.
Conclusion Machine learning is a unique tool for predicting severe VMS. The use of ML to assess other treatment-related 
toxicities and their management requires further study.

Keywords Vasomotor symptoms · Hot flashes · Breast cancer · Machine learning · Artificial intelligence · Survivorship

Introduction

Machine learning (ML) is an “application of artificial intel-
ligence (AI) that allows computer systems to automatically 
learn from experience without explicit programming” [1]. 

Supervised learning models used in the oncology sphere, 
such as ensemble models (including gradient boosted trees) 
[2, 3], create predictions based on the aggregation of multi-
ple individual models, and as such, can capture more com-
plex relationships among variables [4]. In the setting of 
breast cancer, ML has been successfully applied for models 
examining risk of developing breast cancer [5], as well as 
breast cancer prognosis [6].

Vasomotor symptoms (VMS), including hot flashes and 
night sweats, are a common sequelae of systemic therapies 
for breast cancer [7, 8], and are the most common reason 
for discontinuation of potentially curative treatment [9–12]. 
As adjuvant therapies may be prescribed for up to 10 years 
[13, 14], appropriate management of VMS is essential to 
improve patient quality of life and breast cancer outcomes. 
Despite randomized trials showing effective interventions 
for the management of VMS [15], and recommendations 
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from guideline groups that patients be routinely asked 
about VMS [16, 17], it is evident that VMS remain poorly 
managed [18, 19]. There are many reasons for this finding, 
including health care provider (HCP) uncertainty regarding 
non-pharmacologic strategies for VMS [20], the variability 
in frequency and severity of VMS in EBC patients [21], 
heterogeneity in the efficacy of interventions across the EBC 
population [15], and the absence of guidelines on tailoring 
treatments to individual patients.

Given the heterogenous nature of the breast cancer pop-
ulation, the variability in VMS severity, and the multiple 
interventions for VMS management, new strategies for 
implementing patient centered care are required. The objec-
tive of the current study was to create a gradient boosted 
decision tree (GBDT) model to identify factors that predict 
patients at risk of severe VMS as defined by the HFNS prob-
lem rating score.

Materials and methods

Survey dataset

We recently conducted a survey in patients with EBC who 
were experiencing VMS [22] (A.1). The objective of the sur-
vey was to determine patient perspectives on the frequency 
and severity of VMS, and to determine the effectiveness of 
previously tried interventions for this problem. After col-
lecting demographic data including menopausal status and 
previous systemic therapies for breast cancer, patients rated 
the frequency and severity of their VMS using the validated 
Hot Flush Night Sweats (HFNS) Problem Rating Score [23]. 
This is a composite score that takes the mean of the prob-
lem, distress, and disruption to daily life caused by VMS. 
Each of the 3 variables is classified on a 10-point scale, 
with “1” representing low severity, and “10” representing 
significant severity. The final section of the survey asked 
patients to report on interventions that they had received for 
their VMS and to rate the effectiveness of these treatments. 
Patients were also asked how they themselves would define 
effective control of their VMS, and to provide feedback on 
specific types of interventions that they would be willing to 
try in the future.

Data preparation

The outcome variable of interest was hot flash severity, as 
per the HFNS Problem Rating Score [23]. This outcome 
variable was chosen as it has been previously validated as a 
tool for assessing severity of VMS in the breast cancer popu-
lation [24]. The three items in the HFNS score had a Cron-
bach alpha of 0.91 on our dataset, indicating high internal 
consistency [25]. In previous studies of women experiencing 

problematic or severe VMS, mean HFNS problem scores 
ranged from 5.88 to 6.3 (SD 2.2–2.6) [19, 24, 26]. Assum-
ing that the distribution of HFNS problem scores follows 
a normal distribution, an integer cut-off score of 4 would 
capture approximately 84% of individuals with severe VMS 
(mean minus 1 standard deviation). A test of the normality 
assumption using the Kolmogorov–Smirnov (KS) statistic 
found p = 0.2263 (see Appendix C). Therefore, using this 
cut-off, we dichotomized patients into low and high severity 
scores. This coincides with the median, which results in a 
balanced dataset.

Variables were extracted from the patient survey ques-
tions for inclusion/exclusion in the ML model (Table B.1). 
Seventeen questions unrelated to the research question were 
excluded. These included one patient eligibility question, 
one patient feedback question, two questions relevant to 
patient treatment preferences, and four questions relevant to 
the perceived efficacy of interventions for VMS. To avoid 
redundancy, one additional question pertaining to menopau-
sal status and two additional bothersome symptom questions 
were excluded. A question asking about previous treatments 
for VMS was removed as this was further explored in subse-
quent questions. Six questions relevant to hot flash severity 
were removed, including two questions pertaining to coping 
and control. While the two latter variables were part of the 
HFNS tool, these variables were found to be less reliable in 
the original validation study and were removed [23].

The remaining questions relevant to the analysis were as 
follows: patient age, previous systemic therapies for breast 
cancer, current menopausal status, hot flash/night sweats 
frequency, bothersome symptoms associated with VMS, 
changes made to breast cancer treatments due to VMS, rec-
ommendation of prescription or complementary and alter-
native medicine (CAM) interventions for VMS, and refer-
ral to a dedicated menopause clinic (Table 1). Responses 
to each question were assigned as binary or continuous 
variables. The most bothersome symptoms associated with 
VMS had 16 response options that were converted into 
binary variables. Variables that received less than 10% of 
valid responses were removed, which included 10 symptom 
variables (Table B.2). These variables had little variation, 
and therefore, were poor predictors of the outcome.

Analysis

The software used for analysis was R version 3.6, with main 
model construction using the lightgbm package (version 
3.0.0). A GBDT was trained to predict the hot flash problem 
outcome [27, 28]. The basic process is to fit the data to a large 
number of trees, with each tree incorporating the prediction 
errors from the previous tree in a sequence as input. This 
approach has proven to have high prediction accuracy relative 
to linear models and deep learning models (see Appendix 
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C), is robust in datasets that have missing values, and can 
model interactions and non-linear relationships without hav-
ing them specified a priori. We used a nested cross-validation 
approach for model development and accuracy estimation 
(see Appendix C for further details). Bayesian optimization 
was used for hyperparameter selection [29]. Each combina-
tion of hyperparameters was evaluated using fivefold cross-
validation on the training dataset during tuning (inner loop). 
Generalization accuracy scores were calculated using tenfold 
cross-validation whereby a trained model was used to predict 
the probability for unseen cases (outer loop).

The generalization accuracy of the predictions from the 
model was assessed using two metrics. The first was the area 
under the receiver operating characteristic curve (AUROC) 
[30], which is commonly used to evaluate the performance 
of binary classifiers in machine learning. It is a measure 
of the area under a plot of the false positive rate against 
recall. For binary classification tasks, an AUROC of 0.5 
is the expected performance of a random classifier, while 

an AUROC of 1 is the expected performance of a perfect 
classifier. The second complementary metric which focuses 
on predictions of the positive class is the area under the 
precision-recall curve (AUPRC) [31]. The AUPRC value of 
a random classifier is the rate of the positive class [32] which 
is 0.5, with 1 being the perfect classifier.

Model interpretation

We used two approaches to interpret the overall GBDT 
model: “permute and re-learn” to determine variable impor-
tance, and conditional partial dependence plots to visualize 
the functional form of the relationships between the predic-
tors and the outcome.

Permutation of variables is a technique that involves 
the shuffling of variables to evaluate their impact on the 
accuracy of prediction models [33], and is commonly 
used to evaluate variable importance in machine learn-
ing models. There is evidence that permuting a variable 

Table 1  Variables included in the creation of machine learning model

VMS = vasomotor symptoms, HCP = healthcare provider,  BC = Breast cancer, CAM = complementary and alternative medicine
** All variables converted to binary form with the exception of “age” and “number of VMS per day/week and night sweats per day/week”

Variable Definitions

1. Age** Age in years
2. Menopausal status Current self-reported menopausal status
3. Assessment of VMS Whether the patient is asked about/assessed for symptoms of hot flashes by HCP during 

clinic visits
4. Hot flashes per week The number of hot flashes in a week that occurred in the past week
Bothersome symptoms associated with VMS Ranking of most bothersome symptom associated with VMS
5. Feeling extremely hot/sweaty
6. Redness of my face/chest
7. Feeling chills/clammy after hot flashes have passed
8. Waking up at night/difficulty sleeping
9. Irritability
10. Memory problems
11. Endocrine therapy Endocrine therapy treatment for breast cancer (e.g., tamoxifen, letrozole/Femara, anas-

trozole/Arimidex)
12. Ovarian function suppression (OFS) Ovarian function suppression treatment for breast cancer (leuprolide/Lupron, goserelin/

Zoladex, oophorectomy)
13. Chemotherapy Chemotherapy treatment for breast cancer
14. Change to BC treatment Changes made to breast cancer treatment due to hot flashes
15. Drug treatments for VMS Drugs that were prescribed or patient tried any prescription drug
16. CAM therapies for VMS Complementary treatments prescribed, recommended, or tried by the patient
17. Referral to menopause clinic Patient referred or seen by a gynecologist or dedicated menopause clinic to assist in 

managing hot flashes
Removed due to high correlation with “hot flashes per week” variable
Hot flashes per day The number of hot flashes per day that occurred in the past week
Nocturnal sweats per night The number of times per night that nocturnal hot flashes (night sweats) woke you up in 

the last week
Nocturnal sweats per week The number of times per week that nocturnal hot flashes (night sweats) woke you up in 

the last week
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is biased towards predictors that are correlated with other 
predictors that have many categories [34, 35]. Therefore, 
we instead permuted and reconstructed the model from 
the training data within each cross-validation iteration 
(permute and retrain the model), and then computed the 
difference in prediction accuracy between the original 
and permuted models [36, 37]. This difference gives the 
gain in accuracy by including a particular variable in the 
model. This will give us more reliable variable impor-
tance measures.

To illustrate the functional relationships between the 
most important predictor variables and the outcome 
of interest, conditional partial dependence plots were 
constructed [38]. Regular partial dependence plots 
are commonly used but have been subject to criticism 
as not all observations in the plot may plausibly be 
observed, leading to poor predictions due to extrapola-
tion [37]. Conditional partial dependence plots aim to 
minimize extrapolation by calculating partial depend-
ence within conditional subgroups, and then pools the 
results across subgroups. They also isolate the effect of 
a variable so we can view its impact, within the model, 
on the outcome.

Results

Description of the data

The original survey dataset comprised 383 patients. Ten 
patients were excluded, as these individuals were not expe-
riencing VMS at the time of survey completion, totalling 
373 patients who fulfilled eligibility (Table 2). An additional 
13 patients were excluded from the gradient boosted trees 
analysis, as incomplete data was available for the HFNS 
problem rating score, totalling 360 patients included in the 
final analysis. These patients were recruited from the Ottawa 
Hospital Cancer Centre and the London Regional Cancer 
Centre, Ontario, Canada. As responses to all questions were 
optional, some variables had fewer than 360 responses.

The mean age of the participants was 56.3 (SD 10.5) 
(Table 2). The majority of women were post-menopausal 
at the time of survey completion, and treatment received 
included endocrine therapy (n = 319/360, 88.6%) and 
chemotherapy (n = 205/360, 56.9%). A minority of patients 
reported receiving drug interventions (n = 112/248, 31.1%) 
or CAM interventions (n = 62/298, 17.2%) to manage their 
VMS, and 18% of patients reported changes in their breast 
cancer therapy secondary to VMS.

Table 2  Baseline characteristics 
and summary statistics for 
patient sample, excluding 
symptom variables

* Sample size fewer than 373 patients, as “I don’t know” and missing values were not counted
** Responses not provided by all survey participants
¶ Included patients responding “yes” to any question containing this variable as an option

Age Number of respondents Mean ± SD
Mean age 360* 56.3 ± 10.5

N (%)
18–24 1 (0.3%)
25–39 23 (6.4%)
40–59 204 (56.7%)
60–74 117 (32.5%)
75 + 15 (4.2%)

Number of respondents Median (IQR)
Hot flashes per week 295** 15 (IQR 5–35)
Binary variables included in the model

Yes or 1 count (% of total sample) No or 0 count  
(% of total sample)

Menopausal at time of survey completion** 198 (55.0%) 130 (36.1%)
Routinely asked about VMS in clinic** 210 (58.3%) 129 (35.8%)
Endocrine therapy 319 (88.6%) 41 (11.4%)
Chemotherapy 205 (56.9%) 155 (43.1%)
Ovarian suppression 70 (19.4%) 290 (80.6%)
Change to BC treatment secondary to VMS 66 (18.3%) 294 (81.7%)
Drug treatments for  VMS¶ 112 (31.1%) 248 (68.9%)
CAM treatments for  VMS¶ 62 (17.2%) 298 (82.8%)
Referral to menopause clinic**¶ 24 (6.7%) 335 (93.1%)
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The four variables pertaining to frequency of hot flashes 
and night sweats (hot flashes per day, hot flashes per week, 
night sweats per day, night sweats per week) were highly 

correlated (r > 0.7) (Table B.3). To avoid redundancy in the 
features that were used in modelling, we utilized the “hot 
flashes per week” variable only. The number of hot flashes 
per week is a commonly utilized endpoint in clinical trials 
of VMS in breast cancer patients, leading to its selection as 
the variable of interest [39, 40]. The median number of hot 
flashes per week was 15 (IQR 5–35) (Table 2, Fig. 1).

Model accuracy and variable importance

The model accuracy for predicting severity of VMS based 
on the AUROC value was 0.731 (SD ± 0.074) and the accu-
racy based on the AUPRC value was 0.687 (SD ± 0.079). 
The full confusion matrix and additional generalization per-
formance metrics are included in Appendix C (Fig. C.3). 
The most important variable impacting the problem scale 
was the number of hot flashes per week (gain in AUROC 
0.072 ± 0.019) (Fig. 2) followed by “age” (0.037 ± 0.018) 
and prescription and/or use of drugs to mitigate VMS 
(0.023 ± 0.007). Other highly ranked variables included 
whether the patient was asked about VMS in routine follow-
up (0.021 ± 0.007) and whether changes were made to breast 
cancer treatment due to VMS (0.020 ± 0.009). The specific 
symptom variables had weaker impacts on the model, with 
waking up at night/difficulty sleeping (0.017 ± 0.005) hav-
ing the greatest importance. Variables of lower importance 
included whether a patient had received or is still receiv-
ing endocrine therapy (0.0009 ± 0.0009), or ovarian func-
tion suppression treatments (0.0002 ± 0.001) for their breast 

Fig. 1  Distribution of the number of vasomotor symptoms per week. 
For this variable, counts at 140 hot flashes per week were topcoded, 
as there were very few observations above that threshold, and thus 
represented outliers in the population. This was done for the pur-
poses of data presentation only, and affected a total of five patients 
(5/295, 1.7%)

Fig. 2  Variable importance 
using the permutation and 
retrain method with change in 
accuracy ± one standard devia-
tion. The variables are ranked 
from the most important to the 
least important. “HF” is hot 
flashes, “VMS” is vasomo-
tor symptoms, “BC” is breast 
cancer, “CAM” is complemen-
tary and alternative medicine, 
and “OFS” is ovarian function 
suppression
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cancer, which were the sixteenth and the fifteenth most 
important variables, respectively. The use of complemen-
tary medicines had lower relative importance in the model 
for the management of VMS (0.004 ± 0.004). The model 
with the six most important variables had similar gener-
alization performance as the full model (see Appendix C, 
Table C.1). This suggests that a simpler model with fewer 
variables would provide comparable performance to the 
more complex model with 17 variables. We also removed 
the two variables with unclear causality (drug treatment for 
VMS and alteration of BC treatments) which gave poorer 
prediction performance than either of the other two models 
(Appendix C).

Functional form of relationships

Conditional partial dependence plots were generated to show 
the functional form of the relationships between the most 
important variables and hot flash severity as per the HFNS 
Problem Rating Score. Each graph represents the impact of 
the variable factoring out the effects of the other variables. 
Given that the cut-off point for the outcome variable repre-
sented 50% of the observations, a predicted probability of 
a HFNS problem score of greater than 0.5 implies the pres-
ence of severe VMS.

For the most important variable, which was the number 
of hot flashes per week, women who experience ≥ 17 hot 
flashes per week are more likely to consider their hot flashes 
as problematic (Fig. 3a). The peak probability score occurs 
at 103 hot flashes per week. Patients aged between 49 and 
63 were more likely to report problematic hot flashes, with 
the maximum peak in women aged 56. Patients older than 63 
were less likely to report problematic hot flashes (Fig. 3b). 
Among the 9 participants younger than or equal to age 35, 7 
patients reported severe VMS (data not shown).

The probability of severe VMS was higher if a patient was 
offered a prescription or over-the-counter drug to manage 

their VMS (Fig. B.1a), and patients who reported that they 
were routinely asked about VMS were less likely to rate 
severe symptoms (Fig. B.1b). Finally, the probability of 
severe VMS was higher in patients who had a change in their 
breast cancer therapy due to VMS (Fig. B.2). The impact 
of the top two symptom variables that ranked of highest 
importance in the model was as follows: sleep disturbances 
and “redness of the face”/flushing (Fig. B.5). For both symp-
toms, individuals who reported experiencing sleep problems 
or “redness of the face/flushing” were estimated to have a 
higher probability of having problematic hot flashes.

Discussion

Vasomotor symptoms are common in EBC patients [7, 8]; 
however, effectively managing this problem remains a chal-
lenge. The reasons for the complexity of this problem are 
many: unlike the general population, for example, estrogen 
replacement is contraindicated in breast cancer patients due 
to its role in tumorigenesis [41]. Moreover, a multitude of 
other challenges exist in managing VMS in this population, 
including systemic cancer treatments that worsen or induce 
VMS [7, 8], a lack of randomized controlled trials directly 
comparing active interventions for VMS [15], variation in 
patient preferences [19, 22], and health care provider uncer-
tainty in the selection of optimal interventions for VMS [20].

While linear regression models serve as the backbone 
for traditional statistical modelling, they are limited in their 
capacity to capture complex interactions between variables, 
and as such, non-linear methods are often employed post 
hoc [42]. ML models can learn such complex relation-
ships among multiple variables, making these techniques 
useful modalities for creating prediction models. Identify-
ing patients at greatest risk of problematic and distressing 
VMS is critical to effective survivorship care in this patient 
population. In the current study using ML models, we have 

Fig. 3  The probability of reporting severe vasomotor symptoms based on a the number of hot flashes per week and b patient age. The shaded 
region represents one standard deviation across the fivefold cross-validation
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identified important factors that are predictive of patients at 
risk of severe VMS.

This is the first time, to our knowledge, that this approach 
has been applied to predicting patients at risk of severe 
VMS. Moreover, our results demonstrate that the frequency 
of hot flashes in a given week was the single greatest pre-
dictor of severe VMS as per the HFNS problem score. Our 
model has helped to identify that patients experiencing 17 
or more hot flashes per week (or more than 2 hot flashes 
per day) are more likely to experience severe symptoms. 
This is an important finding, as it could be used in clinical 
practice to identify patients that can be offered early VMS 
interventions to help mitigate their symptoms. The results 
also demonstrate that women near the age of “natural meno-
pause” (median age of 51 in Canada) [43] are more likely to 
report severe symptoms, which is consistent with previous 
studies in the non-breast cancer population demonstrating 
that severe VMS are more frequent in women transitioning 
to menopause or in early post-menopause, than in late meno-
pause [44]. The importance of regular assessment of VMS in 
routine follow-up is emphasized by the finding that women 
who report being regularly asked about their symptoms are 
less likely to rate them as severe. This is an important find-
ing, as only 58% of patients from our original patient survey 
reported being regularly asked about these symptoms in rou-
tine follow-up visits [22], which is substantiated elsewhere 
in the literature [19]. Similarly, while specific symptoms 
ranked lower in the model than the variables mentioned 
above, screening for sleep disturbances, which was the 6th 
most important variable, is an additional simple method to 
screen for patients at risk of distressing symptoms. Finally, 
while the recommendation for drugs to mitigate VMS, or 
changes to breast cancer treatments in response to poorly 
controlled VMS were associated with increased severity of 
symptoms, these variables, while interesting and important 
predictors (see Appendix C), do not assist in early detection 
of patients experiencing severe symptoms. This is an exam-
ple of how a cross-sectional survey cannot disentangle cause 
and effect. Interestingly, exposure to endocrine therapy and 
ovarian function suppression rated as low importance in pre-
dicting distress from VMS, and will be evaluated further in 
a future prospective trial.

There are several limitations of this study. A study over-
sight involved the inclusion of an 11-point scale starting 
at “zero” included in the online version of the survey, and 
a 10-point scale starting at “one” in the paper version of 
the survey. While this oversight may introduce challenges 
comparing mean cumulative HFNS problem scores between 
patients, the dichotomization of high/low severity scores 
about the median (i.e., a score of 4) ensures that very low 
score individuals would be grouped together in the “low” 
problem score group, regardless of whether they utilized a 
scale beginning at “zero” or “one.” Moreover, the majority 

of patients conducted the survey electronically (259 elec-
tronic vs 114 paper), and thus utilized the 11-point scale. 
Secondly, while the survey from which the dataset was 
derived was conducted at a single-time point, the cross-
sectional nature of the study does not permit evaluation 
of change in symptoms over time. As indicated above, the 
presence or absence of a drug treatment for VMS ranked 
highly in the variables of importance. This data indicates 
that patients with severe symptoms likely required escalated 
therapy; however, the ability of ML to predict efficacy of 
these medications remains unknown and requires a future 
prospective study to further assess this relationship. Recall 
bias also likely influences the results of this study, as patients 
were required to provide averages for the number of VMS 
per week, which can be subject to inaccuracies. Our survey 
did not ask patients about the severity of hot flashes prior 
to the breast cancer diagnosis, nor the age at diagnosis of 
menopause. These variables are likely to influence the prob-
lematic nature of VMS, and will be examined more closely 
in subsequent studies. The survey moreover did not inte-
grate other risk factors for menopause, such as smoking, 
education, and socioeconomic status. Finally, the number 
of patients younger than 35, and those who utilized comple-
mentary therapies are small, and as such, their importance 
in the model will require further study.

Future prospective studies are needed to identify and treat 
patients experiencing bothersome VMS. We plan to use the 
above techniques in future trials to create prediction models 
that will guide patients and clinicians in the selection of indi-
vidualized treatments for VMS, as well as the assessment of 
toxicities from other therapies.

Conclusion

Machine learning offers a novel way to assess treatment tox-
icity in early breast cancer patients. In the current study, we 
demonstrated that the number of hot flashes per week and 
age were the two most important predictors for bothersome 
VMS in breast cancer patients. Patients experiencing more 
than 17 hot flashes per week are more likely to experience 
bothersome symptoms, and represent a higher risk group 
that may benefit from therapeutic interventions. Women 
between the ages of 49 and 63 are also more likely to report 
bothersome symptoms. Future studies specifically looking 
at these high-risk groups are needed.
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