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ABSTRACT
Background: Hypertrophic cardiomyopathy (HCM) patients have a high
incidence of atrial fibrillation (AF) and increased stroke risk, even with
low CHA2DS2-VASc (congestive heart failure, hypertension, age dia-
betes, previous stroke/transient ischemic attack) scores. Hence, there
is a need to understand the pathophysiology of AF/stroke in HCM. In
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R�ESUM�E
Introduction : Les patients atteints d’une cardiomyopathie hyper-
trophique (CMH) pr�esentent une forte incidence de fibrillation auricu-
laire (FA) et un risque accru d’accident vasculaire c�er�ebral (AVC),
malgr�e des scores CHA2DS2-VASc (congestive heart failure, hyper-
tension, age diabetes, previous stroke/transient ischemic attack,
Hypertrophic cardiomyopathy (HCM) is characterized by Myocardial Infarction, Peripheral Artery Disease, Aortic Pla-
1-3
myocyte hypertrophy, myocyte disarray, and interstitial/

replacement fibrosis, and it is associated with a high risk for
atrial and ventricular arrhythmias. A large proportion
(w25%-30%) of HCM patients develop atrial fibrillation
(AF) during their lifetime.1 Notably, HCM patients with AF
are at high risk for stroke even in the setting of low Congestive
Heart Failure, Hypertension, Age, Diabetes, Previous Stroke/
Transient Ischemic Attack, Vascular Disease (Prior
que), Sex (CHA2DS2-VASc) scores. Furthermore, stroke
can be the first manifestation of AF in HCM. Hence, there is
a need to identify risk factors for AF and stroke in HCM.4 In
order to predict risk, an improved understanding of the
pathophysiology of AF in HCM is needed. The first step in
AF risk prediction is identification of clinical and imaging
features associated with AF in HCM patients.

Electronic health records provide a wealth of biological and
physiological data that can be used for computerized pheno-
typing of patients, using machine learning. In contrast to rule-
based methods (traditional models),5 machine learning allows
for thorough scanning of clinical data along several di-
mensions and serves as a basis for classification algorithms that
can stratify cases based on their respective likelihood to pre-
sent with disease (AF in this case). An advantage of machine
learningebased algorithms is their robustness and ease of
updating as additional clinical data become available.

In this retrospective study, we used electronic health record
data of HCM patients who underwent deep clinical pheno-
typing by multi-modality imaging, to identify clinical and
imaging features associated with higher/lower risk of AF, using
machine learning. However, since the number of AF cases is
n Cardiovascular Society. This is an open access article under the CC BY-NC-
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this retrospective study, we develop and apply a data-driven, machine
learningebased method to identify AF cases, and clinical/imaging
features associated with AF, using electronic health record data.
Methods: HCM patients with documented paroxysmal/persistent/
permanent AF (n ¼ 191) were considered AF cases, and the remaining
patients in sinus rhythm (n ¼ 640) were tagged as No-AF. We evalu-
ated 93 clinical variables; the most informative variables useful for
distinguishing AF from No-AF cases were selected based on the 2-
sample t test and the information gain criterion.
Results: We identified 18 highly informative variables that are posi-
tively (n ¼ 11) and negatively (n ¼ 7) correlated with AF in HCM. Next,
patient records were represented via these 18 variables. Data imbal-
ance resulting from the relatively low number of AF cases was
addressed via a combination of oversampling and undersampling
strategies. We trained and tested multiple classifiers under this sam-
pling approach, showing effective classification. Specifically, an
ensemble of logistic regression and naïve Bayes classifiers, trained
based on the 18 variables and corrected for data imbalance, proved
most effective for separating AF from No-AF cases (sensitivity ¼ 0.74,
specificity ¼ 0.70, C-index ¼ 0.80).
Conclusions: Our model (HCM-AF-Risk Model) is the first machine
learningebased method for identification of AF cases in HCM. This
model demonstrates good performance, addresses data imbalance,
and suggests that AF is associated with a more severe cardiac HCM
phenotype.

c’est-à-dire : insuffisance cardiaque congestive, hypertension, âge,
diabète, AVC ou accident isch�emique transitoire ant�erieur) faibles. Par
cons�equent, il est n�ecessaire de comprendre la physiopathologie de la
FA et de l’AVC en pr�esence d’une CMH. Dans la pr�esente �etude
r�etrospective, nous avons �elabor�e et appliqu�e une m�ethode
d’apprentissage automatique dirig�ee sur les donn�ees pour d�eterminer
les cas de FA, et les caract�eristiques cliniques/d’imagerie associ�ees à
la FA, à l’aide des donn�ees des dossiers de sant�e �electroniques.
M�ethodes : Nous avons consid�er�e les patients atteints d’une CMH qui
ont une FA paroxystique/persistante/permanente document�ee (n ¼
191) comme des cas de FA, et avons �etiquet�e les autres patients en
rythme sinusal (n ¼ 640) comme des cas sans FA. Nous avons �evalu�e
93 variables cliniques; nous avons s�electionn�e les variables les plus
informatives qui sont utiles pour distinguer les cas de FA des cas sans
FA en fonction du test t pour deux �echantillons et du critère de gain
d’information.
R�esultats : Nous avons relev�e 18 variables hautement informatives
qui ont une corr�elation positive (n ¼ 11) et une corr�elation n�egative
(n ¼ 7) avec la FA en pr�esence d’une CMH. Ensuite, nous avons
repr�esent�e les dossiers des patients au moyen de ces 18 variables.
Nous avons rem�edi�e au d�es�equilibre des donn�ees, qui r�esulte du
nombre relativement faible de cas de FA, grâce à une combinaison de
strat�egies de sur�echantillonnage et de sous-�echantillonnage. Nous
avons form�e et test�e de nombreux classificateurs selon cette approche
d’�echantillonnage, qui montre une classification efficace.
Particulièrement, un ensemble de r�egression logistique et de classi-
ficateurs bay�esiens naïfs form�es en fonction des 18 variables et
corrig�es en fonction du d�es�equilibre des donn�ees s’est r�ev�el�e le plus
efficace pour s�eparer les cas de FA des cas sans FA (sensibilit�e ¼ 0,74,
sp�ecificit�e ¼ 0,70, indice C ¼ 0,80).
Conclusions : Notre modèle (modèle de risque de CMH-FA) est la
première m�ethode d’apprentissage automatique qui sert à d�eterminer
les cas de FA en pr�esence de CMH. Ce modèle permet de d�emontrer
une bonne performance, de rem�edier au d�es�equilibre des donn�ees, et
de croire que la FA est associ�ee à un ph�enotype grave de CMH.
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small when compared to the overall number of HCM cases,
the data we are handling are inherently imbalanced. Thus,
there is a need to address data imbalance as part of the model
development. The model we introduce (HCM-AF-Risk
Model) explicitly handles data imbalance. Here, each HCM
patient is represented as a collection (vector) of interpretable
clinical values. The learned classification decision itself is
based on the probability that a given patient has AF or history
of AF. Our method stands in contrast to most recently pub-
lished work in machine learning within the clinical domain,6-8

for which a complex model architecture based on artificial
neural networks is used. The latter acts as a “black box” that
assigns the categorization label for the patient, without the
ability to track down the justification or explanation.
Methods

Clinical data and outcomes

Patient population. Our HCM Registry (Johns Hopkins
Hospital [JHH]-HCM Registry) is approved by the insti-
tutional review boards of the JHH and the University of
California San Francisco. Patients were enrolled in the
JHH-HCM Registry during their first visit to the JHH
HCM-Center of Excellence9 if they met the standard
diagnostic criteria for HCM, namely, maximal left ventricle
(LV) wall thickness �15 mm10 in the absence of uncon-
trolled hypertension, valvular heart disease, and HCM
phenocopies (amyloidosis, storage disorders).11

We performed a retrospective study of all HCM patients
from the JHH-HCM Registry who were evaluated between
January 1, 2003 and March 31, 2017. Clinical data including
symptoms, comorbidities, medications, and history of ar-
rhythmias were ascertained by the examining physician
(M.R.A., T.P.A.) during the initial clinic visit, and during
each follow-up visit. Rest and treadmill exercise stress echo-
cardiography (ECHO) and cardiac magnetic resonance im-
aging (CMR) were performed at the first clinic visit as part of
patients’ clinical evaluation. Patients who were asymptomatic
or had stable symptoms were followed yearly; symptomatic
patients were followed more frequently (every 1-3 months)
until symptom management was achieved. During yearly
follow-up visits, patients underwent treadmill exercise ECHO
and 24-hour Holter monitoring or implantable cardioverter
defibrillator (ICD) interrogation. Patients with a pacemaker/
ICD had remote device monitoring and device interrogation
performed every 6 months, or more frequently if they were
symptomatic or experienced ICD discharges. Patients
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(without implanted devices) who had palpitations without
evidence of arrhythmias on Holter monitor or exercise-
electrocardiogram (EKG) were provided event monitors to
document cardiac rhythm during symptoms. A subset of
HCM patients (n ¼ 145) were referred for perfusion 13N-
ammonia positron emission tomography (perfusion-13NH3-
PET) imaging after ruling out obstructive coronary artery
disease by coronary angiographydthese pateints had angina,
ventricular arrhythmias, and/or exertional dyspnea despite
optimal therapy.

Atrial fibrillaton. AF was diagnosed if AF/flutter of any
duration was present. Paroxysmal AF (PAF) was defined as AF
that terminated spontaneously or with intervention in � 7
days of AF onset12; persistent AF was defined as AF that lasted
>7 days and terminated spontaneously or with treatment;
permanent AF was defined as AF that persisted despite
treatment to restore sinus rhythm.13

AF was diagnosed by review of rest/stress 12-lead EKGs,
event recorder data, Holter monitor data, and/or ICD inter-
rogation; a detailed chart review was performed to confirm
this criterion. Patients with PAF had confirmed termination of
AF within the 7-day window, either by Holter monitor or
EKG. Review of medical records, Holter monitor/event
recorder studies, and ICD interrogations was performed in
patients from the No-AF group to ensure they had no
documented history of AF prior to their first clinic visit or
during follow up.

Cardiac imaging. Transthoracic echocardiography was per-
formed using a GE Vivid 7 or E-9 ultrasound machine and a
multifrequency phased-array transducer. Left atrial diameter
(anteroposterior) was measured in the parasternal long-axis view
at the level of the aortic sinuses, perpendicular to the aortic root
long axis, by using the leading-edge to leading-edge convention,
just before mitral valve opening (LV end-systole).14 Echocar-
diographic images for 2-dimensional speckle tracking strain
analysis were acquired prospectively at frame rates of 50-90 Hz.
Longitudinal strain/strain rate was analyzed from the apical 2-,
3-, and 4-chamber views using EchoPAC 112.15 CMR imaging
was performed at the first clinic visit, using a 1.5T system, with
administration of the contrast agent gadopentetate dimeglumine
(0.2 mmol/kg).16 LV mass and late gadolinium enhancement
(LV-LGE) were quantified using QMass software (QMass 7.4;
Medis, Leiden, The Netherlands). Cardiac 13NH3-PET/CT
imaging was performed using a GE Discovery VCT PET/CT
system and a 1-day rest/stress protocol, as described previ-
ously.17 Please refer to the Supplemental Appendix S1, Section
A1 for detailed methods for rest/stress echocardiography, CMR,
and PET/CT imaging.

Cardiovascular events during follow-up. All analyses were
blinded to AF outcome. Cardiovascular adverse events,
including AF, stroke, heart failure, sustained ventricular
tachycardia (VT), ventricular fibrillation (VF), and death were
documented in the HCM Registry. All-cause mortality sta-
tistics for our study population were obtained by linking our
database to the Social Security Death Index. A detailed
description of methods is provided in the Supplemental
Appendix S1, Section A2.

Statistics. Descriptive statistics were performed on patient
demographics, hemodynamics, echocardiographic and CMR
parameters, and cardiovascular events, stratified by the pres-
ence/absence of AF. Continuous variables are presented as
mean � standard deviation and categorical variables as the
total number and percentage. Comparisons between patients
with/without AF was performed using the independent t test
for continuous variables and the Fischer exact test for cate-
gorical variables. Statistical analyses were performed using
STATA 14 (StataCorp LP, College Station, Texas).

Computational methods

Please see Supplemental Appendix S1, Section B for
detailed computational methods.

HCM patients with at least one episode of AF, either prior
to their first clinic visit or during follow-up, were considered
AF cases, and the remaining patients who were in sinus
rhythm were labeled as No-AF.

Figure 1 summarizes the computational framework
(HCM-AF-Risk Model) that we introduce for identifying
HCM patients with AF. It comprises 5 steps: (1) pre-
processing to remove select variables and address missing data;
(2) feature selection, in which informative, predictive clinical
variables that distinguish AF cases from No-AF are identified;
(3) association analysis to quantify the degree of association
between each predictor variable and the AF class; (4) super-
vised machine learning for building and training classifiers,
and performing classification; and (5) quantitative and quali-
tative evaluation of the classifier’s performance.

Preprocessing. We first removed variables that had no rele-
vance to risk of AF (eg, visit date, patient ID), as well as
variables representing adverse outcomes (ventricular tachy-
cardia/fibrillation, heart failure, AF, stroke). The feature set
remaining at the end of this step consisted of 93 clinical
variables (Supplemental Table S1). As some of the records did
not include values for all variables, data imputation was per-
formed using a nearest-neighbor approach.

Feature selection. Feature selection was performed by
assessing individual variables one at a time. We used the In-
formation Gain criterion18 to select highly predictive nominal
attributes, and the 2-sample t test under unequal variance19,20

to select continuous features. Our feature selection process
resulted in 18 clinical variables deemed to be informative and
predictive of AF in HCM patients (Table 1).

Association analysis. To assess and express the degree and
direction of association between the 18 predictor variables and
the outcome variable, AF, we employed the polychoric cor-
relation21,22 which is applicable to both nominal and
continuous variables. The polychoric correlation takes on
values in the range [e1,1], where a negative value indicates
negative association and a positive value corresponds to pos-
itive association (Table 1).



Figure 1. Schematic illustrating the Hypertrophic Cardiomyopathy Atrial Fibrillation (HCM-AF)-Risk Model.
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Supervised machine learning (classification). Our classi-
fier operates by taking as input a vector of values representing
a patient’s record and assigning a probability that indicates the
patient’s likelihood to belong to the AF vs No-AF class. The
classifier calculates, for each 18-dimensional vec-
tor representing each patient, its probability of being an AF
case vs its probability of being a No-AF case. The higher the
value, the more likely the patient is to have AF.

To address the data imbalance resulting from the higher
number of No-AF cases compared to AF cases in our cohort
(No-AF:AF ratio of w3:1), we applied a combination of
under- and oversampling (Fig. 2). Our method combines
oversampling and undersampling, along with an ensemble of
Table 1. Eighteen variables identified as most informative for AF by our fea

Variable Variable type P

Left atrial diameter, cm (þ) Continuous 0
Heart rate at peak stress, bpm (e) Continuous 0
Age, y (þ) Continuous 0
Exercise metabolic equivalents (e) Continuous 0
Septal myectomy (þ) Nominal 0
Exercise time, s (e) Continuous 0
Diuretic treatment (þ) Nominal 0
Percentage of max heart rate achieved

at peak exercise, % (e)
Continuous 0

Heart rate recovery at 1 min post-
exercise, bpm (e)

Continuous 0

LV-LGE on CMR (presence þ) Nominal 0
E/A (þ) Continuous 0
NYHA functional class (þ) Nominal 0
E/e0 (þ) Continuous 0
LV global longitudinal peak systolic

strain rate, 1/s (þ)
Continuous 0

Dyspnea on exertion (presence þ) Nominal 0
ABPR during exercise test in follow-up

visit (þ)
Continuous 0

Diastolic blood pressure at peak
exercise, mm Hg (e)

Continuous 0

LV global longitudinal early diastolic
strain rate, 1/s (e)

Continuous 0

ABPR, abnormal blood pressure response; bpm, beats per minute; AF, atrial fibril
mitral flow velocity to the late diastolic mitral flow velocity; E/e’, ratio of early dia
velocity; LGE, late gadolinium enhancement; LV, left ventricle; NYHA: New York
logistic regression and naïve Bayes classifiers, to address data
imbalance23 and separate AF records from No-AF records.

We employed a 5-fold cross-validation scheme to train and
test our ensemble classifier. We partitioned the dataset into 5
equal subsets, 4 of which (80%) were used in turn as the
training set; the 5th (20%) was left out and used for testing.
The training/testing procedure was repeated 5 timesdeach
time, a different subset was left out for testing. We applied the
combined oversampling and undersampling approach to 80%
of the dataset used for training, thus obtaining a balanced set
over which to train the classifier. We obtained a balanced
training set by applying our model only to the training
dataset. We evaluated the performance of the trained model
ture-selection method

(association with AF)
Polychoric correlation (association with

AF)

.00000000001 0.316

.0000000001 e0.288

.0000004 0.219

.0000014 e0.154

.0000021 0.353

.0000031 e0.225

.0000046 0.251

.00058 e0.156

.00072 e0.205

.00092 0.269

.001 0.091

.0032 0.205

.0033 0.157

.029 0.120

.035 0.198

.051 0.156

.053 e0.105

.056 e0.106

lation; CMR, cardiac magnetic resonance imaging; E/A, ratio of early diastolic
stolic mitral flow velocity to the early diastolic mitral septal annulus motion
Heart Association. .



Figure 2. Methods for addressing data imbalancedthe illustration
shows our classification scheme for combining oversampling and
undersampling. The topmost layer represents the entire training set,
which comprises a majority of No-atrial fibrillation (AF) records (left)
and the minority of AF records (right). The majority class in the training
set (No-AF) is randomly undersampled such that the No-AF to AF record
ratio is 2:1. The minority class (AF) is oversampled using Synthetic
Minority Oversampling Technique (SMOTE) to generate synthetic new
AF-like records, doubling the number of AF records. The resulting set
forms a balanced training set, containing the same number of AF and
No-AF records.

Figure 3. Flow chart indicating selection of atrial fibrillation (AF) and
No-AF cases in the hypertrophic cardiomyopathy (HCM) cohort.
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on the imbalanced left-out test set comprising 20% of the
data. The classifier assigned to each record in the test set a
probability to be associated with AF or non-AF. We con-
ducted 10 complete 5-fold cross-validation experiments (each
using a different 5-way split of the dataset), for a total of 50
complete runs, on 50 training and test sets.

Model evaluation. We employed specificity, sensitivity, and
area under the receiver operating characteristics (ROC) curve
to assess model performance.

Comparison. We evaluated the performance attained by our
model when it was trained on 3 additional feature sets re-
ported as being predictive of AF in the general population,
namely the Framingham Heart Study (FHS),24 the Athero-
sclerosis Risk in Communities (ARIC) study,25 and the Co-
horts of Heart and Aging Research in Genomic Epidemiology
(CHARGE-AF) Consortium.26
Figure 4. Age distribution of hypertrophic cardiomyopathy (HCM) pa-
tients with atrial fibrillation (AF) in HCM cohort. AF prevalence in-
creases with age in HCM.
Results

Patient population

We studied 831 patients with a clinical diagnosis of HCM.
AF was diagnosed in 22% of the HCM cohort: 139 patients
were diagnosed with AF prior to/at the first clinic visit, and 52
patients were diagnosed with AF during follow-up (Fig. 3).
The prevalence of AF varied from 9% to 30% and increased
with age; AF prevalence was highest in the age group of 61-80
years (Fig. 4).

Demographic, clinical, and imaging features of the HCM
cohort at the time of their first clinic visit are presented in
Table 2. Patients in the AF group were older, and were more
likely to have higher New York Heart Association (NYHA)
class, and lower exercise capacity, than the No-AF group. The
AF group also had larger left atrial (LA) size (Fig. 5), greater
diastolic dysfunction, worse global longitudinal strain, and a
greater amount of LV replacement fibrosis (reflected by LV-
LGE), compared with the No-AF group, suggesting a
greater degree of LV myopathy. No difference was observed in
LV mass, maximum LV thickness, or left ventricular outflow
tract (LVOT) gradients between the AF and No-AF groups of
HCM patients.

Mean follow-up was 3.1 years (median ¼ 2.1; 25the75th
percentile ¼ 1.0e4.8 years). HCM patients from the AF
group had a higher incidence of heart failure and all-cause
death, compared with the No-AF group (Table 2).

Machine learningebased identification of AF cases

Our feature-selection process identified 18 clinical variables
whose values distinguish AF cases from No-AF cases within
the HCM population. Table 1 provides a list of these pre-
dictive variables, along with the corresponding polychoric
correlation and P values, indicating their degree of association
(or lack thereof) with AF. We identified 7 variables that are
negatively correlated with AF, and 11 variables that are
positively associated with AF. Left atrial diameter is highly
correlated with AF. Several exercise-related parameters,
including, lower exercise capacity (reflected by lower meta-
bolic equivalents [METs], exercise time, peak stress heart
rate), abnormal blood pressure (BP) response to exercise,
lower diastolic BP at peak exercise, and lower heart rate re-
covery after exercise are associated with higher risk for AF.
Other predictors of AF include replacement fibrosis in the LV
(reflected by LV-LGE), greater diastolic dysfunction (reflected



Table 2. Demographic and clinical feature values of the HCM cohort shown for patients with/without AF

Variable No-AF n ¼ 640 AF n ¼ 191 P

Clinical characteristics
Age, y 52 � 16 58 � 13 <0.001
Male sex 399 (62) 120 (63) 0.9
Body mass index, kg/m2 29 � 6 30 � 7 0.1
HCM type 0.02

Non-obstructive 203 (32) 56 (30)
Labile obstructive 244 (38) 57 (30)
Obstructive 191 (30) 77 (41)

NYHA class <0.001
I 376 (59) 82 (43)
II-III 264 (41) 109 (57)

Angina 260 (41) 68 (36) 0.2
Family history of HCM 125 (20) 37 (19) 0.9
ICD implantation 42 (7) 32 (17) <0.001
Syncope 120 (19) 41 (22) 0.5
Family history of sudden cardiac death 159 (25) 44 (23) 0.7
Non-sustained VT 62 (10) 29 (15) 0.05
Septal wall thickness �30 mm 55 (9) 8 (4) 0.07
Medications

Beta-blocker 435 (68) 157 (82) <0.001
Calcium channel blocker 176 (28) 66 (35) 0.07
RAS blockade 150 (23) 49 (26) 0.6
Disopyramide 15 (2) 15 (8) 0.001

Imaging features
Echocardiography

Left atrial diameter, mm 41 � 7 45 � 8 <0.001
Maximal septal wall thickness, mm 21 � 5 21 � 5 0.1
LV ejection fraction, % 66 � 8 64 � 8 0.1
E/A 1.3 � 0.6 1.7 � 1.3 <0.001
E/�e 18 � 11 22 � 12 <0.001
Rest LVOT peak gradient, mm Hg 28 � 32 32 � 30 0.2
Stress LVOT peak gradient, mm Hg 67 � 53 72 � 54 0.3
LV-GLS, % e16.1 � 3.7 e15.1 � 3.8 0.003
LV-SR_S e1.00 � 0.20 e0.93 � 0.20 <0.001
LV-SR_E 1.14 � 0.35 1.06 � 0.31 <0.001
Moderate or severe MR 70 (11) 31 (16) 0.06
Cardiac magnetic resonance (n ¼ 608)
LV mass, g 163 � 69 172 � 62 0.2
LGE presence 300 (63) 107 (81) <0.001
LGE (% of LV mass) 11 � 12 16 � 13 0.004
Positron emission tomography (n ¼

145)
Global rest MBF, mL/min/g 0.93 � 0.26 1.04 � 0.54 0.2
Global stress MBF, mL/min/g 2.14 � 0.65 2.01 � 0.75 0.3
Myocardial flow reserve 2.44 � 0.85 2.30 � 0.66 0.3
Summed difference scores 5.4 � 4.9 4.3 � 4.8 0.2

Exercise parameters
Treadmill exercise time, s 566 � 202 471 � 193 <0.001
Metabolic equivalents 10.3 � 4.2 8.8 � 3.7 <0.001
Rest heart rate, bpm 65 � 13 65 � 14 0.5
Rest systolic blood pressure, mm Hg 133 � 22 131 � 18 0.5
Rest diastolic blood pressure, mm Hg 77 � 11 77 � 12 0.9
Stress heart rate, bpm 145 � 28 131 � 26 <0.001
Stress systolic blood pressure, mm Hg 161 � 36 153 � 37 0.02
Stress diastolic blood pressure, mm Hg 82 � 18 77 � 17 0.003
ABPR 179 (31) 70 (43) 0.009

Follow-up: adverse outcomes
Stroke 7 (1) 5 (3) 0.2
Heart failure hospitalization 27 (5) 16 (10) 0.04
VT/VF 18 (3) 11 (7) 0.1
Death 13 (2) 13 (8) 0.003

Values are n (%), unless otherwise indicated.
ABPR, abnormal blood pressure response to exercise; AF, atrial fibrillation; bpm, beats per minute; E/A, ratio of early diastolic mitral flow velocity to the late

diastolic mitral flow velocity; E/e’, ratio of early diastolic mitral flow velocity to the early diastolic mitral septal annulus motion velocity; HCM, hypertrophic
cardiomyopathy; ICD, implantable cardioverter defibrillator; LGE, late gadolinium enhancement; LV, left ventricular;; LV-GLS, LV peak global longitudinal
systolic strain; LVOT, LV outflow tract; LV-SR_E, LV peak global longitudinal early diastolic strain rate; LV-SR_S, peak global longitudinal systolic strain rate;
MBF, myocardial blood flow; MR, mitral regurgitation; NYHA: New York Heart Association; RAS blockade, angiotensin-converting enzyme inhibitor, angiotensin
II receptor blocker; VT/VF, ventricular tachycardia/ventricular fibrillation.
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Figure 5. Distribution of left atrium (LA) size in hypertrophic cardiomyopathy patients with/without atrial fibrillation (AF). Significant overlap exists in
LA diameter values in the AF and No-AF groups, but mean values for LA diameter were significantly higher in the AF group, compared with the No-AF
group (P < 0.001). Each dot represents a patient; mean � 1.96 standard deviations is presented.
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by higher ratio of early diastolic mitral flow velocity to the late
diastolic mitral flow velocity [E/A] and ratio of early diastolic
mitral flow velocity to the early diastolic mitral septal annulus
motion velocity [E/e0], and lower left ventricular peak global
longitudinal early diastolic strain rate [LV-SR_E]) and worse
(more positive) global longitudinal systolic strain rate (LV-
SR_S).

Notably, combining the ensemble classifier comprising
logistic regression and naïve Bayes with oversampling and
undersampling led to higher sensitivity and area under the
receiver operating curve (AUC), compared to the 4 simple
classifiers (naïve Bayes, logistic regression, decision tree, and
random forest) alone (Table 3). Figure 6 illustrates the C-
index (0.80) for our method (HCM-AF-Risk Model), which
assigns an individualized probability to each patient who
presents with AF.

Comparison of HCM-AF-Risk Model performance with
previous AF models

We compared the performance of the HCM-AF-Risk
Model in identifying AF cases with that obtained using
Table 3. Comparison of performance between the simple baseline
logistic regression classifier (Baseline), approaches used for
addressing data imbalance (Random undersampling), and the
classifier resulting from our combination of undersampling and
oversampling, trained on datasets represented via the 18 features
identified by our feature selection method (HCM-AF-Risk Model)

Performance
measure Baseline

Random
undersampling

HCM-AF-Risk
Model

Sensitivity 0.41 (�0.04) 0.43 (�0.04) 0.74 (�0.02)
Specificity 0.93 (�0.03) 0.90 (�0.02) 0.70 (�0.03)
AUC (C-index) 0.79 (�0.04) 0.77 (�0.02) 0.80 (�0.03)

Standard deviation is shown in parentheses; highest values are shown in
boldface.

AUC, area under the receiver operating characteristic curve; HCM-AF,
hypertrophic cardiomyopathy atrial fibrillation.
features employed by the FHS,24 ARIC,25 and CHARGE-
AF26 risk models (Table 4). The HCM-AF-Risk Model
demonstrates significantly higher performance (P < 0.001)
across all evaluation metrics, including specificity, sensitivity,
and area under ROC curve (C-index) for identification of
HCM patients with AF, compared with published
models24-26 focused on AF prediction in the general popula-
tion. The datasets used in these studies are not publicly
available, which precludes their use for training/testing on our
dataset and comparing their performance according to all the
measures we have used. Hence, we compared the performance
level attained by our model with that reported by the other
studies in terms of the C-index (Table 4).
Figure 6. Receiver operating characteristic (ROC) curve for Hypertro-
phic Cardiomyopathy Atrial Fibrillation (HCM-AF)-Risk Model. The ROC
curve depicts the performance of the HCM-AF-Risk Model that com-
bines the undersampling and oversampling approaches. The false-
positive rate is shown on the x-axis, and the true-positive rate is
indicated on the y-axis. AUC, area under the curve.



Table 4. Comparison of performance attained by HCM-AF-Risk Model based on 4 feature sets

Feature set #/originating study, features Sensitivity Specificity C-index/AUC

1/FHS
Age, sex, body mass index, systolic

blood pressure at rest, treatment for
hypertension, heart failure

0.53 (�0.20) 0.60 (�0.20) 0.60 (�0.20)

2/ ARIC
Age, race, height, smoking status,

systolic blood pressure, hypertension
medication use, left atrial
enlargement by echocardiography,
diabetes, coronary artery disease,
heart failure

0.57 (�0.05) 0.63 (�0.02) 0.68 (�0.05)

3/CHARGE-AF Consortium
Age, race, height, weight, systolic blood

pressure, diastolic blood pressure,
current smoking, antihypertensive
medication use, diabetes, history of
myocardial infarction, history of
heart failure

0.54 (�0.10) 0.60 (�0.10) 0.61 (�0.10)

4/HCM-AF-Risk Model (our study)
18 features (shown in Table 1)

identified by our feature-selection
method

0.74 (�0.02) 0.70 (�0.03) 0.80 (�0.03)

The variables associated with the 4 feature sets that were used to represent the data for training our model are indicated in italics in this footnote. Set 1 shows our
model performance when trained on 6 attributes identified as informative for AF prediction in the study by Schnabel et al.24 (C-index/AUC ¼ 0.78), conducted
using the FHS dataset; the predictors PR interval by EKG and significant cardiac murmur were not recorded in our dataset. Set 2 shows the performance attained by
our model when trained on 10 features reported as predictive of AF in the study by Chamberlain et al.25 using the ARIC dataset (C-index/AUC ¼ 0.76)2; the
predictors precordial murmur and LVH by EKG were not recorded in our dataset. Set 3 includes 11 risk factors for AF identified in the study by Alonso et al.26 in the
CHARGE-AF Consortium (C-index/AUC ¼ 0.76). Set 4 shows the performance achieved by our model based on the 18 features identified as predictive by our
feature-selection approach. The difference between the performance attained when the representation is based on our feature set (Set 4) and those attained when the
representation is based on the 3 other sets, is highly statistically significant (P < 0.001). Standard deviation is shown in parentheses. The highest values are shown in
boldface.

AF, atrial fibrillation; ARIC, Atherosclerosis Risk in Communities Study; AUC, area under the curve; CHARGE-AF, Cohorts for Heart and Aging Research in
Genomic Epidemiology-Atrial Fibrillation; EKG, electrocardiogram; FHS, Framingham Heart Study; HCM-AF, hypertrophic cardiomyopathy atrial fibrillation; PR
interval, the time from the onset of the P wave to the start of the QRS complex on electrocardiogrpahy; LVH, left ventricular hypertrophy.
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We repeated our experiments, using only LA diameter to
represent our dataset, based on results from several previous
studies2,27,28 that identified LA enlargement as most predic-
tive of AF in HCM. We observed reduction in our model’s
performance when LA diameter alone is included in the
feature set: specifically, area under ROC curve decreased by
20% (C-index: 0.66 down from 0.80); sensitivity decreased
by 37% (0.54 down from 0.74); and specificity decreased by
14% (0.63 down from 0.70).
Discussion
The HCM-AF-Risk Model is the first machine learninge

based method for the identification of AF cases and clinical/
imaging features associated with higher/lower risk of AF in
HCM, using electronic health record data. In our model,
individual patient data are represented as an N-dimensional
vector, and the model output is a probability score for AF (AF
risk) in HCM. We identified 18 clinical variables that are
highly associated (positively/negatively) with AF in HCM
patients. In addition to age, NYHA class, LA size, and LV
fibrosis, which have been previously found to be associated
with AF in HCM,29-31 we found that additional clinical fea-
tures, such as LV diastolic dysfunction and lower LV-systolic
strain, are positively associated with AF, and greater exercise
capacity is negatively associated with AF in HCM.
Our machine learning model directly addresses the
imbalance inherent in clinical datada relatively small pro-
portion of the patients present with an adverse outcome, AF
in our case, and the majority do not exhibit this condition (the
rest of the HCM population in this study). Handling such
imbalance is critical when using machine learning to obtain a
classifier. Otherwise, the classifier learned based on the data
tends to favor assigning patients to the negative class, which is
in the majority (No-AF).

Several small studies have reported an association between
age,29 NYHA class,30 left atrial (LA) size/function,29-31 EKG-
P-wave dispersion,31 N-terminal proB-type natriuretic peptide
(NT-proBNP) levels,31 fibrosis in the LV,30 and AF in HCM
patients. Clinical risk scores for AF prediction have been
developed and validated using general populations from the
FHS,24 the Cardiovascular Heart Study (CHS),26 ARIC,25

the Multi-Ethnic Study of Atherosclerosis Study (MESA),32

the Reykjavik Study (AGES),33 and the Rotterdam Study
(RS).34 But it is unknown whether these models are effective
in assessing AF risk in HCM, given the differences in cardiac
physiology/pathology between HCM patients and the general
population. In our retrospective study, we devised a machine
learningebased model to identify HCM patients with AF/
history of AF; the next step is prospective multicentre testing
and validation of the HCM-AF-Risk Model to predict AF in
HCM.



Table 5. Comparison of clinical/imaging features associated with AF, VArs, and HF in HCM patients, identified by the HCM-AF-Risk Model (current work), the HCM-VAr-Risk Model,23 and the HCM-HF-
Risk Model

AF
HCM-AF-Risk Model (18 predictive variables)

sensitivity ¼ 0.74, specificity ¼ 0.70,
C-index ¼ 0.80

VAr HCM-VAr-Risk Model (22 predictive variables)
sensitivity ¼ 0.73, specificity ¼ 0.76,

C-index ¼ 0.83

HF
HCM-HF-Risk Model (17 predictive variables)

sensitivity ¼ 0.80, specificity ¼ 0.78,
C-index ¼ 0.84

Variables associated with AF in HCM P

Polychoric
correlation
with AF

Variables associated
with VAr (VT/VF) in HCM P

Polychoric
correlation
with VAr

Variables associated
with HF in HCM P

Polychoric
correlation
with HF

Exercise time, s (e) 3 x 10e6 e0.225 Exercise time, s (e) 7 x 10e3 e0.167 Exercise time, s (e) 4.7 x 10e7 e0.346
Exercise METs (e) 1 x 10e6 e0.154 Exercise METs (e) 1 x 10e2 e0.131 Exercise METs (e) < 1 x 10e9 e0.579
Age, y (þ) 4 x 10e7 0.219 Age, y (e) 3 x 10e2 e0.15 Sex (male þ) > 1 x 10e9 0.401
E/e0 (þ) 3 x 10e3 0.157 E/e0 (þ) 6 x 10e2 0.167 LV-LGE % of LV mass

(þ)
3 x 10e2 0.191

LV global longitudinal peak systolic
strain rate, 1/s (þ)

2.9 x 10e2 0.12 LV global longitudinal peak systolic
strain rate, 1/s (þ)

3 x 10e3 0.171 History of syncope (þ) 4.7 x 10e2 0.157

LV global longitudinal early diastolic
strain rate, 1/s (e)

5 x 10e2 e0.106 LV global longitudinal early diastolic
strain rate, 1/s (e)

1 x 10e3 e0.213 History of smoking (þ) 2.5 x 10e2 0.148

HR at peak exercise stress, bpm (e) 1 x 10e10 e0.288 NSVT (presence þ) 5 x 10e4 0.994 HR at peak exercise stress,
bpm (e)

< 1 x 10e9 e0.447

LV-LGE (presence þ) 9 x 10e4 0.269 VT induced by NIPS during follow-up
(presence þ)

1 x 10e2 0.667 LV-LGE (presence þ) 3.6 x 10e2 0.159

HRR at 1 min post-exercise, bpm (e) 7 x 10e4 e0.205 HCM type (non-obstructive þ) 1 x 10e3 0.366 HRR at 1 min post-
exercise, bpm (e)

< 1 x 10e9 e0.411

Dyspnea on exertion (þ) 3 x 10e2 0.198 Peak stress LVOT gradient, mm Hg
(e)

1 x 10e5 e0.273 Dyspnea on exertion (þ) < 1 x 10e9 0.668

% of max HR at peak exercise, % (e) 5 x 10e4 e0.156 Unexplained syncope (presence þ) 3 x 10e4 0.264 % of max HR at peak
exercise, % (þ)

1 x 10e7 0.546

Septal myectomy (þ) 2.1 x 10e6 0.353 LV global longitudinal peak systolic
strain, % (þ)

3 x 10e2 0.235 Presyncope (þ) 4.2 x 10e2 0.146

Left atrial diameter, cm (þ) 1 x 10e11 0.316 SBP before exercise test, mm Hg (e) 1 x 10e3 e0.232 Late diastolic filling
velocity (A), cm/s (þ)

6 x 10e3 0.136

Diuretic treatment (þ) 4.6 x 10e6 0.251 ECHO LVEF, % (e) 1 x 10e2 e0.198 Family history of HCM
(e)

4.9 x 10e2 e0.132

NYHA functional class (þ) 3 x 10e3 0.205 Family history of HCM (presence þ) 6 x 10e2 0.195 LV end-diastolic volume,
ml (e)

2.3 x 10e2 e0.111

ABPR during exercise test in follow-up
visit (presence þ)

5 x 10e2 0.156 IVS/PW ratio (þ) 1 x 10e2 0.195 LV end systolic volume, ml
(e)

2.7 x 10e2 e0.096

DBP at peak exercise, mm Hg (e) 5 x 10e2 e0.105 DBP before exercise test, mm Hg (e) 1 x 10e2 e0.177 Peak stress LVOT
gradient, mm Hg (þ)

4.8 x 10e2 0.0714

E/A (þ) 1 x 10e3 Maximal IVS thickness, mm (þ) 3 x 10e3 0.125
Peak rest LVOT gradient, mm Hg (e) 4 x 10e2 -0.119
Body mass index, kg/m2 (e) 3 x 10e2 e0.115
Family history of SCD (presence þ) 5 x 10e2 0.097
Statin use (e) 6 x 10e2 e0.052

The HCM-AF-Risk Model (current work), the HCM-VAr-Risk Model,23 and the HCM-HF-Risk Model were developed using similar methods and the same HCM patient dataset.
ABPR, abnormal blood pressure response; AF, atrial flutter or atrial fibrillation of any duration before 1st clinic visit and/or during follow up; bpm, beats per minute; DBP,diastolic blood pressure; E/A: ratio of early

diastolic mitral flow velocity to the late diastolic mitral flow velocity; ECHO, echocardiogram; E/e’: ratio of early diastolic mitral flow velocity to the early diastolic mitral septal annulus motion; HCM, hypertrophic
cardiomyopathy; HF, heart failure (�NYHA class III symptoms and/or HF hospitalization during follow-up); HR, heart rate; HRR, heart rate recovery; IVS, interventricular septum; IVS/PW, ratio of maximal thickness
of interventricular septum and maximal thickness of posterior wall of left ventricle; LV, left ventricle; LVEF, LV ejection fraction; LV-LGE, late gadolinium enhancement in the LV myocardium by cardiac magnetic
resonance imaging; LVOT, LV outflow tract; MET, metabolic equivalent; NIPS, non-invasive programmed stimulation; NSVT, non-sustained ventricular tachycardia; NYHA, New York Heart Association; SBP, systolic
blood pressure; SCD, sudden cardiac death; VAr, sustained ventricular tachycardia (� 30 s) or ventricular fibrillation before 1st clinic visit and/or during follow-up; VF, ventricular fibrillation; VT, ventricular tachycardia.
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HCM-AF-Risk Model

Employing a statistical machine learning method is ad-
vantageous as it allows automatic quantification of the likeli-
hood of an event (AF, in this case) based on the combination
of feature values obtained from the patient’s electronic health
records, and their level of association with the event. More-
over, unlike traditional rule-based models,5 machine learning
methods are flexible in the face of new data, as these methods
can tune and update the parameters that govern the classifi-
cation algorithm based on the added data. Thus, machine
learning methods are well suited for use in the clinical setting,
in which additional patients’ data are frequently accumulated.

In contrast to the majority of current machine learning
methods based on artificial neural networks,6,35,36 for which
the output decision typically cannot be explained, our method
is based on modeling a clear probabilisitic decision process
that can be tracked back and used to justifiy the decision. We
believe that this aspect of machine learning is critical when it
is used to support clinical decision making. Notably, our
HCM-AF-Risk Model addresses data imbalance, and it uti-
lizes a set of 18 clinical variables to identify AF cases, and
clinical features associated with higher/lower risk for AF in
HCM patients.

We note that heart failure, along with VT/VF and stroke,
was not included in the list of clinical variables considered by
our method. is the reason it was excluded is that our goal is to
identify demographic, clinical, and imaging features that
predict adverse outcomes (AF in this case) in HCM patients,
and using such adverse outcomes as predictors defeats this
purpose.

Clinical predictors of AF in HCM using the HCM-AF-
Risk Model

Left atrial diameter is the strongest predictor of AF in our
study. The association between LA size and AF has been
documented extensively in the general population37-41 and in
HCM patients.2,42-46 The association between LA enlargement
and AF has been attributed to stretch-induced LA structural and
electrophysiologic remodeling.47 In the case of HCM, given that
most causal HCM mutations are expressed in both atrial and
ventricular myocytes, atrial myopathy and LV diastolic
dysfunction could underlie the high prevalence of AF in HCM.

Our HCM-AF-Risk Model indicates an association be-
tween diastolic dysfunction and AF in HCM. We found that
higher values for E/A, E/e0,48 and lower (worse) global dia-
stolic strain rate reflecting a greater degree of diastolic
dysfunction are associated with higher risk for AF in HCM.
Similar results have been reported in studies conducted in
non-HCM patients.37,49,50 The mechanism whereby diastolic
dysfunction has been proposed to predispose patients to AF is
by increasing LA preload (stretch), afterload, and wall stress
(dilation), which lead to ion channel remodeling and fibrosis
and increase susceptibility for reentrant arrhythmias such as
atrial fibrillation/flutter.49

LV-LGE and worse LV global longitudinal peak systolic
strain rate, which reflect a greater degree of LV myopathy, are
associated with AF in our model. Several studies previously
have detected an association between LV fibrosis and AF in
HCM.51-53 A recent CMR study in HCM patients reported
greater amounts of LA fibrosis in HCM patients with PAF, as
well as a positive association between atrial and ventricular
fibrosis (LGE).54 Since fibrosis slows conduction and pre-
disposes to reentry, LA fibrosis would be expected to increase
risk for AF.

Lower exercise capacity, lower chronotropic response/heart
rate recovery, abnormal BP response to exercise, and lower
diastolic BP at peak exercise are associated with higher risk for
AF in our study. Similar results of exercise intolerance in
HCM patients with PAF have been reported in a previous
study of 265 HCM patients during sinus rhythm55din this
case, the authors did not observe an association between lower
exercise capacity and diastolic dysfunction or LA volume.
Additionally, ECHO56 and CMR29,54 studies in HCM pa-
tients have revealed greater impairment of LA function and a
greater degree of LA fibrosis in HCM patients with PAF,
suggesting that PAF is a marker of LA myopathy.

One mechanism underlying reduced exercise capacity in
HCM patients (with PAF), even during sinus rhythm,55 could
be impairment of LV hemodynamics in the setting of LA
myopathy, since the LA modulates LV performance by its
reservoir function during ventricular systole, conduit function
during early ventricular diastole, and booster pump function
during late ventricular diastole. A second possibility is higher
pulmonary capillary wedge pressure in HCM patients with
AF, based on results of a study in 123 patients who underwent
simultaneous left and right heart catheterization; pulmonary
capillary wedge pressure was higher than LV end-diastolic
pressure among AF patients and lower than LV end-
diastolic pressure among patients in sinus rhythm.56 Other
contributors to lower exercise capacity in HCM patients with
AF include sympathovagal imbalance57 leading to systemic
vasodilation, chronotropic incompetence induced by atrial
remodeling/medications, and greater degree of LV myopathy.
Comparison of clinical variables associated with atrial
fibrillation, VT/VF, and heart failure in HCM. We have
also developed machine learningebased models for identi-
fying HCM patients with lethal ventricular arrhythmias
(HCM-VAr-Risk Model)23 and heart failure (HCM-HF-Risk
Model; Table 5) using the same methodology and dataset
used to generate the HCM-AF-Risk Model. Comparison of
these model results revealed 2 predictors that are common to
all 3 models (exercise time, exercise METs).

We identified 5 predictors (exercise time, METs, E/e0 ra-
tio, LV global longitudinal peak systolic strain rate, and LV
global longitudinal early diastolic strain rate) that are common
in the AF and VAr models; 13 variables are associated with
AF, but not with VT/VF (Table 5). Older age is associated
with increased risk for AF, but lower risk for VT/VF, which
has been confirmed by other studies.2,58 HCM type (non-
obstructive), family history of HCM or sudden cardiac death,
and non-sustained VT are associated with VT/VF but not AF,
which may reflect differences in arrhythmic substrate in the
LV and LA in HCM. Notably, LV hypertrophy (max inter-
ventricular septum thickness, interventricular septum /poste-
rior wall ratio) is associated with VT/VF but not AFdhigher
risk for VT/VF but not AF could be attributed to a greater
degree of myocardial ischemia,59 interstitial fibrosis,60 and
myocyte disarray61 in the hypertrophied LV.62 The associa-
tion of replacement fibrosis (LV-LGE) with AF but not VT/



Bhattacharya et al. 811
Machine Learning for AF Cases in HCM
VF could reflect the impact of a greater degree of diastolic
dysfunction induced by LV fibrosis resulting in LA dilatation/
remodeling and AF. Taken together, our results suggest
distinct pathophysiologic mechanisms underlying atrial and
ventricular arrhythmias in HCM (Table 5).

For heart failure (HF), 7 variables are negatively correlated
with HF, and the remainder (n ¼ 10) are positively associated
with HF. We identified 7 common predictors between the AF
and HF models (dyspnea on exertion, exercise-METs/time,
heart rate at peak stress, percentage of maximum heart rate
at peak exercise, heart rate recovery at 1 min post-exercise, and
presence of LV-LGE on CMR). Lower values of LV end-
diastolic volume, LV end-systolic volume, exercise capacity
and higher values of stress LVOT gradients, and LV-LGE are
positively associated with HF in HCM. These results suggest
that LV geometry, obstruction, fibrosis, and diastolic
dysfunction contribute to HF in HCM.

Limitations

This is a single centre, retrospective study. Although our
approach is especially effective when the size of the dataset
and the number of examples in the underrepresented class
(AF in our case) are limited, our approach has limitations.
When working with a larger imbalanced dataset, the
undersampling step involved in creating a balanced training
set eliminates a sizeable portion of the overrepresented
class, whereas the oversampling step applied via the Syn-
thetic Minority Oversampling Technique (SMOTE) pro-
cess to the underrepresented class generates a large number
of synthesized samples that were not in the original dataset.
Both of these lead to a potential loss of useful information
and alter the distribution of characteristic feature values
across both the minority and majority classes. In the cur-
rent study, this issue was mitigated by thorough experi-
mentation to determine the effective rates of
undersampling and oversampling.

We grouped all AF cases (paroxysmal, persistent, per-
manent), as well as prevalent and incident AF, into one set
because of the low event number; hence, some of the risk
markers of AF (eg, LA size) could reflect a consequence of
AF. Furthermore, we only included symptoms and ECHO/
CMR imaging features obtained at the patients’ first clinic
visit in the model. Given that symptoms and cardiac phys-
iology can evolve over time, the relationship between evo-
lution of individual features and AF deserves investigation.
Hence, periodic reassessment of risk is needed in the clinical
setting.

LA volume,44 LA strain,63 LA fibrosis,54 EKG/blood bio-
markers,64 genotype,65-67 and sleep apnea were not included
in our model, because these data are not available for a large
proportion of our cohort. Lastly, we were unable to assess the
generalizability of our approach by applying our developed
model to additional HCM patientsdbeyond the cross-
validation studyddue to the unavailability of data from
other HCM cohorts reported in other studies. We plan to
address the latter issue in a future prospective study.

We could not assess the effect of the parameters, stroke,
VT/VF, or heart failure on model performance, because of the
small number of patients with these outcomes at the time of
patients’ first clinic visit.
Conclusions
The HCM-AF-Risk Model effectively identifies HCM

patients with AF. Our model attains good performance (0.74:
sensitivity; 0.70: specificity; C-index: 0.80) while addressing
the imbalance between high-risk and low-risk cases that is
inherent in most clinical data. The set of clinical attributes
identified by our method as being indicative of AF, and
serving to justify the severity level assigned by the classifier,
includes several hitherto unidentified markers of AF in HCM,
and suggests that HCM patients with AF have a more severe
cardiac HCM phenotype.
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