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Abstract
Background: End-stage kidney disease is associated with poor prognosis. Health care professionals must be prepared to address 
end-of-life issues and identify those at high risk for dying. A 6-month mortality prediction model for patients on dialysis derived in the 
United States is used but has not been externally validated.
Aim: We aimed to assess the external validity and clinical utility in an independent cohort in Canada.
Design: We examined the performance of the published 6-month mortality prediction model, using discrimination, calibration, and 
decision curve analyses.
Setting/participants: Data were derived from a cohort of 374 prevalent dialysis patients in two regions of British Columbia, Canada, 
which included serum albumin, age, peripheral vascular disease, dementia, and answers to the “the surprise question” (“Would I be 
surprised if this patient died within the next year?”).
Results: The observed mortality in the validation cohort was 11.5% at 6 months. The prediction model had reasonable discrimination 
(c-stat = 0.70) but poor calibration (calibration-in-the-large = −0.53 (95% confidence interval: −0.88, −0.18); calibration slope = 0.57 
(95% confidence interval: 0.31, 0.83)) in our data. Decision curve analysis showed the model only has added value in guiding clinical 
decision in a small range of threshold probabilities: 8%–20%.
Conclusion: Despite reasonable discrimination, the prediction model has poor calibration in this external study cohort; thus, it may 
have limited clinical utility in settings outside of where it was derived. Decision curve analysis clarifies limitations in clinical utility not 
apparent by receiver operating characteristic curve analysis. This study highlights the importance of external validation of prediction 
models prior to routine use in clinical practice.
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What is already known about the topic?

•• Patients with end-stage kidney disease (ESKD) experience high mortality and morbidity.
•• Despite the importance of prognostication in patients with ESKD, there is limited understanding of existing prognostic 

tools that were developed to support the practice for guiding clinical management of individual patients.
•• There is a 6-month mortality prediction model for patients on hemodialysis that reports particularly high discriminative 

ability and is available for use on mobile and online apps; however, its utility and external validity have not been assessed.
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Introduction

Poor survivorship in end-stage kidney disease (ESKD) 
remains an important issue in the care of patients with 
chronic kidney disease (CKD) around the world. The Inter-
national guidelines on CKD emphasize the high morbidity 
and mortality experienced by patients with ESKD.1 The 
Canadian Organ Replacement Register indicates that in 
2013, 5333 Canadians with ESKD began some form of 
renal replacement therapy, an almost three-quarters increase 
from two decades ago.2 While patients aged ⩾75 years were 
the largest group to start dialysis, their 5-year survival was 
only 27%.2 Among the elderly in facility care, studies have 
shown both poor survivorship and poor functional status 
associated with dialysis treatment for ESKD.3 Health care 
professionals must therefore be prepared to address issues 
and recommend appropriate care related to end of life. The 
associated issues and the shared decision-making process 
are complex and include advance care planning (ACP), 
revised medication strategies that prioritize symptom man-
agement, and consideration of non-dialytic management of 
ESKD including planned conservative care as well as with-
drawal of dialysis.4–6

While initiatives across countries support earlier ACP 
for patients with chronic diseases,5,7 the actual conversa-
tions around life expectancy and optimal timing for these 
conversations may be challenging in the absence of a reli-
able prognostic tool.7,8 Despite the distressing nature of 
these discussions, patients want to be informed of their 
prognosis.9,10 Nonetheless, risk prediction models to guide 
ACP or withdrawal discussions are often not routinely uti-
lized for clinical management of individual patients. Given 
the importance of prognostication in patients with ESKD, 
improved prognostication strategies and tools are needed.

Uptake of prediction models into clinical care  
requires that the internal validity, external validity, and 

clinical usefulness are established.11 In recent years,  
existing prognostic models that predict mortality among 
patients with ESKD have been quite extensively studied 
with internal validations.12–22 Studies from the United 
States, Canada, Taiwan, and European countries have 
reported models with variable but reasonably accurate 
predictive ability.12,13,15–22 However, none of these models 
have been independently validated in a population dif-
ferent from the original study population.

The 6-month mortality prediction model for mortality 
in patients on hemodialysis (HD) by Cohen et al.12 is of 
particular interest given its higher degree of discrimination 
(area under the curve (AUC), 0.87), with predictor varia-
ble content similar to comparable studies but has the high-
est c-statistics, a measure of predictive accuracy,23 among 
them (details in Supplemental Material). The prognostic 
model is also well received in clinical practice given its 
availability on smartphones and Internet tools.24 The 
objective of this study is to independently evaluate its per-
formance and clinical utility in a Canadian cohort of ESKD 
patients using robust methodology.

Methods

Patients and data collection

Prevalent patients on dialysis in two geographic regions 
of British Columbia, Canada, were identified from qual-
ity improvement datasets at two distinct periods: one 
over a 4-month period in 2011 and the other over a 
16-month period in 2013–2014. The primary nephrologists 
were asked to answer the “Surprise Question (SQ),” 
“Would I be surprised if this patient died within the next 
year?”, pertaining to their respective patients. The date of 

What this paper adds?

•• This study is the first external validation that assesses performance for an ESKD mortality prediction model in a popula-
tion external to and independent from the validation cohort.

•• This study is also the first ESKD mortality prediction model assessment that utilizes decision curve analysis to help 
clarify clinical utility.

•• Using robust methodology, this study indicates that the 6-month mortality prediction model has limited clinical utility 
despite reasonable discrimination in the validation cohort.

Implications for practice, theory, or policy

•• Future studies need to clarify appropriate uses for this 6-month mortality prediction model for guiding aspect of care 
that are lower risk, for example, coordinating uptake of advance care planning discussion, where it could add value in 
guiding clinical decision within a narrow range of threshold probabilities (8%–20%) as per the decision curve analysis.

•• The findings support the importance of evaluating prediction model using local data for relevance and suitability of rou-
tine use.

•• Limitations and applicability of prognostic tools should be recognized prior to uptake in clinical practice.

http://journals.sagepub.com/doi/suppl/10.1177/0269216317720832
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SQ was regarded as start date of the study (i.e. Time 0).In 
addition to the SQ, four other key variables in the predic-
tion model derived by Cohen et al.12 and demographic 
variables were also collected at the time of SQ: age, 
serum albumin, peripheral vascular disease (PVD), and 
dementia, as well as sex, race, and dialysis vintage. All 
serum albumin measures were normalized to bromcresol 
purple measures.25 Albumin values were truncated at 3 
and 4.5 g/dL as in Cohen et al.12

Exclusion criteria included patients who were on  
peritoneal dialysis, missing data in any of the five key 
variables, age less than 19 years old or greater than 
92 years old, and serum albumin less than 1.7 g/dL or 
greater than 5 g/dL (these ranges were not valid in the 
model by Cohen et al.12).

Mortality outcomes were collected up to 24 months 
after recruitment. Deaths occurring within 6.5 months 
were regarded as the observed death events at 6 months, as 
per the same definition used in the development cohort. 
This study was approved by the Research Ethics Board of 
the Providence Health Care Research Ethics Board (ID: 
H14-03325).

6-month predicted mortality risk

The 6-month predicted mortality risk for each patient by 
Cohen et al.12 was calculated as 1 − 0.58exp(prognostic index), 
where prognostic index = log(2.71) × SQ + log(0.27) × Al
bumin + log(1.36) × Age + log(1.88) × PVD + log(2.24) 
× Dementia. SQ was coded as not surprised versus sur-
prised, and age was expressed in a unit of 10 years.

Statistical analysis

Descriptive statistics for continuous variables were 
reported in mean with standard deviation or median with 
interquartile range as appropriate. Categorical variables 
were summarized in counts and percentages. Baseline 
characteristics of our cohort were compared to the devel-
opment cohort, where feasible, using a two-sample t-test 
and Pearson’s chi-square test.

Evaluation of model performance: discrimination, calibration, 
and clinical utility analyses. The performance of the 6-month 
prediction model was evaluated in three aspects: discrimi-
nation, calibration, and clinical utility:

1. Discrimination referring to the ability of the model 
to distinguish a patient with an event from a patient 
without an event was examined by the concord-
ance “C” statistic and by discrimination plot which 
depicts the difference between mean predicted 
risks for those who survived and those who died.

2. Calibration referring to the agreement between 
observed events and predictions (i.e. accuracy of 

predicted risks) was displayed in a calibration 
plot with the observed proportions of death 
against groups of patients by deciles of predicted 
mortality risks, where the distributions of actual 
death and alive events were also displayed. A 
LOESS smoothing algorithm was used to esti-
mate the observed probabilities of death in rela-
tion to the predicted probabilities.The estimated 
calibration-in-the-large and calibration slope 
were examined against the ideal values of 0 and 
1, respectively.

3. Clinical utility of prediction was assessed using a 
novel decision curve analysis proposed by Vickers 
and Elkin26 Net benefit (NB) is the difference 
between the proportion of true positives and 
weighted proportion of false positives for a given 
probability threshold (Pt). The weight calculation 
is Pt/(1 − Pt), reflecting the ratio of the harms of 
unnecessary treatment to the benefits of appropri-
ate treatment at probability threshold Pt. The deci-
sion curve is a plot of net benefit against a range of 
increasing probability thresholds. The decision 
curve from the model was compared to the deci-
sion curves derived from two strategies: classify-
ing all patients as predicted to die (i.e. the “treat 
all” curve) and classifying all patients as predicted 
to survive (i.e. the “treat none” curve). Threshold 
probabilities that achieve a net benefit greater than 
the “treat all” and “treat none” curves identify a 
segment of threshold probabilities where the model 
provides clinical utility. We supplemented conven-
tional metrics such as sensitivity (Sens), specificity 
(Spec), positive predictive value (PPV), negative 
predictive value (NPV), and NB at a selected set of 
threshold probabilities for reference.

Investigation of suboptimal performance. Suboptimal perfor-
mance of a prediction model can be affected by differences 
in case-mix (distribution of observed and/or unobserved 
variables) and/or differences in regression model coeffi-
cients (different predictive nature of the variables). The 
expected model performance was obtained from simulation 
assuming the model is valid under our validation cohort 
case-mix. We also recalibrated the model; the estimates 
reflected the performance of refitted models after accounted 
for case-mix and optimal regression coefficients in the vali-
dation sample (details in Supplemental Material).

All tests were two-sided with p-value <0.05 considered 
as statistically significant. All analyses were performed in 
SAS software version 9.3 (SAS Institute, Cary, NC) and R 
software version 2.15.2. The methods conform with the 
TRIPOD (transparent reporting of a multivariable predic-
tion model for individual prognosis or diagnosis) state-
ment27 and recent developments for improved prediction 
model assessment.28

http://journals.sagepub.com/doi/suppl/10.1177/0269216317720832
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Results

Study cohort

A total of 389 patients were identified, of which 15 patients 
were excluded: 3 non-HD patients, 10 patients with incom-
plete data for variables in the prediction model, and 2 
patients with out-of-range serum albumin values, leaving 
374 patients for analyses (Figure 1). Table 1 depicts the 
baseline characteristics of our study cohort compared to 
the derivation cohort for the prediction model by Cohen 
et al.12 Our cohort was older (mean age: 68 vs 60; 
p-value < 0.001), greater proportion were Caucasian, and 
longer vintage on HD. We had a greater proportion of 
patients with a “not surprised” assignment (45% vs 16%; 
p-value < 0.001) and PVD (24% vs 3%; p-value < 0.001), 
slightly lower serum albumin (3.2 g/dL vs 3.8 g/dL; 
p-value < 0.001) and fewer with dementia (9% vs 20%; 
p-value < 0.001). By the end of 24-month follow-up, a 
total of 127 deaths were observed, with 43 deaths (11.5%) 
occurred during the first 6 months.

Evaluation of model performance

Discrimination analysis. Figure 2(a) left panel shows the 
receiver operating characteristic (ROC) curve with a c-sta-
tistic of 0.70 (95% confidence interval (CI): 0.62, 0.78). 
Figure 2(a) right panel displays the distribution of pre-
dicted risks among those alive and dead with a discrimina-
tion slope of 0.11 (95% CI: 0.05, 0.17; p-value = 0.001). 
These indicate that the model provided reasonable dis-
criminative ability in our cohort.

Calibration analysis. The calibration plot is shown in  
Figure 2(b). The calibration-in-the-large was estimated  
as −0.53 (95% CI: −0.88, −0.18; p-value = 0.003), indicat-
ing an average of overestimation of observed mortality. 
The calibration slope was 0.57 (95% CI: 0.30, 0.83; 
p-value < 0.001), significantly deviated from the ideal 
slope of 1. The deviation was more overt in the higher 
predicted mortality risks, indicating the predicted risks 
were higher than the observed risks.

Clinical utility analysis. The model adds clinical utility only 
for threshold probabilities between 8% and 20%, as 
depicted in the decision curve in Figure 2(c). Comparing to 
a “treat-all” strategy, using the model to guide clinical deci-
sions for the range of 8%–20% would lead to an equivalent 
of 12–42 fewer false positives per 100 patients for equal 
number of true positives. For probability thresholds greater 
than 20%, the net benefit for the model was negative com-
pared to the “treat-none” strategy. This results from pre-
dicted risk being overestimated such that the increase of 
false-positive classification was larger than the loss of inap-
propriate withholding treatment. Table 2 depicts the com-
parison of actual mortality status against classification 
status for clinical decision at a few selected threshold prob-
abilities for illustration and supplementary purposes.

Investigation of suboptimal performance

From Table 3, under the simulation scenario, the expected 
value for c-statistic was 0.80 assuming model is valid 
under our validation case-mix. It was much higher than the 

Figure 1. Cohort derivation.
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reported 0.70 from the validation sample, suggesting that 
case-mix could not be seen as a source for poor external 
performance. Under the partial recalibrated model, the 
calibration slope deviated from the ideal value of 1, and 
c-statistic (0.70 (95% CI: 0.62, 0.78)) was much lower 
compared with the expected value. The c-statistic remained 
unchanged (0.71 (95% CI: 0.63, 0.78)) under the fully rec-
alibrated model despite optimal calibration. This indicates 
that the difference in the predictive ability of the five vari-
ables between our data and the development data may 
have contributed to the poor performance. As demon-
strated in Table 3, such effects were weakened in serum 
albumin, dementia, age (not statistically significant), and 
PVD (not statistically significant) while the association 
between SQ and outcome remained equally strong.

Discussion

In this study, the model performance and clinical utility of 
a 6-month mortality prediction model developed by Cohen 
et al.12 were assessed in a Canadian cohort of ESKD 
patients on HD, using multiple dimensions of perfor-
mance. Overall, the results demonstrate some limitations 
related to model performance and clinical utility of the 
model, which should be known prior to applying the tool 
into routine clinical use outside the United States.

Model performance of the US-based prognostic 
model is suboptimal in external cohort

The findings demonstrate that the model has reasonable 
discrimination, when comparing the Canadian cohort to the 
derivation cohort in the United States.12 The findings are 
similar to those of other prediction models that are widely 
applied, such as the CHADS2-vasc score for predicting 

stroke in atrial fibrillation,29 with respect to the values of 
discrimination. However, the discrimination in our cohort 
is not as strong as it was demonstrated when the original 
derivation cohort was compared against the validation 
cohorts. Several potential reasons may have contributed to 
the suboptimal discrimination. One possibility is that the 
prediction model may be over-fitted, as demonstrated by a 
shrinkage factor of 0.57 on the regression coefficients, 
leading to optimistic and biased estimates of performance 
in the development set. Another possibility may be attrib-
uted to the differences in how variables were defined within 
our study cohort and between the two studies. The associa-
tions between dementia and PVD and mortality outcome 
were found to be weaker in our cohort compared to the 
development set. The details of dementia classification are 
not explicitly reported by Cohen et al.12 and thus differ-
ences in diagnostic criteria for this variable may account 
for some of the issues. Furthermore, practice patterns for 
dialysis withdrawal when dementia is diagnosed may also 
differ between populations and could explain the difference 
in association. There may be similar definition issues for 
PVD. Other possibilities include collinearity in some vari-
ables (e.g. SQ and age) or different factors impacting sur-
vival between the two HD populations. This issue merits 
further investigations.

The potential clinical applications of the model are 
broad, and thus, identifying appropriate and inappropriate 
roles for this tool in clinical decision-making is complex 
but important. The findings in our study suggest that the 
prognostic model might not be as useful in clinical deci-
sion-making that requires a high degree of accuracy around 
prognosis (i.e. certainty of death within 6 months) and 
where a discrepancy of prognosis implies harm to the 
patient. An example of this would include withdrawal of 
cardioprotective medications and considering and having 

Table 1. Baseline characteristics.

Development cohort BC validation cohort p-value

Number of patients 449 374  
Age (years; mean ± SD) 60 ± 17 68 ± 15 <0.001
Male (n (%)) 254 (57) 221 (59) 0.47
Race: Caucasian (n (%)) 282 (65) 268 (72) 0.007
Time on hemodialysis (months)
 Median (IQR) 18 (4, 39) 26 (9, 48) NAa

 <3 months (n (%)) 71/339 (19) 23 (6) <0.001
Surprise question: not surprised (n (%)) 71 (16) 168 (45) <0.001
Serum albumin (g/dL)
 Mean ± SD 3.8 (0.4) 3.2 (0.4) <0.001
 <3.5 (n (%)) 67 (15) 24 (71) <0.001
Peripheral vascular disease (n (%)) 15 (3) 91 (24) <0.001
Dementia (n (%)) 88 (20) 35 (9) <0.001

IQR: interquartile range; SD: standard deviation.
The compositions of the development and validation cohorts were different.
aUnable to perform statistical testing from available summary statistics.
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conversations regarding withdrawal of dialysis: if death 
within 6 months is overestimated by the model, then these 
actions may not be warranted and may cause distress and 
harm to the patients and their family.

Robust evaluation of prognostic models is 
crucial prior to implementation

This study demonstrates the use of a robust approach—
decision curve analysis—to evaluate clinical utility of a 
prediction model in nephrology. Decision curve analysis 

has been advocated as a means of bridging the mathemati-
cal features of a model with clinical applicability26 and has 
been proposed as part of a standard means of assessing 
prediction models as per recommendations of the TRIPOD 
statement.27 This type of analysis has been used in a vari-
ety of settings.30,31 In this study, the model was shown to 
have clinical utility for probability threshold below 20% 
but net harm above 20%.

Further work may involve testing whether or not physi-
cians would be willing to use this prognostic model for guid-
ing aspect of care management that are low risk, for example, 

Figure 2. (a) ROC curve (left) and discrimination plot (right). The 6-month prediction model by Cohen et al. provided reasonable 
discrimination ability in the validation cohort. (b) Calibration plot, where the dark gray circles corresponded to the predicted risk 
for those who died (top) and alive (bottom) at 6 months. The 6-month prediction model by Cohen et al. was not well calibrated 
in the validation cohort. (c) Decision curve analysis. The 6-month prediction model by Cohen et al. only has added value in guiding 
clinical decision in a small range of threshold probabilities: 8%–20%, compared to both the “Treat-all” and “Treat-none” strategies.
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coordinating uptake of ACP discussions, versus aspects of 
care that may require more accuracy and precision such as 
withdrawing from life-sustaining dialysis treatment. It is a 
limitation that the model can identify a patient group at 
higher risk of death, yet does not perform well at the indi-
vidual level; thus, clinicians must take into account the limi-
tation of the prognostic information yielded from the model 
when engaging patients in discussions about prognosis.

Strengths and limitations

To our knowledge, this is the first study to undertake a robust 
external assessment of the model derived by Cohen et al.12 
using a fully independent validation cohort, that is, different 
HD population and different investigators. Our results show-
ing reduced discrimination and different effect of the varia-
bles are an important reminder that these models should be 
independently validated in several populations before clini-
cians should place great confidence in their routine use.32

Note that the model tested was derived in a different time 
period than the validation cohort, and the impact of changes 
in practice prior to dialysis initiation (CKD care), and selec-
tion criteria for dialysis, ethnicity of the cohort, and age, may 
have all impacted the results. Another relative limitation of 
this study includes the lack of a more well-defined variable 
classification for PVD and dementia that may have impacted 
the differences in the predictive effect of PVD and dementia 

on mortality in our study cohort. Finally, this study did not 
assess a broader range of predictor variables beyond the 
Cohen model, in part due to limitations in our own dataset.

Conclusion

This study indicates that the mortality prediction model by 
Cohen et al.12 has limited clinical utility despite reasonable 
discrimination in a Canadian cohort of HD patients in the 
current era. The findings of this study do not support its 
use in guiding specific clinical decisions for individuals 
that require a high degree of accuracy since the model 
overpredicts mortality. Our results highlight the need for 
robust independent validation of prediction models prior 
to clinical uptake by a broader spectrum of practice, espe-
cially given the increased availability of prediction tools.
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Table 3. Assessments for sources of suboptimal model performance.

Performance metrics Development 
cohort

BC validation cohort Reference values for performance

Simulationa Partially recalibratedb Fully recalibratedc

c-Statistics 0.87 (0.82, 0.92) 0.70 (0.62, 0.78) 0.80 (0.79, 0.80) 0.70 (0.62, 0.78) 0.71 (0.63, 0.78)
Calibration-in-the-large NA −0.53 (−0.88, −0.18) −0.004 (−0.013, 0.006) 0.06 (−0.28, 0.41) 0.01 (−0.32, 0.34)
Calibration slope NA 0.57 (0.30, 0.83) 1.00 (0.99, 1.01) 0.61 (0.33, 0.89) 0.89 (0.48, 1.30)
Net benefit NA 8%–20% 6%–80% 7%–21% 4%–30%
Hazard ratio estimates
  Surprise question 

(not surprise vs 
surprise)

2.71 (1.75, 4.17) Based on estimates 
from development

Based on estimates 
from development

Based on estimates 
from development

2.98 (1.96, 4.54)

  Serum albumin (per 
1 g/dL)

0.27 (0.15, 0.50) 0.45 (0.21, 0.94)

 Age (per 10 years) 1.36 (1.17, 1.57) 1.11 (0.96, 1.28)
  Peripheral vascular 

disease (Yes vs No)
1.88 (1.24, 2.84) 1.40 (0.96, 2.03)

  Dementia (Yes vs 
No)

2.24 (1.11, 4.48) 1.64 (1.03, 2.63)

Baseline survival at 
6 months

0.58 0.72 0.71

NA: not applicable.
The suboptimal external performance of the 6-month prediction model by Cohen et al. may be explained by the difference in the predictive ability 
of the five variables but not case-mix.
95% confidence interval of the true value is noted in the parentheses.
aRandomly assigning outcome to the underlying case-mix distribution in the BC validation cohort.
bNew estimate for baseline survival function at 6 months with original hazard ratio estimates from the development cohort.
cNew estimate for baseline survival function at 6 months and new estimates for hazard ratios based on the BC validation cohort.
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