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Point 1: Consider the type of data you 
will use: data collected specifically for 
research versus health data collected 
for administrative and clinical 
purposes (but not specific research 
goals)

While randomized clinical trials (RCTs) remain the main 
source of evidence to inform clinical practice, access to 
clinical registries, electronic medical records, data capture 
systems and linkage capabilities has prompted clinicians 
and researchers to try to answer research questions using 
routinely-collected observational health data. Such data are 
defined in The Reporting of studies Conducted using 
Observational Routinely-collected health Data (RECORD) 
Statement guideline as “routinely collected health data, 
obtained for administrative and clinical purposes without 
specific a priori research goals.”1

This is an efficient use of resource but there are key 
differences between a traditional cohort or cross-sectional 
observational study with prospective data collection 
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versus a research study that uses routinely collected health 
data. As these data are usually routinely collected for 
operational and clinical purposes, there are challenges in 
their application to clinical research. While the basic 
goal of using a sample to estimate an endpoint of interest 
in order to generalize the findings back to that popula-
tion remains the same, the practical steps to achieve that 
goal, and – more important – the implications of includ-
ing or excluding certain data, differ substantially.

With a prospective study, a research question is first 
formulated and the population on whom the answers will 
apply should be defined. Next, the approach to collecting 
the study sample is planned (e.g. “we aim to recruit every 
patient attending a particular set of stroke clinics”). The 
relevant data are then collected. Once the decision is 
taken about which data to collect, missing data are deeply 
undesirable. At best, if the data are missing completely at 
random, we risk a falsely neutral study result (i.e. a type 
II error). If we are less fortunate, and there is a systematic 
pattern to the data missingness, a bias is introduced. 
Then, even complex statistical techniques may not neces-
sarily restore study validity.

The situation is different when a research study uses 
routinely collected health data. Here, inevitably there 
will be redundant data, that are not relevant to the 

research question. In particular, it may be critical to 
exclude data from patients who lie beyond the popula-
tion of interest, otherwise misleading conclusions may be 
drawn. For example, consider that routine stroke admis-
sions data will include ischemic stroke, haemorrhagic 
stroke, TIA and stroke mimics: a question directed at rep-
erfusion strategies would not be reliably answered on the 
unselected population.

RECORD guidance supplements the STROBE state-
ment2,3 to assist reporting of observational studies that 
use routinely collected health data. Among the many 
RECORD recommendations, the most relevant for this 
discussion are those designed to minimize potential 
selection bias that may undermine the generalizability of 
the study findings, and those that ensure valid use of 
opportunistic data.

RECORD guidelines propose the following hierarchy of 
populations as illustrated in Figure 1:

•• The source population: the population the 
researchers want to study and generalize their 
findings to;

•• The database population: derived from the source 
population and reflects people with data included in 
the data source;

Figure 1. Illustrating Point 1. Hierarchy of populations by RECORD Guidelines: source population is shown in gray, database 
population is shown in yellow, study population is shown in red. Note that the study population may not necessarily fully and 
appropriately reflect the source population and it is important to examine whether database population is adequate for the study 
population to be generalized to the intended source population in order to answer the research question(s).
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•• The study population: a subset of the database popu-
lation identified by the researchers using codes and 
algorithms.

We can illustrate this with the International Stroke Perfusion 
Imaging Registry (INSPIRE). INSPIRE is a web-based 
data repository collecting imaging and clinical stroke data 
to measure implementation of advanced imaging in stroke 
from comprehensive stroke centers across Australia, China, 
and Canada. Since 2012, it has been recruiting patients with 
stroke who had acute CTP and CT angiography and follow-
up imaging and clinical data. Garcia-Esperon et al4 used 
data from INSPIRE to evaluate the association of endovas-
cular thrombectomy (EVT) with functional outcome in 
patients with a baseline ischemic core volume > 70 ml. The 
hierarchy of their study populations can be defined as 
follows:

•• the source population: people with ischemic stroke 
core volume > 70 ml;

•• the database population: patients with acute 
ischemic stroke, who had baseline multimodal CT 
performed within 24 h from stroke onset (including 
noncontrast CT [NCCT], CTP, and CT angiography 
(CTA)), from Australia, China, and Canada, and who 
were prospectively enrolled into the INSPIRE from 
2012 to December 2020;

•• the study population: patients from the database 
population who had baseline CTP performed within 
24 h of last seen well, had baseline CTP ischemic 
core volume ⩾ 70 ml, and had available 3-month 
modified Rankin Scale (mRS) scores.

Several RECORD guidelines specifically concern the 
validity of study population selection and provide useful 
guidance here. Specifically, RECORD Item 12.1 requires 
the authors to “describe the extent to which the investi-
gators had access to the database population used to cre-
ate the study population”; RECORD Item 13.1 guides 
the authors to “Describe in detail the selection of the per-
sons included in the study (i.e. study population selec-
tion) including filtering based on data quality, data 
availability and linkage” either in the text or by means of 
a study flow diagram; while RECORD Item 19.1 requires 
the discussion of the implications of using data that were 
not created or collected to answer the specific research 
question(s), and discussion of “misclassification bias, 
unmeasured confounding, missing data, and changing 
eligibility over time, as they pertain to the study being 
reported.”

In summary, studies that use routinely collected, “oppor-
tunistic” health data will share standard design and validity 
concerns with studies that use prospective data collection 
but are also susceptible to additional sources of bias. These 
threats to validity need to be managed depending on the 

nature of the research question as discussed in the subse-
quent Points below.

Recommendation 1.1

The RECORD statement should be used as an extension to 
STROBE guidelines when reporting studies conducted 
using observational routinely-collected health data.

Recommendation 1.2

Ask whether the database population is adequate for your 
study population to be generalized to the source population 
and thus to answer your research question(s), that is, does 
your opportunistic dataset have the necessary breadth, 
depth, and quality of information to let you create a reliable 
analysis dataset, and if so, can you generalize from that 
analysis to a well-defined, future patient group?

Point 2: Consider the research 
question you are asking: Is it about 
causality or descriptive epidemiology?

The choice of study design for an observational study is 
heavily influenced by the research aim and the nature of the 
questions being asked. A cohesive link between the research 
aim/questions and the study design/analysis is essential to 
study validity. However, despite numerous high-quality 
discussions of these concepts in the epidemiological litera-
ture,5–9 very few observational studies published in the 
stroke field explicitly articulate them.

To achieve a valid result from observational studies, we 
must differentiate among descriptive, causal, and predic-
tive epidemiology research questions.5 Predictive epidemi-
ology questions are beyond of the scope of this discussion, 
however. We focus here on descriptive and causal research 
questions.

Consider an example. After several years of the COVID-
19 pandemic, we ask whether the number and severity of 
infection episodes experienced by an individual may be 
related to their risk of having a stroke within a defined time-
frame. This prompts two distinct research questions, that 
have contrasting study aims:

•• The descriptive epidemiology/association question: 
Do the kind of people who experienced multiple 
severe instances of COVID-19 infection have a higher 
risk of a stroke event within a given timeframe?

•• The causal inference question: Does experiencing 
multiple severe instances of COVID-19 infection 
increase the risk of stroke event within a given 
timeframe?

Descriptive epidemiology/association studies are typically 
concerned with “the relationship of disease to basic 
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characteristics such as age, gender, ethnicity, occupation, 
social class, and geographic location” (p. 72).10 Such studies 
aim to “characterize the distributions of health, disease, and 
harmful or beneficial exposures in a well-defined popula-
tion as they exist”, including “any meaningful differences in 
distribution, and whether that distribution is changing over 

time” (p. 1175).5 To sharpen the emphasis, as illustrated in 
Figure 2(a), descriptive questions focus on the distribution 
of the outcome in a given population under exposure condi-
tions that the population in fact received. This question is 
fundamentally different to the related causal inference ques-
tion (Figure 2(b)) that requires consideration of a 

Figure 2. (a) Illustrating Point 2. Comparison “as observed” for descriptive epidemiology questions. To answer a descriptive 
epidemiology question, unexposed (shown in blue) and exposed (shown in yellow) participants need to be compared as they 
are observed. (b) Illustrating Point 2. Counterfactual comparison for causal inference questions. To answer a causal inference 
question, unexposed (shown in blue) and exposed (shown in yellow) participants are compared using counterfactual (i.e. counter 
to the actual fact of exposure) scenarios: first all the participants, irrespective of the actual exposure received, are assumed to be 
unexposed (blue) and then all the participants are assumed to be exposed (yellow).
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hypothetical alternative (in statistical literature, this is called 
“counterfactual”) scenario where the question asked is 
whether the risk of stroke within a given timeframe will be 
different if people who in reality did not experience multiple 
severe instances of COVID-19 infection were to experience 
such exposure.11–15

Why are these two questions so fundamentally differ-
ent? The main reason is that they require different answers 
and different analyses. It is possible that the people who 
experienced multiple severe instances of COVID-19 
infection would have a higher risk of stroke even if they 
were not to experience a COVID-19 infection. This could 
be because, for example, they may have a higher burden 
of common stroke risk factors, some of which also predis-
pose them to being infected with COVID-19. Perhaps we 
have observed a difference in risk of stroke between peo-
ple with versus without exposure to multiple severe 
instances of COVID-19 infection. This answer may be 
perfectly adequate as a description of what is observed. At 
the same time this answer is totally inadequate as a meas-
ure of the causal effect of COVID-19 exposure on stroke, 
because it is biased or confounded: it cannot support our 
reasoning about the alternate scenario what would have 
been observed were the unexposed people to end up being 
exposed. Examples of various types of research questions 
relevant to stroke context can be found in Hernan et al.8

In summary, while descriptive epidemiology/associa-
tion questions target study participants under factual expo-
sures, causal inference questions are concerned with 
estimating the outcome of interest under counterfactual 
exposures, i.e. under circumstances that were not actually 
observed. When asking the causal inference question 
“Does experiencing multiple severe instances of COVID-
19 infection increase the risk of stroke event within a given 
timeframe,” the researchers would like to gain an under-
standing of how the exposure (multiple severe COVID-19 
infections) changes the outcome (stroke event) for a given 
population. It does not presume that the population of 
interest has actually been observed under both exposure 
and non-exposure conditions. In fact, in non-randomized 
observational studies, it is almost guaranteed that the sub-
population observed to be exposed and the subpopulation 
observed to be unexposed will be distinct. This is consid-
ered further in point 3, below.

Recommendation 2.1

The descriptive epidemiology versus causal inference 
nature of the research aim and study questions based on 
routinely collected observational data needs to be carefully 
considered and clearly defined in the manuscript. The 
appropriateness of the study design, chosen analytical 
approaches, and the validity of resulting answers can only 
be established in the context of the specified aim.

Recommendation 2.2

Terminology used in the manuscript needs to reflect the 
nature of the research aim and questions supported by 
appropriately conducted study design and analysis. Terms 
that reflect causal relationships (e.g. “A affects B” or “A 
impacts B”) should be exclusively reserved for causal infer-
ence studies as discussed in Point 3. The term “predict” 
should be exclusively used in the context of predictive stud-
ies. Appropriate phrasing for studies concerned with 
descriptive epidemiology/association questions would be 
“A is associated with B.”

Point 3: Causal inference on 
observational data

Randomized clinical trials (RCTs) provide an unbiased 
estimate of the causal effect of a treatment on an outcome 
via the mechanism of random assignment. As illustrated in 
Figure 3(a), due to the randomness of treatment allocation, 
the participants allocated to the treatment arm or the control 
arm of the trial are assumed to fully and appropriately rep-
resent the respective scenarios where the full study sample 
would have been treated or untreated respectively, which is 
essential for answering the causal question as discussed in 
Point 2.

The focus of the discussion in this and subsequent Points 
is whether and how causal inference questions can be suc-
cessfully answered using observational health data. In this 
point we begin this discussion in the context of Mobile 
Stroke Units (MSUs) as an illustration. MSUs are custom-
built ambulances that enable stroke diagnosis and treatment 
at the scene, before the patient is taken to a hospital with 
adequate capacity for the most appropriate treatment (e.g. 
endovascular thrombectomy). Evaluating the effectiveness 
of MSUs as a policy intervention requires a comparison of 
outcomes between the MSU and the existing standard 
ambulance service stroke response pathways. The most rig-
orous answer can be obtained by conducting a prospective 
randomized clinical trial that would directly compare two 
alternative approaches. If this is not feasible, then instead 
one may explore routinely collected MSU and standard 
ambulance data obtained for administrative and clinical 
purposes.

As discussed in Point 2, at least two fundamentally dif-
ferent questions can be asked:

•• A descriptive epidemiology question would focus on 
the relationship of the outcomes of interest to the 
exposure (the type of pre-hospital stroke care, i.e. 
MSU vs standard ambulance) and would aim to 
characterize the distributions of the outcomes and 
the use of MSU and standard ambulance in a well-
defined population, as they exist, including any 
meaningful differences in such distributions. This 
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Figure 3. (a) Illustrating Point 3. Causal inference in a randomized control trial (RCT). Due to the randomness of allocation to 
exposure (treatment), the participants allocated to exposure (treatment, shown in yellow) or control (shown in blue) arm of 
the trial are assumed to fully and appropriately represent the respective scenarios where the full study sample would have been 
exposed (treated) or unexposed. (b) Illustrating Point 3. Causal inference in a non-randomized design is subject to confounding. 
Both unexposed (blue) and exposed (treated, yellow) participants cannot be assumed to fully and appropriately represent 
scenarios where the full study sample would have been exposed (treated) or unexposed due to potential confounding. Hence, the 
comparison of unexposed and exposed participants “as observed” cannot provide the answer to a causal inference question.
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question would focus on the distributions of the out-
come under exposure conditions the population of 
interest in fact received, that is, both MSU or stand-
ard ambulance within the MSU operational radius 
and solely standard ambulance care outside of this 
radius.

•• A potential causal inference question would be 
whether the outcomes improve in a meaningful way 
if all the patients were to receive MSU pre-hospital 
stroke care instead of receiving standard ambulance 
care.

The first question is straightforward but the second is both 
more interesting and challenging to answer. Recall that 
causal inference questions require the consideration of 
potential counterfactual scenarios. Likely, we will not have 
observed patients outside of the MSU operational radius to 
be treated by MSU and we may even have no outcome data 
on these remote patients. How may we resolve the conflict 
between the need for counterfactual exposure and the 
impossibility of arranging this?

The perfect answer to a causal question requires a super-
human ability to observe the study participants under two 
or more mutually exclusive exposure conditions. We ought 
to observe all the participants receiving MSU treatment and 
then exactly the same cohort receiving standard ambulance 
treatment exposures. In reality, we lack the ability to 
observe the same population under various exposure condi-
tions, but still would like to ask causal questions. The situ-
ation is further complicated by the fact that each study 
participant could be characterized by a number of measured 
and, possibly, unmeasured confounders, that is, variables 
that may influence both the probability of exposure (e.g. 
receiving MSU or a standard ambulance treatment: perhaps 
how well they describe symptoms to prompt dispatch of the 
MSU) and the outcome of interest (e.g. severity and dura-
tion of symptoms). Clinical trials work around this issue 
with the use of randomization (Figure 3(a)). In most causal 
inference studies, the aim is to limit the confounding bias.

Rubin’s11–15 potential outcomes framework for defining 
causal effects presents a convenient set of tools for thinking 
about causality, particularly when addressing causal ques-
tions on observational data. Under Rubin’s framework, 
each study participant can have a number of potential out-
comes – one outcome for each potential exposure scenario. 
Taking the MSU study, each patient receiving pre-hospital 
ambulance stroke care would be assumed to have two 
potential outcomes: the first if they were to receive the 
standard ambulance care and the second if they were instead 
to receive MSU care. According to Rubin’s framework, 
only one potential outcome can be actually observed for 
each participant while any other unobserved counterfactual 
potential outcome(s) resulting from unrealized counterfac-
tual exposure scenarios is presumed missing. Which spe-
cific outcome is observed is determined by the exposure 

actually experienced by the study participant (Figure 2(b)). 
In other words, every patient who was treated by standard 
ambulance has an observed outcome for standard ambu-
lance care but a missing outcome for counterfactual MSU 
care; and vice versa for every patient who was attended by 
the MSU.

To use Rubin’s framework for causal reasoning, certain 
key logical assumptions are needed. First, a consistency 
assumption must be met. It needs to be assumed that were a 
particular participant to receive a given exposure (e.g. treat-
ment by MSU), their observed outcome would be identical 
to what was their expected potential outcome for that 
observed exposure. Second, the participants who actually 
had a particular exposure status (e.g. treatment by MSU as 
opposed to the standard ambulance) would have to be rep-
resentative of what would have occurred had the entire 
population been given that exposure. This assumption 
would have allowed the use of the observed data (e.g. out-
comes for patients treated by MSU) to reason about the 
effect of intervening for the entire population (that also 
includes participants that have not in reality received the 
intervention). This can be achieved through the appropriate 
control for confounding. The assumption of no confound-
ing for the effect of exposure on the outcome conditional on 
covariates is referred to as exchangeability or no unmeas-
ured confounding. Other important assumptions include no 
measurement error, correct causal model specification 
(discussed in detail in Point 7), and positivity16 (discussed 
in detail in Point 9).

Considering the number of assumptions (some of which 
are difficult to verify) and the central role of “potentially 
fallible” expert knowledge in causal inference,8 any proce-
dure that could satisfy these assumptions and reduce the 
reliance on the expert causal knowledge is extremely valu-
able. Randomization is the best-known approach to achieve 
such goals and to balance potential outcomes at the time of 
assignment. When a treatment or exposure is randomly 
assigned, an unbiased estimate of the average causal effect 
of treatment can be obtained even in the absence of detailed 
causal knowledge (Figure 3(a)).

In the absence of randomization, the exchangeability 
assumption becomes much harder to verify, as exposure or 
treatment decisions can depend on both observed and unob-
served covariates. This may lead to confounding, that is, a 
situation where a specific condition, illness, or patient char-
acteristic influences both the probability of receiving a par-
ticular intervention (exposure) and the outcome of interest 
(illustrated in Figure 3(b)). In the absence of randomiza-
tion, in order to obtain an unbiased causal effect estimate, 
unverifiable assumptions are inevitable. These may include 
an assumption that all baseline covariates that affect treat-
ment or exposure assignment are measured and modeled 
correctly. Under such assumptions, there are methods for 
defining causal effect with the Target Trial (discussed in 
detail in Point 6), clear articulation of the causal hypothesis 
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(discussed in detail in Point 7), and deriving unbiased esti-
mates for average causal effects (Point 10).

We must emphasize, though, that methods for causal 
inference on observational data, despite being designed to 
alleviate concerns related to the lack of randomization, can-
not guarantee that the proper causal inference assumptions 
are truly met. In particular, if there is reason to suspect that 
the exchangeability assumption is violated, then causal 
inference will be misleading. Despite effort made to better 
understand the impact of potential unmeasured or uncon-
trolled confounding,17 the strength of causal statements 
made based on observational data is by their very nature 
lower than from a randomized controlled trial.

Recommendation 3.1

Recognize that the validity of any causal effect estimate 
depends on several assumptions that are hard to verify. The 
strength of causal statements that are based on observa-
tional data is therefore lower than for the statements result-
ing from a randomized controlled trial. Do not proceed if 
there is reason to suspect violation of an assumption such as 
exchangeability.

Recommendation 3.2

Reports of causal studies should clearly list the steps taken 
to confirm that the relevant causal inference assumptions 
are met and to alleviate concerns related to the lack of ran-
domization, such as potential for confounding. Rubin’s 
potential outcomes framework should be used to facilitate 
clear articulation of exposures, outcomes, and study 
populations.

Point 4: Various types of causal effects

Among potential causal inference questions that may be 
asked about the MSU pre-hospital ambulance stroke treat-
ment case presented in Point 3, consider these three:

•• Question 1: What would be the effect if all the 
patients were to receive MSU pre-hospital stroke 
care instead of receiving standard ambulance  
care;

•• Question 2: What would be the effect of the patients 
within the current MSU operational radius receiving 
MSU pre-hospital stroke care instead of receiving 
standard ambulance care;

•• Question 3: What would be the effect if the patients 
outside the current MSU operational radius, who in 
fact received standard ambulance pre-hospital stroke 
care, were to receive MSU care?

Note that these differ subtly: they each address a  
different population. We cannot a priori assume that the 

sociodemographic, behavioral, clinical, and medical ser-
vices availability profiles of the patients within the MSU 
operational radius are comparable to those of the patients 
residing in more rural or distant zones from the MSU 
district. We should probably assume that these character-
istics will confound the effects of pre-hospital ambu-
lance stroke care on the outcomes of interest and that the 
potential effects are likely to differ depending on the 
population in question.

If we classify the participants who received the MSU 
care as treated (often referred to in the literature as exposed) 
and those who received the standard ambulance care as 
untreated (or unexposed), the answers to Questions 1–3 
will be provided by the following effects:

•• Question 1: Average Treatment Effect (ATE). The 
ATE is the average effect, in the population, of mov-
ing all the participants from being untreated/unex-
posed to treated/exposed as visually illustrated in 
Figure 4(a).

•• Question 2: Average Treatment Effect for the treated/
exposed (ATT). The ATT is the average treatment 
effect in the subpopulation that received the treat-
ment/exposure as visually illustrated in Figure 4(b).

•• Question 3: Average Treatment Effect for the 
untreated/unexposed (ATU). The ATU is the average 
treatment effect in the subpopulation that did not 
receive the treatment/exposure as visually illustrated 
in Figure 4(c).

Which treatment effect is of specific interest depends on the 
clinical context and the nature of the causal inference 
research question. Consider some illustrative scenarios 
adapted from Austin18:

•• Scenario 1: The researchers are interested in the 
effect of being prescribed antiplatelet therapy, statins 
and/or antihypertensive therapy at hospital discharge 
in a sample of patients discharged from hospital with 
a diagnosis of ischemic stroke. The relevant causal 
question is about the effect of moving a population 
of discharged ischemic stroke patients from being 
untreated to treated and what outcomes this would 
generate. The ATE is the effect of interest here.

•• Scenario 2: The researchers would like to compare 
the outcomes between various forms of secondary 
stroke prevention in the absence of atrial fibrillation: 
for example, aspirin, clopidogrel, or a combination 
of aspirin with dipyridamole. Both ATE and ATT 
could be of interest here: ATE describes how out-
comes would change if a policy becomes that all 
patients eligible for either therapy were only offered 
a specific one of these; while ATT would tell us what 
was the effect of treatment for those who were given 
a specific treatment (e.g. clopidogrel).



Churilov et al. 315

Figure 4. (a) Illustrating Point 4. Average treatment effect, ATE: what if all the participants in the study sample were exposed 
(treated, yellow) versus unexposed (blue)? (b) illustrating Point 4. Average treatment effect for the exposed (treated), ATT: what if 
the exposed (treated, yellow) participants in the study sample were actually not exposed (blue)? and (c) illustrating Point 4. Average 
treatment effect for the unexposed (untreated), ATU: what if the unexposed (blue) participants in the study sample were actually 
exposed (treated, yellow)?
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•• Scenario 3: The researchers would like to examine 
the effect of a structured, intensive cardiovascular 
rehabilitation program on reducing cardiovascular 
events - the intervention where, although many sub-
jects are potentially eligible, only a small number of 
subjects elect to undergo the intervention. Here, ATT 
may be of greater interest as it estimates the effect of 
the program on those subjects who elect to 
participate.

Recommendation 4.1

The type of causal effect that is of specific interest for a 
given study heavily depends on the clinical context and the 
nature of the causal inference research question. It should 
be clearly presented alongside the causal inference research 
aim.

Point 5: Overview of biases in 
descriptive epidemiology and causal 
inference studies

Bias in research studies can be broadly defined as system-
atic errors introduced into components of the research pro-
cess. Bias favors one outcome or answer over others.19,20 
These errors can occur during sampling, measurement, test-
ing, or reasoning. Both descriptive epidemiology/associa-
tional and causal inference studies that use observational 
data are subject to various kinds of bias.

Of course, any empirical study with the aim to general-
ize from a sample is subject to a random error that can 
affect the precision of the key estimates such as rates, pro-
portions, or association measures. Although this can be a 
threat to study validity, such random error is not considered 
a bias as it does not have a systematic nature and it affects 
precision of the estimate rather than its accuracy.

Biases relevant for both descriptive epidemiology 
and causal inference studies

Sampling bias. The research aim of a descriptive epidemiol-
ogy study is to characterize the distributions of health, dis-
ease, and harmful or beneficial exposures in a well-defined 
population as they exist, focusing on what is actually 
observed. Sampling bias is a key concern for such studies. 
The descriptive research question is typically asked at the 
level of target (aka source) population, for example, the 
researchers would like to estimate the incidence of ischemic 
stroke in hypertensive people above 60 years of age. This 
may be the population of a particular world region, country, 
or a state within, or it could be a given community or loca-
tion. In order to achieve their aim, researchers need to sam-
ple appropriately from the identified population to ensure 
the obtained estimates of risk are representative of the 

source population. To ensure the data generated from a 
study sample can support valid reasoning for the purposes 
of the research question, researchers need to ensure a well-
defined target (source) population (as defined in RECORD 
guidelines and discussed earlier in Point 1) and a valid sam-
pling strategy.

Measurement error and nonrandomly missing data on 
the outcome or key covariates are the kinds of bias that can 
affect both descriptive epidemiology/associational and 
causal inference studies. Measurement bias can arise due to 
an error in assessing an exposure, outcomes or covariates. 
These errors can be independent of each other, or may 
depend on exposure or outcome (aka differential errors). 
For example, in a case-control study of alcohol consump-
tion and stroke, there is a potential for recall bias when 
reporting of alcohol use according to presence or absence 
of stroke. As such, an association between the reported 
measure of alcohol use and stroke may not only be different 
to a causal effect of true alcohol use, but also presents a 
biased outcome for the aim of a descriptive epidemiology/
associational study of the association between true levels of 
alcohol use and stroke.

In summary, a valid answer to a descriptive epidemiol-
ogy/associational research question requires appropriate 
sampling, valid measurement of the outcome and any 
covariates, and appropriate data analysis.5 Strengthening 
the Reporting of Observational Studies in Epidemiology 
(STROBE guidelines)2,3 provide a detailed account of 
potential biases and threats to study validity that may 
accompany these activities.

Biases specifically relevant for causal inference 
studies

Confounding bias. Confounding by indication occurs when a 
specific condition, illness, or patient characteristic influ-
ences both the probability of receiving a particular treat-
ment or intervention (exposure) and the outcome of interest. 
Thus, confounding occurs because of the common (shared) 
causes of exposure and outcome. For example, a spurious 
association between carrying a cigarette lighter (exposure) 
and having an increased risk of stroke event (outcome) may 
be claimed if the common underlying cause of smoking is 
not considered and controlled for appropriately. Another 
example of confounding is when stroke onset-to-treatment 
time may confound the association between the kind of 
ischemic stroke reperfusion therapy (exposure) and func-
tional outcome at 90 days post-stroke (outcome) as it may 
influence both the exposure (the choice between endovas-
cular treatment alone vs in combination with thrombolysis) 
and the outcome (through expansion of core damage over 
time). This example is discussed in greater detail in Point 7, 
where we specifically address the issue of confounding and 
how to deal with it appropriately in the context of causal 
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inference on observational data, using Directed Acyclic 
Graphs (DAGs).21

Selection bias. Arises when a variable that is a common 
effect of both the exposure and the outcome of interest was 
controlled for/conditioned on by, for example, stratification/
restriction/sample selection, regression adjustment, or 
matching. Selection bias may generate spurious associa-
tions. As an example, consider the situation where stroke 
survivors with or without a specific prognostic biomarker 
are undergoing various amounts of post-stroke rehabilita-
tion physiotherapy. We know that being biomarker positive 
and receiving more therapy are mutually independent, that 
is, biomarker positive stroke survivors do not get extra ther-
apy, nor vice versa. We also know that being biomarker-
positive and receiving more therapy are each associated 
with better recovery outcome. If we choose only stroke sur-
vivors with good recovery (i.e. we condition our sample on 
the good recovery outcome) and we establish that these par-
ticipants are biomarker-negative, we will be concluding that 
they must have received extra therapy to get better recovery. 
Similarly, if we choose participants with better recovery but 
know that these participants did not receive additional ther-
apy, we will be concluding that they are biomarker-positive. 
Thus, being biomarker positive and receiving more therapy 
no longer appear independent. A spurious association 
between being biomarker positive and having greater 
amounts of therapy is established once we condition on the 
positive recovery outcome. Specific examples of selection 
bias include non-randomly missing data bias, survivor bias, 
participation bias, self-selection bias, etc.

Hernan et al22 provide a framework to describe and pre-
vent biases that result from a failure to align start of follow-
up, specification of eligibility, and treatment assignment, 
and suggest analytic approaches to avoid these problems in 
causal studies using observational data via Target Trial 
specification as further discussed in Point 6. A detailed dis-
cussion of Quantitative Bias Analysis (a set of methods to 
quantify the potential impact of residual bias that has not 
been accounted for through study design or statistical anal-
ysis), is beyond the scope of this discussion, but an inter-
ested reader is referred to19,23 for informative and relevant 
reviews.

Recommendation 5.1

Stroke researchers should be mindful that some biases that 
arise in descriptive epidemiology/associational observa-
tional studies are different to, or behave differently from, 
biases in causal inference studies.

Recommendation 5.2

While confounding bias is not relevant for descriptive epi-
demiology/associational observational studies, other kinds 

of biases, such as selection and measurement bias, should 
be actively considered and mitigated.

Point 6: Defining causal effect with the 
target trial emulation approach

Compared to Rubin’s counterfactual framework discussed 
in Point 3, that provides a broad structure for understanding 
causal inferences, a more recent development is the Target 
Trial approach proposed by Hernan et al.7,24–26 The Target 
Trial emulation approach provides a specific methodology 
within Rubin’s framework that enforces a detailed descrip-
tion of the protocol describing a hypothetical randomized 
trial that the researchers would have wanted to conduct if it 
were possible, practical, and ethical to conceptualize the 
exposure of interest as an experimental intervention. For 
example, consider that we intend to undertake a causal 
inference study of an effect of alcohol consumption (expo-
sure of interest) on the risk of stroke (outcome of interest). 
It would be unethical to conduct a real-life clinical trial in 
which participants are randomized to various levels of alco-
hol consumption, including potentially unsafe ones, due to 
existing knowledge about harms of such consumption. 
Instead, “conducting” a hypothetical randomized clinical 
trial of this kind via the Target Trial approach promotes 
explicit articulation of the underlying assumption of the 
causal effect that researchers aim to estimate.

A recent example of the application of the target trial 
within stroke is the PRECISE study – designed to evaluate 
the effect of a government policy to incentivize the use of 
chronic disease management in primary care of people after 
stroke, using linked registry and government-held adminis-
trative datasets.27 Using the framework described by 
Hernan, the authors described explicitly the seven key com-
ponents of the study design as outlined in Table 1, allowing 
real-world examination of the population effect (ATE) of an 
already implemented strategy. The study cohort was limited 
to individuals who fulfilled the eligibility criteria for receiv-
ing the policy under investigation, specifically those resid-
ing in the community and expected to survive the exposure 
period. The principles of a clinical trial were also emulated 
by including only individuals who had the potential to be 
prescribed the policy of interest, that is, those who con-
sulted a primary care physician during the exposure period. 
To mitigate survivor bias, only individuals who survived 
the exposure period were included in the analysis of out-
comes. The utilization of data on health insurance claims 
for one or more chronic disease management plans for 
evaluating the population-level effectiveness of a policy, 
rather than evaluating the clinical intervention that the 
policy was designed to support, enabled reliable identifica-
tion of the exposure. Likewise, the outcome of death was 
ascertained in a blinded manner using the national death 
index, ensuring reliable identification of this outcome. As 
highlighted by Franklin et al,28 accurate specification of 



318 European Stroke Journal 10(2)

the comparators and end points are critical to agreement 
between RCT results and those of the observational 
simulation.

Even in situations where a hypothetical intervention that 
reflects the exposure of interest is ill defined, the applica-
tion of the Target Trial approach still minimizes the poten-
tial for a range of biases.26 Moreover, it can facilitate 
identification of biases that may not be possible to control 
within the classic observational framework and could oth-
erwise go unnoticed. In particular, Hernan et al22 provide a 
Target Trial based framework to describe and prevent 
biases for a Target Trial and suggest relevant analytic 
approaches. It is critical that analyses of observational data 
undergo appropriate and extensive robustness checks to 
understand the potential impact of these biases on the effect 
of interest. This may involve strategies such as performing 
multiple target trials under different scenarios, investigat-
ing differences in the ATE or ATT across subgroups, or con-
ducting a systematic bias analysis. These issues are 
discussed in greater detail in Points 7, 9, and 10.

Recommendation 6.1

A Target Trial approach should be used to design and con-
duct causal inference studies on observational data as its 
use helps avoiding common methodological pitfalls associ-
ated with observational studies and increases study validity 
through identification and minimization of different kinds 
of biases.

Point 7: Directed acyclic graphs for 
articulating and communicating causal 
hypothesis and minimizing bias

Studies intended to estimate the causal effect of an expo-
sure on an outcome must eliminate multiple biases, such as 

bias by indication and noncausal sources of association. 
The more successful the elimination process, the higher the 
certainty that the established statistical association between 
an exposure and outcome provides an unbiased estimate of 
a causal effect.

The remainder of the discussion presented in this point 
constitutes an adaptation to stroke care context of the tuto-
rial by Digitale et al21 that can be consulted for further 
detail and relevant references.

Directed Acyclic Graphs (DAGs) provide an external 
and explicit graphical representation of the causal hypoth-
eses about the clinical or care system of interest. DAGs 
consist of variables (also referred to as nodes; e.g. repre-
senting treatments, exposures, health outcomes, or patient 
characteristics) and arrows (aka edges), which depict 
known or suspected causal relationships between 
variables.

Consider the following hypothetical causal inference on 
observational registry data study where patients receive 
ischemic stroke reperfusion therapy (e.g. thrombolysis vs 
endovascular thrombectomy vs both treatments) to improve 
their functional outcome 90 days post-stroke.

•• Due to the observational nature of the study, treat-
ment assignment is not random. It is influenced by 
historical limitations on stroke onset-to-treatment 
times. For example, more participants undergoing 
thrombolysis presented earlier post-stroke and more 
participants treated with thrombectomy alone pre-
sented later.

•• Stroke onset-to-treatment time is also known to 
influence the infarct core size (with the core size 
increasing over time). That, in turn, is hypothesized 
to influence the functional outcome 90 days post-
stroke. Outcome is also influenced by the patients’ 
age.

Table 1. Emulated target trial specification.

Protocol component Emulated trial specifications

Eligibility criteria Adults admitted to hospital with a clinical diagnosis of stroke or TIA who survived to 18 months 
post-stroke, had at least one GP claim in the exposure period and were living in the community 
(i.e. not in residential care) and not admitted to palliative care.

Treatment strategies Exposure group: had a Medicare claim for one or more chronic disease management plans (or 
review) during the exposure period

 Comparator group: Saw the GP at least once but did not receive a chronic disease management 
plan (or review) during the exposure period

Assignment procedures A propensity score (N = 42 covariates) with inverse probability treatment weights (IPTW) was 
generated and balance in baseline variables between those with and without a claim was assessed 
in the weighted sample

Follow-up period Participants were followed from the start of the 12 month outcome period to the end of the 
outcome period.

Outcome Death, blinded using data from the National Death Index
Causal contracts of interest Intention to treat analysis, per protocol analysis
Analysis Multi-level mixed effects Cox proportional regression analysis with patient and health service 

region as random effects. Models were weighted using the IPTW, with year as a covariate. A range 
of subgroup and sensitivity analyses were performed.
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•• In addition to directly influencing functional out-
come 90 days post-stroke, ischemic stroke reperfu-
sion therapy is hypothesized to influence it via the 
reperfusion success, for example, measured as a 
TICI score post-procedure.

•• Ischemic stroke reperfusion therapy may also affect 
the patient’s acute length of stay (Acute LOS), per-
haps also influenced by whether or not the patient is 
receiving stroke unit care.

•• It is also hypothesized that stroke unit care directly 
causally affects functional outcome 90 days 
post-stroke.

•• Finally, it is hypothesized that functional outcome 
90 days post-stroke has a direct causal link to 
patients’ quality of life measured at 12 months 
post-stroke.

The hypothetical study aim is to estimate the causal effect 
of ischemic stroke reperfusion therapy (e.g. thrombolysis 
vs endovascular thrombectomy vs both treatments) on 
functional outcome 90 days post-stroke.

The above situation is represented as a DAG in Figure 5 
that explicitly articulates the formulated causal hypothesis 
for the effect of a stroke reperfusion therapy on the func-
tional outcome at 90 days post stroke. To use the DAG as a 
tool for causal reasoning, the following key terms and con-
cepts are required:

•• Paths are sequences of arrows, in any direction, that 
connect two variables

•• Paths can be causal or non-causal: causal paths  
are formed by the arrows pointing in the same direc-
tion, that is, when each preceding variable is causing 
the subsequent variable; non-causal paths are 
formed by the arrows going in opposing directions, 
that is, they are containing confounders and/or 
colliders

•• To identify a causal path from exposure (e.g. 
Thrombolysis/Endovascular Thrombectomy Pro-
cedure) to outcome (e.g. Functional Outcome at 
90 days post-stroke), all the non-causal paths 
between the former and the latter should be blocked 
and all of the causal paths should be open 
(non-blocked).

•• Confounding occurs because of the common  
(shared) causes of Thrombolysis/Endovascular 
Thrombectomy Procedure (exposure) and Functional 
Outcome at 90 days post-stroke (outcome). Stroke 
onset-to-treatment time confounds the association 
between Thrombolysis/Endovascular Thrombectomy 
Procedure (exposure) and Functional Outcome at 
90 days post-stroke (outcome).

•• Mediators are caused by the exposure and, in turn, 
are causing the outcome. For example, TICI Score 
post-procedure partially mediates the effect of 

Thrombolysis/Endovascular Thrombectomy Pro-
cedure on Functional Outcome at 90 days 
post-stroke.

•• Colliders (variables having two arrows pointing to 
them) on a path block that path. A Collider presents 
a common effect of two variables, one of which is 
either the exposure of interest or a cause of the 
exposure, and the other is either the outcome or a 
cause of the outcome. For example, Acute LOS is 
a collider on a non-causal path from Thrombolysis/
Endo vascular Thrombectomy Procedure to Stroke 
Unit Care and, therefore, is also a collider on a 
non-causal path from Thrombolysis/Endovascular 
Thrombectomy Procedure to Functional Outcome 
at 90 days post-stroke. Thus, Acute LOS blocks  
the non-causal path from the exposure to the out-
come unless it (or its consequence) is controlled 
for.

•• An Instrumental variable is a variable that is a cause 
for the exposure but does not have any relationship 
with outcome other than that via exposure. For 
example, were the study under consideration to be a 
randomized one, the potential Randomization varia-
ble would have been considered instrumental for the 
effect of Thrombolysis/Endovascular Throm bectomy 
Procedure on Functional Outcome at 90 days 
post-stroke.

•• The variable Quality of Life at 12 months post-stroke 
is a descendant of Functional Outcome at 90 days 
post-stroke.

•• Effect modification happens when the effect of expo-
sure on outcome varies across strata of a third vari-
able .29 For example, the effect of Thrombolysis/

Figure 5. Illustrating Point 7. Directed Acyclic Graph (DAG) 
representing causal hypothesis for the effect of a stroke 
reperfusion therapy on the functional outcome at 90 days 
post stroke. Causal paths from the exposure (Thrombolysis/
Endovascular Thrombectomy Procedure) to the outcome 
(Functional Outcome at 90 days post-stroke) are shown in 
green, non-causal paths are shown in red.



320 European Stroke Journal 10(2)

Endovascular Thrombectomy Procedure on Func-
tional Outcome at 90 days post-stroke may vary 
depending on the value of Infarct Core Size, which 
means that Infarct Core Size may be an effect modi-
fier. Effect modifiers are variables that also cause the 
effect and, therefore, modify the relative or absolute 
effects of other causes on at least one effect measure 
scale (additive or multiplicative).

Any statistical association found between the exposure and 
the outcome can be considered an unbiased estimate of a 
causal effect of the exposure on the outcome if both of the 
following conditions are true: (1) all noncausal paths from 
the exposure to the outcome are blocked and (2) no causal 
paths from the exposure to the outcome are blocked.21 
Therefore, to identify causal effect of Thrombolysis/
Endovascular Thrombectomy Procedure (exposure) on 
Functional Outcome at 90 days post-stroke (outcome), all 
the non-causal paths between the exposure and the out-
come should be blocked and all of the causal paths should 
be open (non-blocked). Opening or blocking relevant causal 
paths can be achieved via controlling for/conditioning on 
an appropriately chosen variable(s) which happens when 
we use any technique or method that fixes its value, for 
example, by stratification, restriction, sample selection, 
regression adjustment, or matching.

The following paths leading from the exposure to the 
outcome can be identified in Figure 5:

Causal paths

•• Thrombolysis/Endovascular Thrombectomy Proce-
dure →• TICI Score post-procedure →• Functional 
Outcome at 90 days post-stroke

•• Thrombolysis/Endovascular Thrombectomy Procedure 
→•Functional Outcome at 90 days post-stroke

Non-causal paths

•• Thrombolysis/Endovascular Thrombectomy Proce-
dure ← Stroke onset-to-treatment time → Infarct 
Core Size → Functional Outcome at 90 days post-
stroke (can be blocked by conditioning on/control-
ling for Stroke onset-to-treatment time or Infarct 
Core Size)

•• Thrombolysis/Endovascular Thrombectomy Proce-
dure → Acute LOS ← Stroke Unit Care → Functional 
Outcome at 90 days post-stroke (is blocked unless 
we condition on/control for Acute LOS)

Thus, given the causal hypothesis presented in the DAG in 
Figure 5, in order to estimate the causal effect of 
Thrombolysis/Endovascular Thrombectomy Procedure on 
Functional Outcome at 90 days post-stroke, the following 

actions to control for/condition on some variables will be 
needed:

•• It is necessary to control for common causes or other 
variables on the non-causal path. Controlling for 
either Stroke onset-to-treatment time or Infarct Core 
Size should be adequate to eliminate confounding 
due to Stroke onset-to-treatment time by blocking 
the confounding path between the exposure and the 
outcome. For example, in situations where it is eas-
ier to obtain accurate measurements of Infarct Core 
Size than those for Stroke onset-to-treatment time 
(e.g. in wake-up stroke patients), controlling for 
Infarct Core Size could be preferred.

•• Mediators should not be controlled for to estimate 
the total causal effect of the exposure on the out-
come. For example, controlling for TICI Score post-
procedure will produce a biased estimate of the 
effect of exposure on the outcome.

•• Colliders (or their consequences) should not be 
restricted on or controlled for, as such controlling  
or restricting will unblock the non-causal path and 
create a bias in the form of spurious association 
between the exposure and the outcome. For exam-
ple, controlling for Acute LOS will introduce a bias 
to the estimate of the effect of exposure on the 
outcome.

•• Descendants (e.g. Quality of Life at 12 months post-
stroke) should not be adjusted for, stratified on, or in 
any way conditioned on.

DAGitty (https://www.dagitty.net/) is a free browser-based 
environment for creating, editing, and analyzing directed 
acyclic graphs for minimizing bias in empirical studies in 
epidemiology and other disciplines.30 The related webpage 
also provides a list of valuable resources for further leaning 
about DAGs and their role in articulating and communicat-
ing causal hypotheses and preventing confounding.

Recommendation 7.1

DAGs should be adopted to clearly articulate and commu-
nicate causal hypotheses for causal inference studies on 
observational data as a DAG can identify variables that: (a) 
should be controlled for in the design or analysis phase to 
eliminate confounding and some forms of selection bias 
and (b) should not be controlled for to avoid biasing the 
analysis.

Recommendation 7.2

As causal hypotheses expressed as DAGs reflect the 
state of prior knowledge about the system under study, in 
situations where such knowledge is limited and several 

https://www.dagitty.net/
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alternative DAGs are plausible, the differences in the 
outcomes that result from alternative analyses should be 
systematically investigated and related uncertainties 
should be clearly communicated.

Point 8: Stratification and adjustment 
in observational epidemiology studies: 
what it means and whether it is 
needed

Quite often when reading the review reports on their manu-
script, stroke researchers find a suggestion by the reviewer 
to consider a range of relevant factors originally unac-
counted for in the analysis and to run a respective multi-
variable regression model that would adjust the estimate of 
interest for these factors.

As discussed earlier in Point 2, Garcia-Esperon et al4 
used INSPIRE registry data to evaluate the association of 
endovascular thrombectomy (EVT) with functional out-
come in patients with a baseline ischemic core vol-
ume > 70 ml. As a part of the peer-review process, they 
received the following recommendation from an anony-
mous reviewer (clarifying words added in <. . .>):

“As pointed out by the Authors, compared with non-EVT 
patients, EVT patients were significantly younger, had a 
lower time from <stroke> onset to CT, a lower premorbid 
mRS, a significantly higher median baseline ASPECTS 
score, a smaller median core volume with a larger penum-
bra area, and had a lower proportion of internal carotid 
artery <cases>. It is acknowledged that since in this study 
the comparison is between patients treated versus those 
non treated with EVT, there could be differences in terms of 
a lower time from stroke onset to CT in EVT patients and of 
lower baseline ASPECTS score, smaller core, and larger 
penumbra. However, it could be not determined with cer-
tainty that these differences were due to the fact that CT 
were performed earlier than in non-EVT patients. These 
baseline radiological characteristics are important con-
founding factors that could influence clinical outcome and 
that, except for age, were not taken into account in the mul-
tivariate (sic) analysis. In order to address this issue, the 
Authors should perform, as sensitivity analysis, a further 
multivariable analysis including at least baseline core vol-
ume and the presence of carotid artery occlusion.”

In order to provide further context, three important 
points need to be clarified:

•• According to the definition of the descriptive epide-
miology/association research aim provided earlier in 
Point 2, the researchers were interested to compare 
the distribution of functional outcomes between 
EVT and non-EVT in patients with a baseline 
ischemic core volume > 70 ml under exposure con-
ditions that these patients had actually received 

(having undergone EVT) to those who actually did 
not;

•• As discussed in Points 3, in causal inference studies, 
confounding occurs in situations where the effects of 
the exposure on a given outcome are mixed in with 
the effects of an additional factor (or set of factors) 
that distort the true relationship (i.e. the association 
is spurious).31

•• The purpose of including all important factors in a 
multivariable (multiple) regression model in addition 
to the exposure variable (EVT) is to obtain adjusted 
estimates. The broad meaning of adjustment (aka 
“controlling for/conditioning on other variables” or 
“stratification” in case of discrete factors) in this con-
text is to obtain the estimate of interest holding all 
other independent variables constant. Such estimates 
are often interpreted as “assuming no changes in all 
other inputs.” Although in our example case above, 
adjustment is achieved using a regression model, any 
method that “fixes” the value of covariates, for exam-
ple, stratification, sample selection, or matching, may 
be used for this purpose.

Putting the above points together, the anonymous review-
er’s suggestion was for the study that had an expressed 
research descriptive epidemiology/association aim, instead 
to modify the association of interest being estimated by the 
authors and estimate the association adjusted for several 
important confounders. Given the clearly formulated 
descriptive epidemiology aim of the study (to estimate 
associations), was this a correct suggestion and should the 
suggested analyses have been performed? After all, every 
factor mentioned in the recommendation seems relevant 
and logically sound: they each may have a potentially mod-
ifying effect on the endpoint being estimated.

The answer is that following the reviewer’s recommen-
dation in this context would not have been right. There are 
at least three reasons for this:

•• The first reason is provided in Point 2: there are fun-
damental differences between descriptive epidemi-
ology/association and causal inference questions. 
Confounding is a causal concept that does not apply 
to associations.7 According to Hernan (emphasis 
added): “There is no such thing as a “spurious asso-
ciation” unless we use the term to mean an associa-
tion that cannot be causally interpreted—but then 
the goal of the analysis would be causal, not associa-
tional.” As the pre-specified aim of the observational 
analysis was purely associational, no adjustment for 
confounding is necessary. In our example, since the 
authors aimed to quantify the association between 
EVT and functional outcomes, while the clinical 
interpretation of such an association may be limited, 
this is simply estimated from the data.
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•• The second reason is that any statistical relationship 
is expected to be influenced by other variables. 
Contrary to the widely held belief that statistical 
adjustments can only assist in avoiding spurious 
associations, as discussed in Point 7, the reality is 
that the use of such adjustment without appropriate 
methodological foundation, actually increases the 
risk of introducing meaningless associations, for 
example by accidentally opening a collider path and 
creating an association that is spurious.

•• In some cases (e.g. as discussed by Fox et al5), 
adjusting for an important “marker” such as a geo-
graphic area, may “adjust away” the underlying 
socioeconomic reasons that drove people to live 
where they do (such as income) and that influenced 
other health conditions in residents of those places 
(such as availability of healthy foods or health ser-
vices).5 Therefore, for a descriptive epidemiology 
study, inappropriate adjustment can make it harder 
to see the magnitude of disparities.

Does it mean then that there is no space for stratified or 
adjusted analyses in descriptive epidemiology/associa-
tional studies? There are important reasons descriptive sta-
tistics are sometimes more useful after adjustment for or 
stratification by some variables that are known to be prog-
nostic for the outcome and whose distribution differs across 
populations.32 These reasons include the research aim to 
assess heterogeneity across and within patient groups or to 
identify groups at high risk of disease.5 For example, 
Garcia-Esperon and colleagues4 estimated the association 
between EVT and the outcomes, adjusted for the following 
pre-specified covariates known to be prognostic for mRS at 
3 months: age, pre-morbid modified Rankin Scale (mRS), 
and National Institutes of Health Stroke Scale score 
(NIHSS).

It is important to reiterate that stratifying/adjusting in an 
ad hoc manner increases the risk of claiming meaningless 
associations. The choices about variables to consider for 
stratification and/or adjustment strata should be driven by 
theory and context. This consideration is even more impor-
tant for causal inference studies as discussed in Points 7 and 
9. A clear analytical plan for a descriptive epidemiology/
association study should be developed. Lack of such a plan 
can lead to poor execution and a confused interpretation 
that is neither descriptive nor causal in its nature, for exam-
ple studies framed as “risk-factor” analysis.5,33,34 One such 
example is the study by Fekadu and colleagues who studied 
risk factors, clinical presentations and predictors of stroke 
among adult patients admitted to stroke unit of Jimma uni-
versity medical center, south west Ethiopia. Due to combin-
ing a number of different research aims in the same study, 
the authors used multivariable logistic regression analysis 
model with backward stepwise selection to identify risk 
factors. While the proposed analytical approach may be 

appropriate in some cases for achieving the research aim of 
selection of stroke predictors, such an approach cannot pro-
duce meaningful outcomes for either an associational or 
causal inference research question.

In summary, in descriptive epidemiology/associational 
studies, stratification or adjustment does not equate to 
“confounding control,” simply because confounding is not 
relevant in descriptive epidemiology/associational studies.5 
The notion of a “spurious association” is meaningless as 
any association is affected by other variables and does not 
become “spurious” until given a causal inference meaning. 
The question of interest should guide the decision as to 
whether it is meaningful to adjust or stratify the analysis. 
Using adjusted analyses to counter a possibility of con-
founding when the research aim is to investigate associa-
tion should not be promoted.

Recommendation 8.1

In observational epidemiology/associational studies multi-
variable analysis with the aim to adjust for confounding 
should not be used.

Recommendation 8.2

The research aim and research question should guide the 
decision of whether to stratify/adjust in the descriptive epi-
demiology question. No adjustment should be performed 
without a clear rationale and a detailed explanation of the 
meaning of the results “with adjustment.”5

Point 9: Selecting a confounder 
adjustment set for causal studies and 
positivity assumption

In contrast to association studies, if the research aim of the 
observational analysis is causal, adjustment for confound-
ing is generally necessary. As discussed in Point 7, DAGs 
assist with identification of which variables should or 
should not be controlled for in the design or analysis phase, 
to eliminate both confounding and some forms of selection 
bias and to avoid biasing the estimated causal effect. In par-
ticular, once identified using an appropriately-designed 
DAG, it is necessary to control for common causes or other 
variables on the non-causal path from the exposure to the 
outcome. Mediators, colliders, and descendants should not 
be adjusted/controlled for, stratified on, or in any way con-
ditioned on. Therefore, when using DAG graphical rules, 
the quality of decisions regarding which adjustment covari-
ates to select is determined by the validity of the underlying 
causal hypothesis.

While encouraging stroke researchers to put maximum 
effort into formulating relevant DAGs to reflect the causal 
hypotheses, it is important to recognize that complete 
causal knowledge is often unavailable. A review of various 



Churilov et al. 323

developments in causal inference on the topic of con-
founder selection is presented by VanderWeele and 
VanderWeele.35 Some of the practices of covariate selection 
for confounding control that are not recommended (as they 
can result in a biased estimate of the causal effect) include:

•• Controlling for any variable that is prior to the treat-
ment or exposure under study – as this may include 
controlling for a collider, thus opening a non-causal 
path and introducing bias as discussed in Point 7;

•• Adjusting for all pre-exposure covariates that are 
presumed to be common causes of exposure and out-
come. In some cases the researchers may not have 
the data for some of the covariates presumed to be 
common causes but have instead a different set of 
covariates that could be considered as proxies and 
could be sufficient to control for confounding.;

•• Data-driven approaches (such as forward/backward 
selection procedures or when a covariate is selected 
if its inclusion changes the estimate of the causal 
effect for the exposure by more than some threshold) 
– as such procedures do not provide a foundation for 
causal reasoning. They only help with choosing the 
most parsimonious models once the process of cas-
ual reasoning for covariate selection has been 
applied.

In situations where it can be assumed that “knowledge is 
available for each covariate whether it is a cause of the 
exposure, and whether it is a cause of the outcome.,” 
VanderWeele and VanderWeele35 presents an attempt to 
devise a pragmatic strategy for covariate selection. The rec-
ommended practice is:

•• to control for each covariate that is a cause of the 
exposure, or of the outcome, or of both;

•• to exclude from this set any variable known to be an 
instrumental variable (as defined in Point 7); and

•• to include as a covariate any proxy for an unmeas-
ured variable that is a common cause of both the 
exposure and the outcome.

Applying these rules to the case presented in Point 7 
depicted in Figure 5, the following variables could be 
included in a causal effect estimation model as covariates: 
stroke onset-to-treatment time (or infarct core size as a 
proxy for time should the time data be unavailable), age, 
and stroke unit care.

The above considerations for selection of adjustment 
covariate selection were aimed at addressing the no unmeas-
ured confounding and correct causal model specification 
assumptions for causal reasoning discussed in Point 3. An 
equally important assumption underlying the causal reason-
ing process that also has direct implications for the covari-
ate selection procedure is that of positivity.16

Positivity, or the experimental treatment assignment 
assumption, requires that there be both exposed and unex-
posed participants at every combination of the values of the 
observed confounders in the study sample. Figure 6 illus-
trates various aspects of positivity assumption using age as 
an example of a confounding covariate. A randomized clin-
ical trial satisfies the positivity assumption as at randomiza-
tion, every participant has a known probability of each 
exposure/treatment under study, but this is not necessarily 
the case in the observational studies.

Note that the positivity assumption does not require 
there to be equal (or indeed even similar) numbers of 
exposed and unexposed participants at every combination 
of the values of the observed confounders in the study sam-
ple. What is required is that, based on the causal hypothesis 
or the observed data, for both the unexposed and exposed 
groups, the probability of a participant with a given combi-
nation of the values of the covariates of interest belonging 
to a group should be non-zero, that is, positive, hence the 
positivity name. A probability of belonging to a particular 
group as the function of the values of the covariates of 
interest is quantified using a propensity score and is dis-
cussed in detail in Point 10.

It is possible to distinguish between random and non-
random (deterministic) violations of the positivity 
assumption. This distinction is illustrated in Figure 6. 
Deterministic non-positivity (Figure 6(b)) is present when 
study participants with at least one combination of con-
founders (e.g. age) cannot belong to at least one of the 
groups characterized by levels of exposure. For example, 
considering the case presented in Point 7, based on the 
current guidelines, participants presenting over 24 h since 
stroke event, as a rule, will not be eligible for thrombo-
lytic therapy, while participants without a large vessel 
occlusion, as a rule, will not be eligible for thrombectomy. 
Therefore, in the case of the INSPIRE registry discussed 
earlier in Points 2 and 8, were a causal inference question 
about the effect of a reperfusion therapy on the functional 
outcome to be asked, particular care would have to be 
exercised to ensure the absence of deterministic non-pos-
itivity in the stroke-to-treatment time for the treatment 
exposure.

In contrast, random non-positivity emerges when, 
although potentially possible, no participants with at least 
one combination of confounders happen to be observed in 
one or more groups characterized by levels of exposure 
(Figure 6(a)). According to Westreich and Cole,16 random 
non-positivity can be classified further by whether or not 
the combinations of confounders that create regions of non-
positivity are surrounded by the regions of positivity (inter-
nal vs external). For example, it may happen that no 
participant aged between 70 and 73 years is observed in 
the endovascular thrombectomy group, but there are par-
ticipants who are either younger than 70 years or older 
than 73 years. In this case, the region of observed 
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non-positivity based on age is surrounded by respective 
regions of positivity.

The presence of deterministic non-positivity is of seri-
ous concern, as ignoring it can lead to uninterpretable 
causal effect estimates (Figure 6(c)).16 Consider, for exam-
ple, the interpretation of the reperfusion treatment therapy 
effect adjusted for stroke-to-treatment time that systemati-
cally violates the non-positivity assumption because no 
participant is exposed to thrombolysis therapy beyond 24 h 
after stroke onset. As discussed in Point 8, such an adjusted 
effect should be interpreted as the effect of endovascular 
thrombectomy compared to that of thrombolysis “assuming 
similar time-to-treatment,” while these times are clearly 
dissimilar to the point of “extrapolating into emptiness”: 
there is no participant with time-to-treatment above 24 h in 
the thrombolysis group that can be compared to otherwise 
similar participants undergoing endovascular thrombec-
tomy. Such an effect estimate will clearly not be valid. 
Random non-positivity is harder to assess and inevitably 
involves qualitative judgment and expert opinion.

A recommended way to mitigate the violations of posi-
tivity is based upon careful statement of the causal infer-
ence research question, particularly in relation to the target 
population for causal inference.16 The study sample can be 
trimmed or matched to avoid regions of propensity score 
non-overlap that emerge as the result of non-positivity 
(Figure 6(d)). While such reductive changes in the study 
sample have obvious implications for restricting the target 
populations of interest, as discussed in Point 1, not using all 
the routinely collected data is not only non-problematic, but 

is natural and perfectly acceptable. The purpose of data col-
lection is different to that of a causal inference study and 
the database population is naturally different to the study 
population.

In cases where non-positivity is assessed to be both ran-
dom and internal (Figure 6(a), e.g. positivity at ages 56–65 
and 71–80 years but not at ages 66–70 years), Westreich and 
Cole16 recommend cautious interpolation or smoothing 
over the region of non-positivity. If, on the other hand, the 
non-positivity appears random and external (e.g. non-posi-
tivity under 56 years), extrapolation could be risky. This is 
conceptually more similar to the case of non-random non-
positivity (Figure 6(b)). Restricting or trimming the sample 
to include only the participants above 56 years old could be 
a better approach (Figure 6(d)).

Finally, it is important to emphasize that the selection of 
a confounder adjustment set for a causal inference model 
requires trade-offs. Such trade-offs may arise between 
introducing potential bias from violations of the positivity 
assumptions (when including a potentially causally impor-
tant covariate may lead to non-random non-positivity for 
that covariate) and from confounding due to ignoring 
important covariates (when excluding a potentially causally 
important covariate due to non-positivity may lead to ina-
bility to appropriately account for confounding), as well as 
due to the statistical considerations surrounding multivari-
able regression, in particular, the issues of excessive col-
linearity. It is an iterative process where alternative causal 
models should be systematically evaluated and appropriate 
measures to avoid non-positivity should be implemented.

Figure 6.  Illustrating Point 9. The difference between random (a) and non-random (b) non-positivity. Positivity assumption 
requires that there be both exposed (yellow) and unexposed (blue) participants at every combination of the values of the observed 
confounders (e.g., age) in the study sample. Non-random (deterministic) non-positivity is illustrated here by older study participants 
only belonging to the exposed group, making it impossible to elicit a meaningful estimate of exposure effect for such participants 
due to the absence of a meaningful comparator in the unexposed group (c). The study sample can be trimmed or matched to avoid 
regions of non-overlap that emerge as the result of non-positivity (d).
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Recommendation 9.1

For causal inference studies on observational data, adjust-
ment for confounding is generally necessary. Ideally, it 
should be based on the causal hypothesis depicted as a 
DAG using relevant rules. If sufficient causal knowledge is 
unavailable, a recommended procedure is to control for 
each covariate that is a cause of the exposure, or of the out-
come, or of both; to exclude from this set any variable 
known to be an instrumental variable; and to include as a 
covariate any proxy for an unmeasured variable that is a 
common cause of both the exposure and the outcome.35 
Data-driven approaches alone should not be used to select 
covariates to adjust for confounding.

Recommendation 9.2

Positivity is one of the key underlying assumptions of 
causal inference. Appropriate methods for managing non-
positivity should be used to mitigate relevant biases. These 
may include trimming, matching, or interpolation.

Point 10: Analytical methods to 
reduce bias in causal inference studies

As summarized in Table 2, analytical methods for address-
ing causal inference questions can be broadly classified into 
those relying on fitting the model for the outcome (such as 
regression, matching, stratification, G-Computation) and 
those modeling the exposure, that is, estimating the proba-
bility (propensity) of a participant being exposed for each 
individual based on their values of the covariates of inter-
est. The propensity score is the probability of being 
exposed given the values of the covariates of interest. 
Propensity scores therefore can be used for balancing. 
Such balancing on the propensity scores is equivalent to 
balancing on all of the confounders used to estimate the 
propensity scores, thus reducing the balancing problem to 
a single dimension. Among the participants with the same 
propensity score, the distributions of the confounders are 

balanced between exposure groups, hence their actual 
exposure is essentially random under the assumption of no 
unmeasured confounding.

In addition to the modeling the outcome versus modeling 
the exposure classification, analytical methods can be clas-
sified into those providing adjustment by conditioning ver-
sus adjustment by standardization as discussed below.

Adjustment by conditioning: Regression, 
matching, stratification

Regression provides a model-based way of conditioning 
on/controlling for/fixing the value of the confounder. For a 
model with a single covariate, the regression coefficient for 
the exposure/treatment term estimates the effect of expo-
sure at every value of a covariate. Therefore, the underly-
ing assumption is that the causal effect is the same within 
all confounder substrata as defined by the covariate. 
Regression can be used to adjust for any number of con-
founders, subject to the usual technical constraints on the 
sample size, model fit and collinearity, the discussion of 
which is beyond the scope of this primer. The relevant 
assumption then is that the causal effect is the same within 
all combinations of the values of the observed confounders 
in the study sample.

A very important point is that for estimating the causal 
effect of the exposure on the outcome, only the regression 
coefficient for the exposure/treatment term is of interest, 
while all other coefficients are just parameters that describe 
the model’s assumptions. In particular, a coefficient for an 
adjustment covariate allows the outcome estimate to vary 
across levels of that covariate while the exposure effect 
remains the same. These coefficients for adjustment covari-
ates have no substantive meaning for estimating causal 
effect and are not worth reporting. Moreover, naïve inter-
pretation of “mutually adjusted” measures of causal effect 
(typically expressed as adjusted mean differences or 
adjusted odds/risk/hazard ratios) generated through multi-
variable regression modeling is known to result in 

Table 2. Analytical methods for addressing causal inference questions on observational data.

Kinds of adjustment Modeling exposure: propensity scores Modeling outcomes

Adjustment by conditioning •  Direct matching on propensity score • Direct matching on covariates
•  Stratification on specific percentiles of the propensity 

score (e.g., deciles)
•  Stratification on specific levels of 

covariates
•  Regression models that include a propensity score 

as covariate either instead of, or in addition to the 
selected confounders

•  Regression models that include selected 
confounders as covariates

Adjustment by 
standardization in reference 
to the total-sample 
confounder distribution

•  Inverse Probability Treatment Weighting (IPTW) based  
on propensity scores: achieving total-sample 
confounder distribution by using the propensity score 
to reweight exposed and unexposed participants to 
emulate total-sample confounder distribution

•  G-Computation: achieving total-sample 
confounder distribution, as outcome 
summary measures are taken over all 
participants in the sample
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substantively wrong conclusions, leading to the phenome-
non described in the literature as a “Table 2 fallacy.”33

An example may illustrate this better. Consider a poten-
tial regression model to address the causal question of the 
effect of the reperfusion therapy on the functional outcome 
presented in Point 7 depicted in a DAG in Figure 5. We 
could include the following variables in a causal effect esti-
mation model as covariates: stroke onset-to-treatment time, 
age, and stroke unit care. The resulting regression model 
would report the “mutually adjusted” estimated coefficients 
(e.g. in the form of adjusted odds ratios for achieving inde-
pendent function (mRS0-2)) for reperfusion therapy, stroke 
onset-to-treatment time, age, and stroke unit care. However, 
as discussed by Westreich and Greenland,33 even if the 
specified model is correct, these coefficients represent dif-
ferent types of causal effects:

•• The odds ratio for reperfusion therapy can be inter-
preted as the conditional total effect of reperfusion 
therapy on achieving independent function. This 
means it shows the effect of endovascular thrombec-
tomy compared to thrombolysis at any given level of 
stroke onset-to-treatment time, age, and stroke unit 
care.

•• At the same time, the respective adjusted odds ratio 
for stroke onset-to-treatment time cannot have a sim-
ilar interpretation, that is, it cannot be interpreted as 
a total effect of onset-to-treatment time on achieving 
independent function. In the adjusted model, the 
adjusted odds ratio for onset-to-treatment time pre-
sents a direct effect of time relative to reperfusion 
therapy. It is the component of the effect of time on 
achieving independent function that is not mediated 
via reperfusion therapy. It can be described as the 
controlled direct effect of time, that is, the causal 
effect of onset-to-treatment time on achieving inde-
pendent function when reperfusion therapy is held 
fixed at a given level (either thrombolysis or endo-
vascular thrombectomy), thus blocking the time 
effect on reperfusion therapy.

Hence, to summarize, reporting “mutually adjusted” coef-
ficients for all covariates included in the causal analysis 
regression model should be discouraged.

The adjustment for confounding can also be achieved 
by conditioning on propensity score either via direct 
matching on propensity score, via stratification on spe-
cific percentiles of the propensity score (e.g. deciles), or 
via regression model that would include a propensity 
score as covariate either instead of, or in addition to the 
selected confounders.

Adjustment by standardization

As discussed in Points 3 and 4, the answer to a causal 
question requires the researcher to observe all the study 

participants hypothetically under two or more mutually 
exclusive exposure conditions in order to derive the rele-
vant measure of effect, such as a difference in mean values 
or an odds ratio of the outcome between all the participants 
receiving different levels of treatment exposure. In reality, 
though, groups of participants underwent different expo-
sures. Under the causal inference assumption of no unmeas-
ured confounding (discussed in Point 3), Standardization 
refers to the use of statistical modeling to recover the 
remaining “unobserved” outcomes in reference to the total-
sample confounder distribution (Figure 7). Standardization 
can be achieved by using Inverse Probability Treatment 
Weighting (IPTW) based on propensity scores (Figure 7(a)) 
or via G-Computation (Figure 7(b)). As detailed below, 
under G-Computation approach, total sample confounder 
distribution is aimed to be achieved because outcome sum-
mary measures are taken over all participants in the sample. 
Under IPTW, re-weighting of the observations is aimed to 
achieve the exposed and unexposed groups being balanced 
as the re-weighted confounder distribution under both 
exposed and unexposed scenarios is the same as total 
sample.

G-Computation estimates summary measures for the 
outcome at each level of exposure, standardized to the 
total-sample confounder distribution.36 To achieve this, the 
outcome model built using the principles discussed in 
Points 7 and 9 is used to estimate outcomes for all 

Figure 7. Illustrating Point 10. Standardisation via Inverse 
Probability Treatment Weighting (IPTW) based on propensity 
scores (a) and via G-Computation (b). Under IPTW, re-
weighting of the observations is aimed to achieve the exposed 
and unexposed groups being balanced as the re-weighted 
confounder distribution under both exposed and unexposed 
scenarios is the same as total sample. Under G-Computation 
approach, total-sample confounder distribution is aimed to be 
achieved because outcome summary measures are taken over 
all participants in the sample.
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participants, regardless of their observed level of exposure, 
as if they received a particular level exposure. For example, 
in the case of INSPIRE registry discussed earlier in Points 
2 and 8, were a causal inference question about the effect of 
a reperfusion therapy on the functional outcome to be 
asked, the probability of achieving a predefined level of 
function (say, mRS0-2) would have to be estimated for all 
the selected participants irrespective of the type of treat-
ment obtained, first under the assumption that they were 
treated with thrombolysis and then under the assumption 
that they were treated with endovascular thrombectomy, 
and then the average measure of risk difference for all the 
participants would have to be generated as the measure of 
the causal effect. Under this approach, total-sample con-
founder distribution would have been achieved because 
outcome summary measures were taken over all partici-
pants in the sample. As part of G-Computation, often the 
assumptions of causal effect being the same within all com-
binations of the values of the observed confounders in the 
study sample is relaxed and relevant interaction terms are 
included in the statistical model. More information on the 
practical use of G-Computation can be found in.37

Another way to use adjustment by standardization is to 
employ Inverse Probability Treatment Weighting (IPTW) 
based on propensity scores. Using this approach, first the 
inverse of (i.e. one divided by the value of) the probability 
that each participant received their actual exposure is esti-
mated to understand, based on the values of the selected 
covariates, how likely it was that a participant should have 
received the level of exposure that they actually received. 
Then, a regression model for the outcome is fitted, weight-
ing each observation by the IPTW. The standardization is 
achieved by using the propensity score to reweight exposed 
participants to emulate total-sample confounder distribu-
tion, then taking the summary measure of interest under 
that scenario, followed by using (1 – propensity score) to 
reweight unexposed participants to emulate total-sample 
confounder distribution, then taking the summary measure 
of interest under that scenario. Such re-weighting of the 
observations is aimed to achieve the exposed and unex-
posed groups being balanced as the re-weighted con-
founder distribution under both exposed and unexposed 
scenarios is the same as total sample, consistent with the 
overall idea of standardization discussed earlier. The 
described method requires slight modification in terms of 
how the weights are calculated if instead of the ATE causal 
effect being of interest, the researchers would like to esti-
mate ATT or ATU effects (see discussion in Point 4). The 
technical issues such as the use of stabilized or overlap 
weighting and the need for robust statistical estimators for 
standard errors when using these procedures are beyond 
the scope of this primer.38 More detailed information on 
the use of propensity scores for estimating causal effects in 
the context of neurology can be found in the discussion by 
Austin et al.39

For example, the PRECISE study, introduced in Point 6, 
used IPTWs for achieving an unbiased estimation of the 
ATE. In observational studies IPTWs are used to create a 
pseudo-population where the distribution of observed covar-
iates is balanced between treatment groups, mimicking the 
conditions of a randomized controlled trial. To ensure mini-
mization of bias, covariates used in IPTW calculations 
should align with baseline characteristics typically collected 
in an RCT within a similar population, while also consider-
ing additional factors known to influence treatment alloca-
tion or the outcome of interest. This can be challenging in 
observational studies, particularly when utilizing secondary 
data sources which may not contain the required informa-
tion. In the PRECISE study, balance across 42 covariates, 
meeting the criteria above, was achieved by linking data 
from several different sources. As discussed in greater detail 
earlier in Point 9, reliability of IPTWs relies on the assump-
tion of positivity, meaning that each individual has a non-
zero probability of receiving both the treatment and control. 
Violating this assumption can lead to unstable or unreliable 
estimates. The application of eligibility criteria imposed by 
the target trial framework discussed in Point 6 increases the 
likelihood of fulfilling this assumption.

Where feasible, it is recommended to conduct an analy-
sis of causal contrasts in addition to the primary analysis. 
This involves simulating a per-protocol analysis, an assess-
ment of effectiveness based on the actual treatment received 
rather than the group to which participants were rand-
omized. This is particularly challenging in observational 
studies due to limited information on treatment adherence. 
To address this limitation, sensitivity analyses can be per-
formed by focusing on a subset of individuals who are 
deemed more likely to adhere to the treatment protocol 
based on specific criteria. In the PRECISE study, this 
involved investigating factors known to be crucial for the 
optimal provision of the care type associated with the pol-
icy of interest, such as the regularity and continuity of pri-
mary care physician contacts during the exposure period or 
regular claims associated with the policy of interest.

In summary, all the discussed analytical methods rely on 
the same causal assumptions discussed in Point 3. What dis-
tinguishes them is that these methods rely on different statis-
tical parametric assumptions, requiring correct specification 
of the model of interest, that is, whether the exposure or the 
outcome is being modeled. Standardization propensity 
score-based methods (such as IPTW) explicitly consider the 
balance of confounders, essentially creating an analog of a 
randomized study where no outcomes are considered until 
the very last step. This effectively separates the design and 
analysis parts of the study, and its success is largely predi-
cated on correct model specification for the exposure. In 
contrast, the standardization G-Computation methods 
directly fit the outcome model and their success depends on 
correct model specification for the outcome. It is important 
to note that even in the presence of an appropriately 
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formulated DAG (as discussed in Point 7) and appropriately 
selected set of covariates for adjustment (as demonstrated in 
Point 9), it is not guaranteed that a single a priori correct 
model for the outcome given exposure and covariates can be 
specified by the investigators. A number of different regres-
sion models each representing what may be reasonably 
expected with varying degrees of complexity (e.g. including 
various interaction terms) should be considered for 
G-Computation. The conditioning methods such as outcome 
regression, stratification, and matching require the correct 
model specification for the outcome as well as relying on the 
assumption of causal effect being the same within all con-
founder substrata. At present there is no consensus in the 
literature as to whether, and under what circumstances, a 
specific analytical method should be preferred.

While an in-depth discussion of quantitative bias analy-
sis23 is beyond the scope of this primer, extensive sensitivity 
analyses that assess the robustness of the results to potential 
unmeasured or uncontrolled confounding are recommended 
as discussed by, for example, VanderWeele and Ding.17

Finally, a short comment on power analysis for a causal 
inference study based on routinely collected observational 
data. Unlike studies with prospective data collection, 
where the amount of data collected to ensure certain level 
of statistical power or estimate precision can be achieved 
by recruiting more participants, in research studies that use 
routinely collected health data without specific a priori 
research goals, the database population is intrinsically dif-
ferent to the study population, and only some (a priori 
unknown) portion of data may be relevant for answering a 
causal question. The discussions in Points 3, 6, 7, and 9 
demonstrate that truly meaningful sample size estimation 
is impossible in practice. The currently recommended 
approach is to:

•• formulate and analyze the causal question on obser-
vational data;

•• present the estimates of the causal effect of interest 
with relevant measures of uncertainty in the form of 
confidence intervals, and

•• once a sufficient number of estimates from diverse 
databases is available, meta-analyze the findings

It is important to stress that the emphasis in reporting should 
be placed on the magnitudes of the causal effects of interest 
and relevant measures of uncertainty and precision. Results 
that do not reach a chosen threshold of statistical signifi-
cance should not be interpreted as the absence of the causal 
effect of interest, but rather as the absence of sufficient evi-
dence for such an effect. This may be viewed rather like a 
neutral result from an underpowered clinical trial.

Recommendation 10.1

The first step is to identify covariates to minimize the bias, 
using appropriate methods. Thereafter, adjust either by con-
ditioning or by standardization logic. Use appropriate 

analytical methods to fit models for the exposure (i.e. pro-
pensity scores) or for the outcome (i.e. regression, match-
ing, stratification or G-Computation).

Recommendation 10.2

Avoid reporting “mutually adjusted” coefficients for all 
covariates included in the causal analysis regression mod-
els, since this may lead to “Table 2 fallacy.”
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