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A B S T R A C T   

Prenatal stress (PS) can impact fetal brain structure and function and contribute to higher vulnerability to 
neurodevelopmental and neuropsychiatric disorders. To understand how PS alters evoked and spontaneous 
neocortical activity and intrinsic brain functional connectivity, mesoscale voltage imaging was performed in 
adult C57BL/6NJ mice that had been exposed to auditory stress on gestational days 12–16, the age at which 
neocortex is developing. PS mice had a four-fold higher basal corticosterone level and reduced amplitude of 
cortical sensory-evoked responses to visual, auditory, whisker, forelimb, and hindlimb stimuli. Relative to 
control animals, PS led to a general reduction of resting-state functional connectivity, as well as reduced inter- 
modular connectivity, enhanced intra-modular connectivity, and altered frequency of auditory and forelimb 
spontaneous sensory motifs. These resting-state changes resulted in a cortical connectivity pattern featuring 
disjoint but tight modules and a decline in network efficiency. The findings demonstrate that cortical connec-
tivity is sensitive to PS and exposed offspring may be at risk for adult stress-related neuropsychiatric disorders.   

1. Introduction 

Prenatal stress (PS) is suggested to have had negative effects on 
10–35% of children worldwide (Maselko et al., 2015) and is conse-
quently a global public health concern (Kinney et al., 2008; Rubin, 
2016). Prenatal stress events include maternal stress and changes in the 
intrauterine environment during the prenatal period that in turn influ-
ence neuroendocrine and immune systems. If PS impacts the maternal 
neuroendocrine system, it can lead to re-programming of the fetal 
hypothalamic-pituitary-adrenal (HPA)-axis. For instance, PS 
down-regulates placental 11β-hydroxysteroid dehydrogenase type 2 
(11β-HSD2), an enzyme that metabolizes cortisol (i.e., corticosterone in 
nonhuman animals) (Jensen Pena et al., 2012; O’Donnell et al., 2012). It 
may delay GABAergic interneuron development and behavioral inhibi-
tion (Lussier and Stevens, 2016) and elevate levels of immune response 
genes, such as pro-inflammatory cytokines IL-6 and IL-1β (Bronson and 
Bale, 2014). Depending upon development timing, such alterations can 
lead to changes in corticogenesis, the birth, migration, and maturation 
of the neocortical mantle (Bock et al., 2014; Jafari et al., 2020a), with 

resulting lifelong alterations in brain function (Jafari et al., 2020b) and 
behavior (Scheinost et al., 2017). 

There are a number of potential measures of stress impacts on the 
brain including changes in sensory-evoked responses (SERs) (Han et al., 
2019; McGirr et al., 2020) and alterations in spontaneous resting 
“default” activity (McCormick, 1999; Raichle, 2010; Ringach, 2009). 
Resting-state activity is characterized by low-frequency, spontaneous 
neural activity, and evidence of related fluctuations between some brain 
areas which shows they are functionally connected (Friston, 2011). In 
functional connectivity studies, the connectome (or network) consists of 
regions (or nodes) and their connections (or edges) and provides insights 
into global brain organization and function in health and disease 
(Nasiriavanaki et al., 2014). During rest or under anesthesia, functional 
connectivity has been shown to resemble anatomical (or structural) 
connectivity (Barttfeld et al., 2015; Grandjean et al., 2017). 
Resting-state functional connectivity (RSFC) has been used to study 
changes in brain functional connectivity associated with human psy-
chiatric and neurological disorders (Grandjean et al., 2020; Nasir-
iavanaki et al., 2014), and mouse analogues of those disorders. RSFC can 
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be assessed using functional neuroimaging techniques in humans and 
wide-field optical imaging methods in rodents. Among wide-field optical 
imaging techniques, voltage-sensitive dye (VSD) imaging can provide 
maps of neuronal activity with mesoscale temporal and spatial resolu-
tion and is a convenient way to image spontaneous neural activity 
(Bermudez-Contreras et al., 2018) and RSFC in mouse models of human 
neurodevelopmental disorders (McGirr et al., 2020). The brain neocor-
tical connectome is formed during prenatal neurogenesis and postnatal 
maturation as the brain develops (Scheinost et al., 2017). Consequently, 
PS as a result of various genetic-, health-, and environment-related 
factors can influence the development of the connectome (Scheinost 
et al., 2017; van den Bergh et al., 2018). 

Both human and nonhuman studies using neuroimaging techniques 
have shown that maternal distress during pregnancy is associated with 
structural and functional alterations in some brain regions, which are 
reflected in the resting/default mode networks (DMNs) and the atten-
tional networks (van den Bergh et al., 2018). Because of its high tem-
poral resolution, VSD imaging and graph-theoretical representations of 
imaging results should provide an ideal assessment of the potential ef-
fects of PS on the mouse connectome. This was the purpose of the pre-
sent study. To this end, the neocortical function of adult C57BL/6NJ 
mice subjected to PS using a repetitive auditory stimulus was investi-
gated using high temporal resolution VSD imaging, and the SERs and the 
RSFC measures were compared in sensory, motor, and associative 
cortical regions between the PS and control mice. 

2. Methods and materials 

2.1. Animals 

Eighteen female C57BL/6NJ mice between 8 and 10 weeks of age 
were individually mated with eighteen male C57BL/6NJ mice in stan-
dard pie-shape cages. The animals were given access to food and water 
ad libitum and maintained on a 12:12-h light:dark cycle in a 
temperature-controlled breeding room (21 ◦C) with less than 58 ± 2 dBc 
room noise level. For the recording of gestational length, a former 
protocol was followed (Jafari et al., 2017a, 2018b). When the pups were 
born, the dams were kept individually with the litters. At the age of 
21–23 days, the pups were weaned from their mothers, and one male 
pup was randomly selected from each litter. Male pups were selected to 
minimize variation in sex-related susceptibility to the anesthesia used in 
the acute recording experiments. All experiments and surgeries were 
performed during the light phase of the cycle under the approved pro-
tocols by the University of Lethbridge Animal Care Committee under the 
regulations of the Canadian Council of Animal Care. 

2.2. Experimental design 

Pregnant C57BL/6NJ mice were randomly assigned into two groups 
consisting of one PS group and one control group. PS animals were 
exposed to noise exposure on gestational days (GDs) 12–16 because the 
corticogenesis process occurs within embryonic days 10–17 in mice, and 
layers II/III, IV, and V mainly develop during GDs 12–16 (Kolb et al., 
2012, 2013). This timeframe is also in line with the second trimester of 
human pregnancy, which is a time when substantial human neocortical 
development occurs (Clancy et al., 2007). 

2.2.1. PS procedure 
The PS paradigm consisted of an intermittent 3000 Hz frequency 

sound of 90 dB for 1s duration and 15s inter-stimulus interval and lasted 
for 24hrs starting at 8:00am (Jafari et al., 2017b, 2019). This tonal 
frequency was applied because it is audible to mice (Heffner and Heff-
ner, 2007), and is relatively similar to environmental noises, which are 
largely made up of low to mid-frequency tones (Chang et al., 2014). The 
intermittent presentation of sound stimuli, as well as 24hrs rest after 
every exposure also were used to prevent stimulus-induced hearing loss 

(White et al., 1998). On GDs 12, 14, and 16, pregnant mice (n = 6) in 
groups of two to three in their standard cage were moved to a sound 
chamber specified for the PS group. A speaker, which emitted the noise 
stimulus was placed inside the cage. The sound pressure level was 
monitored daily inside the cage without an animal (Tektronix RM3000, 
Digital Phosphor Oscilloscope). A similar procedure was applied for the 
control pregnant mice (n = 12). A silent speaker, however, was placed 
inside the cage, and no noise exposure was given. 

2.2.2. Plasma corticosterone assay 
A day before each animal surgery, blood was collected from the 

submandibular vein, between 7:30 to 8:30am. Approximately 0.1 ml of 
blood was taken in heparin-coated tubes. The tubes were centrifuged at 
6000 rpm at 4 ◦C for 15min to gather the plasma. Collected plasma 
samples were stored at − 80 ◦C and then analyzed using previously 
described methods (Jafari et al., 2018a, 2018b). 

2.2.3. Surgery 
For imaging the neocortex, an acute craniotomy was performed for 

the PS (n = 6) and control (n = 12) offspring at age 2–3 months. Mice 
were given an acute 7 × 6 mm unilateral craniotomy and the dura was 
removed (bregma +2.5 to − 4.5 mm, lateral to the midline 0–6 mm for 
VSD imaging experiments as previously described (Kyweriga et al., 
2017)). Isoflurane (1.0–1.5%) was used to anesthetize mice both for 
induction and during surgery. All imaging sessions were performed on 
anesthetized mice after their craniotomy surgery. Although anesthesia 
may potentially compromise brain recording, previous studies (Moha-
jerani et al., 2013) have reported no significant differences in 
sensory-evoked VSD response parameters as well as patterns of spon-
taneous activity in anesthetized vs quiet awake mice. Moreover, the 
isoflurane inhalation that was used has been shown to leave the stress 
response (corticosterone level) intact (Wu et al., 2015). Nevertheless, 
the concentration of isoflurane (0.5–0.7%) was reduced during the 
period of data collection. Mice were head-fixed during imaging, in 
which the skull being fastened to a steel plate while they were posed on a 
metal plate onto the stage of the upright microscope (Mohajerani et al., 
2010). A heating pad was used to preserve the body temperature at 37 ◦C 
during surgery and imaging sessions. 

2.2.4. VSD imaging 
Wide-field optical imaging of summated cortical voltage activity was 

used to capture the mesoscale dynamics of the cortex. For in vivo VSD 
imaging, the dura was carefully removed within the craniotomy win-
dow. The dye RH-1691 (Optical Imaging, New York, NY, USA) (Shoham 
et al., 1999) was dissolved in HEPES-buffered saline (0.5 mg/ml) and 
applied to the exposed cortex for 30–40min (Mohajerani et al., 2010). 
The unabsorbed VSD was washed and imaging begun almost 30min 
later. Because respiration can lead to movement artifact, the brain was 
covered with 1.5% agarose made in HEPES-buffered saline and sealed 
with a glass coverslip to minimize that effect. A charge-of front-to-front 
video lenses (8.6 × 8.6 mm field of view, 67 μm per pixel). VSD was 
excited using coupled device camera (1M60 Pantera, Dalsa, Waterloo, 
ON, Canada) and an EPIX E8 frame grabber with XCAP 3.8 imaging 
software (EPIX, Inc., Buffalo Grove, IL, USA) was used to capture 12-bit 
images with 6.67 ms temporal resolution. Collected images were taken 
through a microscope composed a red LED (627 nm center, Luxeon Star 
LEDs Quadica Developments Inc., AB, Canada) and excitation filter (630 
± 15 nm, Semrock, NY, USA). VSD fluorescence was filtered using a 
673–703 nm band-pass optical filter (Semrock, NY, USA). The imaging 
was focused on the cortex to a depth of ~1 mm to avoid distortion of the 
signal given the movement of superficial blood vessels. 

2.2.5. Recording spontaneous and evoked activity 
Spontaneous activity was recorded with 6.7 ms temporal resolution 

(150 Hz) prior to recording evoked activity, to prevent sensory stimu-
lation from altering the characteristics of spontaneous activity (Han 
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et al., 2008). Each epoch of spontaneous activity recording lasted for 67 
s, and between 6 and 10 epochs were recorded for each animal. Between 
each epoch, HEPES-buffered saline was added to the agarose to keep the 
brain moist. After the spontaneous activity was recorded, the evoked 
activity procedures were undertaken. Cortical evoked responses fore-
limb, hindlimb, whisker, visual, and auditory stimuli were measured. A 
thin needle (0.14 mm) was inserted in the paws for hindlimb and fore-
limb stimulation, which delivered a current of 0.2–1 mA for 1 ms. For 
whisker stimulation, a single whisker was attached to a piezoelectric 
device (Q220-A4-203YB, Piezo Systems, Inc., Woburn, MA, USA) and 
stimulated by a 1 ms square pulse. Visual stimulation was provided 
through a 1 ms pulse of combined green and blue light. For auditory 
stimulation, a 12 kHz pure-tone at 80 dB was presented using a 
Tucker-Davis Technologies (TDT) RX6 once the animal was sitting in a 
sound-proof booth. The speaker (TDT, ES1 electrostatic loudspeaker) 
was calibrated to emit a uniformly distributed sound stimulus. Sensory 
stimulations were separated by an interval of 10s. Stimulated trials 
lasted for 1s, and the stimuli were presented after passing one-third of 
the time of that trial. For each animal and each stimulus, between 10 and 
20 evoked trials were recorded. 

2.3. Data analysis 

2.3.1. VSD processing 
Six to twenty stimulation trials were averaged to decrease the effect 

of spontaneous change of brain states. These trials were used for the 
normalization of the stimulated data. Using MATLAB® (Mathworks, 
Natick, MA, USA), VSD responses were calculated as a percentage 
change relative to baseline (ΔF/F0 × 100%). The baseline was estimated 
for both no-stimulation trials and spontaneous activity, using the “loc-
detrend” function from the Chronux toolbox (Bokil et al., 2010). Tem-
poral low-pass filters with cutoff frequencies of 30 Hz and 6 Hz were 
respectively used for evoked and spontaneous recordings. To get a 
smoother signal, a spatial Gaussian filter with sigma equal to 1 μm also 
was applied to both evoked and spontaneous recordings. 

2.3.2. ROI identification 
The neocortex was divided into 19 regions including primary sensory 

and motor areas (motor barrel cortex (mBC), motor forelimb (mFL), 
motor hindlimb (mHL), primary hindlimb (HLS1), primary forelimb 
(FLS1), primary lip (LpS1), primary barrel cortex (BCS1), primary visual 
(V1), primary auditory (A1)), supplementary areas (secondary barrel 
(BCS2), secondary hindlimb (HLS2A and HLS2B), secondary forelimb 
(FLS2), lateral secondary visual (V2L), medial secondary visual (V2M), 
anterior segment of the secondary motor (aM2), posterior segment of the 
secondary motor (pM2)), and association areas (parietal association 
(ptA) and retrosplenial cortex (RSC)). To specify cortical regions, sen-
sory stimulation was used to set coordinates for the primary and sec-
ondary somatosensory areas (HLS1, HLS2A, HLS2B, FLS1, FLS2, BCS1, 
BCS2, V1, and A1). The coordinates of other areas were set relative to 
these sensory areas’ coordination, using a stereotaxic atlas(Paxinos, 
2001). We defined the regions of interest (ROI) as a 5 × 5-pixel area 
around the specified coordinates and the time series associated with 
each ROI was the average of ΔF/F0 across all pixels within the ROI. 

2.3.3. Sensory evoked responses 
Evoked responses were characterized by peak amplitude, the area 

under the peak, and time to peak (rise time). The peak of the evoked 
responses was set as the maximum value from the onset of the stimulus 
to 200 ms thereafter, as long as the value was at least two standard 
deviations above the baseline. The area under the peak also was defined 
from the onset of the stimulus to 200 ms afterward. Finally, the rise time 
was determined by subtracting the response onset time from the peak 
time. For all quantifications, the baseline was defined as the mean of the 
evoked signal from 300 ms to 10 ms before the stimulus. 

2.3.4. Correlation and network analysis 
Correlation matrices were created based on the zero-lag correlation 

between spontaneous VSD ΔF/F0 signals of every couple of 19 cortical 
ROIs. For network analysis, both full and partial correlations were 
employed to respectively characterize the global and local structure of 
the networks. The brain connectivity toolbox (Rubinov and Sporns, 
2010) was used to calculate network measures including global effi-
ciency (the average of inverse shortest path length), characteristic path 
(the average shortest path length between all pairs of nodes in the 
network), clustering coefficient (the extent that a node’s neighbors are 
neighbors of each other), nodes betweenness centrality (the fraction of 
all shortest paths in the network that contains a given node), modularity 
(the extent a network is divided into delineated communities), and 
participation coefficient (the extent that a node is restricted to its 
community). Negative weights were considered in the algorithms we 
used for measuring modularity and participation, meaning that a 
portion of these measures came from negative connections. Overall, all 
network measures were individually found for each animal and then 
averaged across animals for a group-level comparison. 

To find out the community (modularity) structure of the networks, 
the community Louvain algorithm was employed (Blondel et al., 2008). 
To adjust the size of the communities, a similar value of resolution 
parameter (0.2) was used for both control and PS networks. After finding 
the modularity structure for each animal, it was required to obtain 
consensus communities over all animals in each group to do a 
group-level comparison. Hence, first, the concept of multilayer networks 
(Betzel et al., 2019) (i.e., network layers represent individual subjects’ 
networks) was applied. Then, the agreement matrix (Betzel et al., 2013), 
whose elements indicate the number of times any two vertices were 
assigned to the same community, was obtained. Eventually, through 
successively applying the Louvain algorithm on the agreement matrix 
(Lancichinetti and Fortunato, 2012), a consensus partition for networks 
of both groups was created. Nodes whose degree was in the 80th 
percentile and had a participation coefficient greater than 0.3 were 
chosen as connector hubs (Sporns et al., 2007). 

For thresholding, we avoided weight thresholding, applying a fixed 
threshold value to all networks, which leads to a different number of 
edges in the control and PS networks and is characterized as the main 
source of group differences (van Wijk et al., 2010). The effect of statis-
tical significance threshold, and proportion/density thresholding, which 
preserves the same number of edges in all networks by keeping only the 
strongest X percent of connections (Buchanan et al., 2020; Fornito et al., 
2016), is explained below. 

Correlation analysis. The statistical significance threshold did not 
affect any of the correlation coefficients as all the p-values were much 
smaller than the significance level, even after correcting for multiple 
hypotheses testing (all p-values were less than 10− 10 even for the 
smallest correlation values, which were of the order of 0.1). As the 
histogram in Fig. 3B shows, the connectivity strength distributions were 
significantly different between groups. To test the hypothesis that this 
difference was the main reason for the group differences, keeping the 
same value of connections (i.e., preserving the same histogram of con-
nectivity strength), we generated an ensemble of 100 shuffled connec-
tivity matrices. Supplementary Table S5 shows the result of 
comparisons. We also examined proportion thresholding. Starting from 
fully connected networks, as we raised the threshold, the network 
measures became less different between the two groups. When reaching 
the backbone of the networks (10–15% of all links), none of the network 
measures appeared significantly different. We would like to stress, 
however, that the efficiency of the PS network remained significantly 
lower than the one of the control network at different threshold levels if 
at least 30% of all links are kept. 

Partial correlation analysis. The statistical significance threshold 
was applied to reduce the possibility of having nodes connected by 
chance. With this threshold the partial correlation networks became 
slightly sparser (e.g., removal of 3–11% and 6–16% of the links at the 
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significance level of 0.05 and 0.001, respectively). We also investigated 
the effect of density thresholding on differences in network topologies. 
Modularity and the number of connector hubs were significantly higher 
in the PS networks until 50% (86 out of 171) and 20% (34 out of 171) of 
links were preserved, respectively. Although PS networks consistently 
had more connector hubs than control networks at different threshold 
levels, by keeping less than 70% of connections, the regions emerging as 
hubs became more variable reflecting stronger statistical fluctuations 
due to the small network size. Therefore, we first applied a significance 
threshold to partial correlations and then to equalize network sizes, we 
kept the strongest 80% of connections, which led to 138 out of 171 
possible connections in all networks. Due to the subtraction of all 
possible confounding correlations, the partial correlation coefficient 
between two regions can take negative values (Supplementary Fig. 4). 
These negatively weighted edges may be neurobiologically relevant in 
functional neuroimaging (Kazeminejad and Sotero, 2020; Sporns and 
Betzel, 2016). Because there is no consensus regarding the treatment of 
negatively signed edges, negative correlations were not removed in this 
study for two main reasons: 1) We did not perform global signal 
removing (common in fMRI studies (Schwarz and McGonigle, 2011)) in 
the pre-processing step, which could give rise to anti-correlations. 
Hence, it is more likely that negative correlations are neuro-
biologically relevant in our study; 2) Negative weights comprised a 
considerable portion (36–44%) of all connections both in control and PS 
networks. 

2.3.5. Spontaneous sensory motifs 
Sensory motifs are periodic waves of spontaneous activity that 

resemble evoked responses to sensory stimuli. A template matching 
technique was used to identify these motifs as previously described 
(Mohajerani et al., 2013). For each sensory modality, the template was 
identified using the first three frames after the onset of evoked activity 
and the Pearson correlation coefficient was taken between templates 
and the spontaneous activity. Then, frames of the spontaneous activity 
with a greater correlation coefficient than a given threshold were 
considered as a ‘match’ (i.e., sensory motif). To determine a correlation 
threshold for the template matching process, first, a range of thresholds 
was defined by summing the mean correlation between each sensory 
template and spontaneous activity with a standard deviation (SD) in 
steps of 0.1 SD. Then, the number of “matches” obtained from each 
threshold versus the threshold range was plotted (Supplementary 
Fig. 5). The threshold level was set where the percentage of “matches” 
reduced to 36% (e− 1) of its initial value (Mohajerani et al., 2013). This 
criterion was applied to all sensory templates individually. The overall 
threshold level, finally, fell around mean correlation+1.6SD for the PS 
group and mean correlation+1.7SD for the control group. The minimum 
interval between two consecutive motifs to consider them as separate 
events was set at 200 ms. 

To study the temporal order of sensory motifs within the sponta-
neous activity, all possible non-repetitive combinations of motifs using 

the combination formula C(n, r) =

(
n
r

)

= n!
r!(n− r)!, which gives the 

number of possible r-combinations from a larger sample of n elements, 
were found. Given five different sensory motifs, 20 double (e.g., 
auditory-forelimb (AF), …), 60 triple (e.g., auditory-forelimb-visual 
(AFV), …), 120 quadruple (e.g., auditory-forelimb-visual-whisker 
(AFVW), …), and 120 quintuple (e.g., auditory-forelimb-visual- 
whisker-hindlimb (AFVWH), …) non-repetitive combinations were 
possible. To find these sequences, the frames of spontaneous activity 
matched with sensory templates were identified. Then, a combination 
with a certain temporal order of motifs was explored. To name a com-
bination of motifs as a sequence, an upper limit of 1s interval between 
consecutive motifs was set. To verify that the order matters, the results 
of the experiment were compared with randomly generated sequences. 
To make random sequences, the whole string of sensory motifs within a 
spontaneous recording was temporally shuffled (1000 times), whereas 

the total number of each sensory motif was kept the same as its actual 
count. 

2.3.6. Statistical tests 
We utilized a two-sided (non-directional) Wilcoxon rank-sum test, 

equivalent to a Mann-Whitney U test, for cross-sectional analysis. Both 
full and partial correlation analyses were performed based on the linear 
dependence of variables using the Pearson correlation coefficient. P- 
values for correlational analysis were computed using a Student’s t 
distribution for a transformation of the correlation. This was exact for 
normal data but was a large-sample approximation otherwise. All sta-
tistical analyses were performed using MATLAB at a significance level of 
0.05. The Benjamini & Hochberg (BH) procedure was applied for con-
trolling false discovery rate (FDR) (Benjamini and Hochberg, 1995) 
wherever multiple hypotheses were tested. Error bars and ± ranges 
represent the standard error of the mean (SEM). Asterisks indicate *p <
0.05, **p < 0.01, ***p < 0.001. 

Data availability. Processed data and codes are available in Men-
deley Dataset https://data.mendeley.com/datasets/xfkhsnjcmg/draft? 
a=462d091e-5458-4b80-9952-a61cc7c08afb. 

3. Results 

3.1. Elevated corticosterone levels 

The timeline of the experiment is shown in Fig. 1A. The basal 
corticosterone level was more than four-fold higher in the PS group 
compared with the control group (p ≤ 0.001, Fig. 1B). 

3.2. Reduced sensory-evoked amplitudes 

In the control group, all modes of sensory stimulation (hindlimb, 
forelimb, whiskers, visual, or auditory systems) resulted in consensus 
patterns of cortical depolarization (Fig. 1C and D) consistent with pre-
vious findings (Mohajerani et al., 2013). Sensory stimulation led to the 
activation of primary sensory areas as well as “islands” of response 
within functionally related areas such as primary motor regions (mFL, 
mHL, mBC), secondary sensory regions (FLS2, HLS2, BCS2, V2) or 
cortical areas along the mid-line (RSC, cingulate, and secondary motor) 
(Fig. 1D). For all sensory modalities, the activity initially appeared in the 
primary cortices and then spread to secondary somatosensory cortices. 
The montage of VSD images in Fig. 1D illustrates a reduction of cortical 
activation and localization of response to all stimuli in the PS group 
relative to the control mice. 

Fig. 1E shows the evoked response of primary cortical regions to each 
corresponding stimulus. The PS mice showed a declined VSD response (i. 
e., ΔF/F0) in all cortical regions compared to the control group. To 
statistically verify this group difference, the peak amplitudes (V1: df =
13, sum of ranks = 92.5, p = 0.012; A1: df = 13, sum of ranks = 95, p =
0.004; BCS1: df = 13, sum of ranks = 99, p ≤ 0.0001; FLS1: df = 13, sum 
of ranks = 94, p = 0.007; HLS1: df = 13, sum of ranks = 95, p = 0.004; 
two-tailed rank-sum test) and the area under the peak (V1: df = 13, sum 
of ranks = 93.5, p = 0.008; A1: df = 13, sum of ranks = 97, p = 0.001; 
BCS1: df = 13, sum of ranks = 99, p ≤ 0.001; FLS1: df = 13, sum of ranks 
= 95, p = 0.004; HLS1: df = 13, sum of ranks = 98, p ≤ 0.001; two-tailed 
rank-sum test) were compared between the two groups. To quantify 
evoked responses within wider cortical regions, the VSD responses were 
compared at 19 cortical ROIs corresponding to Fig. 1C (see Methods). 
The statistically quantified responses of all other cortical regions in 
terms of peak amplitude, area under the peak, and rise time of the 
response were shown in Supplementary Materials (Supplementary 
Figs. 1, 2, and 3; and Tables 1–3). 
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3.3. Group difference comparisons using intracortical functional 
connectivity matrices 

Mice in both control and PS groups exhibited dynamic, spatially 
complex patterns of spontaneous cortical activity. Zero-lag correlation 
analysis was used to quantify the effect of PS on intracortical functional 
connectivity. Correlation matrices in Fig. 2A show the average of ani-
mals per group. Whereas most of the regions were highly correlated, the 
overall correlation strength was reduced in the PS compared to the 
control group (MeanCorrControl = 0.8 ± 0.02 vs. MeanCorrPS = 0.65 ±
0.04, p ≤ 0.001). Fig. 2B (Table S4) illustrates the average correlation 
between each ROI and all other regions, indicating the regional 
nonspecific reduction of functional connectivity in the PS group. Fig. 2C 
represents the subtraction of the correlation matrices of the two groups 
displayed in Fig. 2A, which shows 71% (122 out of 171) of correlation 
comparisons are significantly different. 

3.4. Reduced efficiency and enhanced modularity in the PS network 

Comparison of connectivity matrices in Fig. 2C shows a PS-induced 
overall decrease of correlation coefficient values within most of the re-
gions compared with the control group. For a better understanding of 
intracortical relationships in the two groups, the correlation matrices 
were used to derive the corresponding graphs. The correlations were 
checked for statistical significance and no connection was removed as all 
p-values were much smaller than the significance level (see the Corre-
lation and network analysis in the Methods). We did not apply propor-
tion thresholding because as was explained in the Methods, all 
correlations were statistically significant at extremely high confidence 
levels, the size of the networks was small (19 nodes, 171 links), our 
findings were robust over a range of low thresholds, and high thresholds 
led to sparse small networks with poor statistics such that group dif-
ferences were washed away. In Fig. 3A, graphs are plotted based on the 

Fig. 1. The decline of evoked responses to sensory stimuli in PS mice. A) Timeline of the experiment. Pregnant mice were exposed to noise stress on GDs (gestational 
days) 12–16. Their pups were weaned at the age of 21–23 days (PD, postnatal day). Blood was collected from pups at age 2–3 months (Cort, corticosterone). A day 
after, an acute craniotomy was performed for both groups. The VSD imaging was conducted a week after. B) The basal corticosterone level of PS mice was 
significantly increased compared to the control mice. C) Unilateral craniotomy represents imaged cortical regions. D) Photomicrograph of the wide unilateral 
craniotomy with bregma marked with a white dot in each image. Patterns of cortical activation are shown in a mouse anesthetized with isoflurane (0.5%) after (i) 
auditory, (ii) whisker, (iii) forelimb, (iv) hindlimb, and (v) visual stimulations with a light-emitting diode (LED) for a control and a PS mouse. These VSD imaging 
montages show the frame of the stimulus (0 ms) followed by four other frames starting from the onset of the evoked response. The first image from the left in the first 
row indicates the anterior (A), posterior (P), medial (M), and lateral (L) directions. E) Evoked VSD responses to five sensory stimuli. The shaded region in all diagrams 
shows SEM (standard error of the mean). The asterisks point to a significant difference in the area under the peak. (i) Response of the A1 region after the auditory 
stimulus (df = 13, sum of ranks = 96, p = 0.003); (ii) response of the HLS1 region after the hindlimb stimulus (df = 13, sum of ranks = 98, p = 8 × 10− 4); (iii) 
response of the FLS1 region after the forelimb stimulus (df = 13, sum of ranks = 95, p = 0.005); (iv) response of the BCS1 region after the whisker stimulus (df = 13, 
sum of ranks = 99, p = 4 × 10− 4); and (v) response of the V1 region after the visual stimulus (df = 13, sum of ranks = 93.5, p = 0.008). The number of mice: n = 9 
control, n = 6 PS. Asterisks indicate *p < 0.05, **p < 0.01, or ***p < 0.001. 
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Fig. 2. Reduced cortical functional connectivity by PS. A) Zero-lag correlation matrices for (i) the control and (ii) PS groups. Black dashed line squares separate midline, 
somatomotor, and visual regions (see the Methods and Fig. 1 for cortical regions). B) A significant difference was found between the two groups on the average 
correlation of each ROI and all other regions. Table S1 includes detailed statistics. P-values are corrected for multiple hypotheses testing. C) Subtraction of inter- 
regional correlation coefficients. The colors specify the degree of change in correlations. Correlation between most ROIs (71% (122 out of 171) was reduced in 
the PS. P-values are corrected for multiple hypotheses testing. The number of mice: n = 12 control, n = 6 PS. Asterisks indicate *p < 0.05, **p < 0.01, or ***p <
0.001. Error bars indicate mean ± SEM (standard error of the mean). See the ROI identification in the Methods for the full name of ROIs. (For interpretation of the 
references to color in this figure legend, the reader is referred to the Web version of this article.) 

Fig. 3. Declined efficient information transmission in the cortical network in PS. A) Schematic of the cortical networks based on the average correlation for (i) the control 
and (ii) PS groups. Nodes indicate cortical regions in the left hemisphere and edges’ weight represents the strength of the connection. Edges are thicker in the control 
network compared to the PS network, showing the existence of stronger connections among regions. B) The edge weight distributions are significantly different (Z =
0.65 and p = 1.2 × 10− 30, two-sample Kolmogorov-Smirnov test). While edge-weights in the PS network spanned all values in 0.1–1 interval with a peak around 0.62, 
they only varied from 0.6 to 1 with a mean around 0.8 in the control group. C) Comparison of some global network measures. (i) The PS network showed a smaller 
clustering coefficient (df = 16, sum of ranks = 143, p-corrected = 0.009), (ii) an increased characteristic path (df = 16, sum of ranks = 86, p-corrected = 0.006), (iii) 
a lower global efficiency (df = 16, sum of ranks = 143, p-corrected = 0.004) compared with the control network. (iv) The average betweenness of nodes was 
enhanced in the PS versus the control network (df = 16, sum of ranks = 93.5, p-corrected = 0.035). P-values are corrected for multiple hypotheses testing. The bar 
graphs show the average value of the measures over all animals in a group. The number of mice: n = 12 control, n = 6 PS. Asterisks indicate *p < 0.05, **p < 0.01, or 
***p < 0.001. Error bars indicate mean ± SEM (standard error of the mean). See the ROI identification in the Methods for the full name of ROIs. 
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average correlation in each group. The thickness of the connecting lines 
is proportional to the strength of the connection, and the nodes (regions) 
are positioned based on the average brain coordinates for animals. Both 
graphs were entirely connected, however, the links were thicker (i.e., 
larger correlation coefficients) in the control network. 

To find out how information flow might be affected by PS, we made a 
comparison of some basic global network measures indicating network 
efficiency such as “clustering coefficient”, “characteristic path length” 
and “global efficiency”. The “clustering coefficient” and the “charac-
teristic path” are extensively used in brain network studies (Bullmore 
and Sporns, 2009). It has been shown that brain networks are highly 
clustered with a short characteristic path, which is a measure of 
“small-world property” (Hilgetag et al., 2000; Sporns and Zwi, 2004). 
Fig. 3C demonstrates a smaller clustering coefficient (Fig. 3Ci) and a 
longer characteristic path (Fig. 3Cii) of the PS network, which refer to a 
compromised small-world property in the PS mice. The “global effi-
ciency” was also significantly reduced in the PS network (Fig. 3Ciii) 
which agrees with the increased characteristic path, as they are 
inversely related. 

Using “betweenness centrality” as a measure of a region’s impor-
tance, we found that the average betweenness of nodes was increased in 
the PS compared to the control network (Fig. 3Civ). However, none of 
the ROIs consistently emerged as a central region among most animals in 
either of the groups. 

To verify that the above group differences in network measures 
stemmed from the overall difference in connectivity strength distribu-
tions, Fig. 3B, we randomly permuted correlation matrices entries (see 
the Correlation and network analysis in the Methods). Under shuffling, 
group differences remained significant while there was no significant 
difference in the network measures within a given group. This confirms 
that the origin of all group differences in network charactristics is 
encoded in the weight distributions. See Supplementary Table S5 for the 
statistics. 

In the next step, to detect segregated structure and hubs, two major 
hallmarks of brain networks (Bullmore and Sporns, 2009), partial cor-
relation was used to capture the direct functional connection between 
nodes by removing confounding effects of third-party nodes (Smith 
et al., 2011, 2013) (see Supplementary Fig. 4 for partial correlation 
matrices). To limit the number of spurious connections from the esti-
mating process of partial correlation (Martin et al., 2017; Oliver et al., 
2019), all partial correlations were tested for statistical significance 
(Epskamp and Fried, 2018). Then the strongest 80% of connections in 
each network were preserved to equalizes the network sizes. As the 
networks are small (19 nods and 171 possible connections), more 

reduction of the links would be unreliable due to statistical fluctuations 
(see the Correlation and network analysis in the Methods for the details). 
Weighted networks in Fig. 4A display functional connectivity based on 
average partial correlation in each group. The edge widths imply the 
strength of the connection between regions and nodes with the same 
color belong to the same community. The negatively weighted connec-
tions in the partial correlation networks were also preserved as they 
could be neurobiologically associated with stress (see the Correlation 
and network analysis in the Methods). Positively and negatively 
weighted connections are respectively presented as green and red edges 
in Fig. 4A. 

A higher number of non-overlapping groups of nodes in a given 
network is an indication of optimal network structures, and modularity 
is a quantified measure that shows to what extent a network is divided 
into such specified communities (Newman, 2006). Using community 
detection algorithms (see the Correlation and network analysis in 
Methods), a consensus partition for networks of both groups was created 
(Fig. 4A). Whereas the number of communities remained the same in 
both networks, the host modules of some nodes were different between 
the two groups. To make a quantified comparison of modularity, the 
average quality functions (Q, obtained from the community detection 
algorithm) were compared. Higher modularity in the PS network 
(Fig. 4Bi) implied that intermodular communication was more clearly 
separated from intramodular communication than the control network. 

Generally, hubs are characterized as high degree nodes with edges 
that pose them in central positions for promoting communication 
through a network. To identify hubs in partial correlation networks, the 
participation coefficient was employed (Power et al., 2013). Based on 
their participation coefficient, “connector hubs” were categorized as 
high degree nodes with many intermodular connections (Sporns et al., 
2007) (see the Correlation and network analysis in Methods). Fig. 4Bii 
shows that the average number of hubs is almost twice in the PS group. 
Regions shown as large squares in the networks in Fig. 4A emerged as 
hubs in the majority of mice in each group (BCS1 in the control group 
and BCS1, ptA, RSC, and pM2 in the PS group). 

Fig. 4C shows that in contrast to the correlation values (Fig. 3B), 
there is no drastic difference in the histograms of the partial correlation 
values at the group level, reflecting the effect of network structure on the 
measure differences rather than the effect of the overall difference in 
connectivity strength distributions. 

3.5. Rate and temporal order of motifs 

To examine how PS alters patterns of activity in the brain, the rate 

Fig. 4. PS results in delineated modules in the cortical networks. A) Schematic of the cortical network based on the average partial correlation for (i) the control and (ii) 
PS networks. Nodes show cortical regions in the left hemisphere and edges’ weight reflects the strength of the connection. Green and red edges show positively and 
negatively weighted connections, respectively. The same color nodes belong to the same community. Square represents connector hubs. B) Bar graphs compare 
network measures between the two groups. (i) The PS network showed a more modular structure as the average of its modularity quality function (Q) was greater 
than the control network (df = 16, sum of ranks = 87, p-corrected = 0.014). (ii) The number of connector hubs, high degree nodes with the participation coefficient 
of greater than 0.3, increased in the PS network (df = 16, sum of ranks = 78, p-corrected = 3.2 × 10− 4). P-values are corrected for multiple hypotheses testing. The 
bar graphs show the average value of the measures over all animals in a group. C) The edge weight distributions are not significantly different (Z = 0.11 and p =
0.227, two-sample Kolmogorov-Smirnov test). The number of mice: n = 12 control, n = 6 PS. Asterisks indicate *p < 0.05, **p < 0.01, or ***p < 0.001. Error bars 
indicate mean ± SEM (standard error of the mean). See the ROI identification in the Methods for the full name of ROIs. (For interpretation of the references to color in 
this figure legend, the reader is referred to the Web version of this article.) 
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and succession of the spontaneous sensory motifs were compared be-
tween the two groups. These spontaneously occurring motifs were 
determined using a template matching method through the templates 
extracted from multimodal sensory-evoked responses, Figs. 5A and S5. 
Using this approach, the spontaneous motifs originated from the fore-
limb, hindlimb, barrel, visual and auditory cortices were identified 
(Fig. 5Aii). The heat map in Fig. 5B demonstrates the concurrent cor-
relation of different templates of sensory-evoked responses with a 30s 
period of spontaneous activity. The correlation of instantaneous patterns 
of spontaneous activity with multiple templates of sensory-evoked re-
sponses for the first 6s of the data in panel B has been plotted in Fig. 5C. 
Peaks in this plot reflect parts of spontaneous activity closely resembling 
the sensory-evoked templates. Shaded rectangles in Fig. 5C are recog-
nized as motifs, whose VSD montage plots are shown in Fig. 5Aii (see 
Methods). The overall occurrence rate (i.e., number of motifs per sec-
ond) was 0.31 ± 0.01 and 0.29 ± 0.01 in the control and PS groups 
respectively (p > 0.1). Despite an almost identical overall rate of motifs’ 
occurrence in both groups, the occurrence frequency was increased for 
auditory motifs and decreased for forelimb motifs, with no changes for 

the visual, hindlimb, and whisker motifs (Fig. 5D). 
While spontaneous cortical activity has been shown to constitute a 

complex combination of multiple sensory motifs (Afrashteh et al.; 
Mohajerani et al., 2013), their sequential order remains unknown. Thus, 
we tested whether PS alters the temporal order of motif combinations by 
comparing all possible nonrepetitive permutations, including, 20 dou-
ble, 60 triple, 120 quadruple, and 120 quintuple sequences (see 
Methods). The results of quintuple sequences, however, were not 
included given their rare occurrence. Besides comparing PS and control 
groups, the temporal order of motif sequences in each group was also 
compared with random data (see Methods). 

Fig. 6 exhibits the average number of sequences that revealed a 
significant difference between experimental and random data in both 
groups (quadruple sequences: control, 0.088 ± 0.015, control-shuffled, 
0.140 ± 0.006, p > 0.02; PS, 0.087 ± 0.01, PS-shuffled, 0.13 ± 0.006, 
p > 0.008; triple sequences: control, 0.51 ± 0.064, control-shuffled, 
0.72 ± 0.027, p > 0.02; PS, 0.61 ± 0.1, PS-shuffled, 0.67 ± 0.028, p 
> 0.015; double sequences: control, 3.05 ± 0.22, control-shuffled, 3.7 ±
0.12, p > 0.04; PS, 2.92 ± 0.18, PS-shuffled, 3.45 ± 0.13, p > 0.04). 

Fig. 5. Increased frequency of auditory motifs and decreased frequency of forelimb motifs in PS. A) Comparison of sensory-evoked templates and spontaneous data from 
VSD imaging. (i) Five frames of the sensory-evoked responses to different stimuli. (ii) Spontaneous sensory motifs matched with evoked responses to auditory, 
whisker, forelimb, hindlimb, and visual stimuli. B) Concurrent correlation of different templates of sensory-evoked responses with a 30s period of spontaneous 
activity. The colors indicate the correlation value at different times. C) Correlation of sensory-evoked templates and spontaneous activity taken for 6s of spontaneous 
data (corresponding to the red dashed line in B). Shaded rectangles represent parts of spontaneous activity closely resembling the sensory-evoked templates, which 
were chosen as sensory motifs. D) The number of sensory motifs occurrence per second averaged over all animals in each group. The rate of occurrence in the PS 
group was decreased for the forelimb motif (df = 12, sum of ranks = 27, p = 0.02) and increased for the auditory motifs (df = 12, sum of ranks = 61, p = 0.04) 
compared with the control group. For other motifs no significant difference was observed (hindlimb: df = 12, sum of ranks = 36, p = 0.27; visual: df = 12, sum of 
ranks = 51, p = 0.5; whisker: df = 12, sum of ranks = 33, p = 0.142). The number of mice: n = 8 control, n = 6 PS. Asterisks indicate *p < 0.05, **p < 0.01, or ***p 
< 0.001. Error bars indicate mean ± SEM (standard error of the mean). (For interpretation of the references to color in this figure legend, the reader is referred to the 
Web version of this article.) 
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Despite significant change in the average rate of sequences, few indi-
vidual sequences in each group emerged significantly different from the 
random occurrence (Supplementary Figs. 6A, 6B, and 6C). According to 
Fig. 6, PS also had no effect on the average rate of multiple combina-
tions’ occurrence (quadruple sequences: control, 0.088 ± 0.015, PS, 
0.087 ± 0.01, p > 0.85; triple sequences: control, 0.51 ± 0.064, PS, 0.5 
± 0.045, p > 0.66; double sequences: control, 3.05 ± 0.22, PS, 2.92 ±
0.18, p > 0.75) (see Supplementary Fig. 6D for comparison between 
individual sequences). 

4. Discussion 

The experiments examined how exposure to stress during the pre-
natal period affects the neocortical function of adult mice. Measures 
were made of cortical SERs, RSFC, and spontaneous sensory motifs in PS 
mice compared with the control mice at 2–3 months of age. PS was 
associated with an elevated corticosterone level, the reduced amplitude 
of SERs, overall decline of RSFC and network efficiency, enhanced 
modularity, an increased number of connector hubs, and the altered 
occurrence frequency of auditory and forelimb motifs. 

4.1. Elevated corticosterone levels 

In our study, the PS mice showed a four-fold higher basal cortico-
sterone level than the control group in adulthood. Corticosterone is the 
primary component of the stress system that along with the sympathetic 
nervous system contributes to mobilizing energy stores in response to 
stressful events (Charil et al., 2010; Handa and Weiser, 2014). Current 
experimental research supports the idea that the dysregulation of the 
HPA-axis during sensitive fetal periods is associated with lasting alter-
ations in brain and behavior throughout the lifespan (Charil et al., 2010; 
Huizink et al., 2004; Weinstock, 2017). Findings of studies also 
demonstrate that prenatal noise stress alone or in combination with 
other stresses is linked to higher levels of corticosterone at rest, delay in 
sensory and motor development, and life-long impairments in behav-
ioral and cognitive performance (Jafari et al., 2020b). 

Adrenal glucocorticoid hormones are essential for the maintenance 
of homeostasis and adaptation to stress. They act via the mineralocor-
ticoid receptors (MRs) and glucocorticoid receptors (GRs) (Graham 
et al., 2019), which are co-expressed abundantly in the neurons of limbic 
structures, including the hippocampus, mPFC, and amygdala (Czeh 
et al., 2007; de Kloet et al., 2005; Kim et al., 2015). It has been shown 
that long-term exposure to stress (such as was indicated by a high basal 
level of corticosterone in our study) or corticosterone administration 
downregulates the glucocorticoid receptors and increases the respon-
sivity of the HPA-axis to stress. This effect builds a vicious neuroendo-
crine circle of increased corticosterone levels and increased 
responsiveness to stress (Eggermont, 2014; Joels et al., 2006). 

The limbic brain is the primary neural circuitry that mediates the 
response to stressful events (Czeh et al., 2007). The amygdala makes a 

connection between subcortical areas, which are involved in the fear 
response, and cerebral cortical regions, which receive sensory infor-
mation from the external environment (Wilson et al., 2015). The audi-
tory system connects to the autonomic nervous system (ANS) (including 
brain mechanisms underlying, stress, arousal, startle, and blood pres-
sure) via the amygdala and other circuits (Burow et al., 2005; Egger-
mont, 2014; Jafari et al., 2020b). Thus, noise can activate non-classical 
auditory-responsive brain areas, trigger the emotion/fear system of the 
brain (Chen et al., 2016; Eggermont, 2014), and lead to the release of 
stress-related hormones, including corticotropin-releasing hormone 
(CRH), corticosterone, and norepinephrine (Burow et al., 2005; Egger-
mont, 2014). Considering the connection between the auditory system 
and the neural system underlying stress signaling, cortical auditory re-
sponses might show more susceptibility to noise stress than other sen-
sory responses. Animal studies also indicate that enduring HPA 
dysregulation leads to dendritic atrophy, reduced neurogenesis, altered 
synaptic efficacy and receptor distribution, and impaired synaptic 
plasticity in the limbic system (Joels et al., 2004; McEwen, 2004), as 
well as reduced volume in the corpus callosum and frontal cortical areas 
(Amaya et al., 2021). 

Human studies also indicate that prenatal stressors during sensitive 
periods of development have an organizational effect on biological 
systems, and systematically pose a potential risk factor for developing 
multiple neuropsychiatric disorders during the lifespan (Abbott et al., 
2018; Van den Bergh et al., 2017). They can result in epigenetic varia-
tions of DNA (deoxyribonucleic acid)-methylation at CRH and gluco-
corticoid receptor (GR) gene promoters lasting into adulthood and can 
even continue to the next generation (Bock et al., 2015; Crudo et al., 
2012). In a recent study on young adults, higher prenatal stress was 
related to more mood dysregulation, lower overall gray matter (GM) 
volume, and lower GM volume in the mid-dorsolateral frontal cortex, 
anterior cingulate cortex, and precuneus (Marecková et al., 2019). 
Findings of current studies also show the relationship between maternal 
cortisol during pregnancy and resting-state functional connectivity in 
human infants (Graham et al., 2019; Scheinost et al., 2020). 

4.2. Decreased cortical evoked responses to sensory stimuli 

In this study, the amplitude of evoked responses to sensory stimuli 
was significantly reduced for the PS mice relative to the control group. 
Our findings were consistent with past animal studies that indicate the 
adverse effect of increased corticosterone levels on SERs. For instance, it 
has been shown that corticosterone administration during the first two 
postnatal weeks is associated with delayed development of cortical 
evoked responses to auditory, visual, and sciatic nerve stimulation 
(Salas and Schapiro, 1970) and the startle reflex (Pavlovska-Teglia et al., 
1995). In another study on adult C57BL/6NJ mice, changes in the 
amplitude of auditory evoked responses due to chronic corticosterone 
administration were dose-dependent, and the serum corticosterone 
concentration was negatively correlated with the amplitude of auditory 

Fig. 6. Nonrandomly occurrence of sensory motifs. Bar graphs indicate the average frequency of nonrepetitive A) double, B) triple, and C) quadruple sequences of 
sensory motifs. Whereas, the two groups were similar in the occurrence rate of motif sequences, they significantly differ from their corresponding shuffled double, 
triple, and quadruple combinations (Double: Cont-Cont-Shuffle, df = 12, sum of ranks = 49, p = 0.05, Str-Str-Shuffle, df = 12, sum of ranks = 26, p = 0.04; Triple: 
Cont-Cont-Shuffle, df = 12, sum of ranks = 45, p = 0.012, Str-Str-Shuffle, df = 12, sum of ranks = 23, p = 0.008; Quadruple: Cont-Cont-Shuffle, df = 12, sum of ranks 
= 46, p = 0.02, Str-Str-Shuffle, df = 12, sum of ranks = 21, p = 0.002). The number of mice: n = 8 control, n = 6 PS. Asterisks indicate *p < 0.05, **p < 0.01, or ***p 
< 0.001. 
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evoked responses (Maxwell et al., 2006). The amplitude of forelimb 
stimulation also was reduced in a study on adult C57BL/6NJ mice under 
chronic restraint stress (Han et al., 2019). Findings of other studies also 
point to reduced sensory gating subsequent to chronic corticosterone 
administration, which may lead to abnormalities in sensory information 
processing (Maxwell et al., 2006; Stevens et al., 2001). It has been 
suggested that the suppress of sensory information due to increased 
corticosterone level may result from an adaptive response to immediate 
unexpected stimuli (Devilbiss et al., 2012), which should be further 
studied in future research. 

4.3. Reduced efficiency of the cortical network 

In this study, the overall functional connectivity (i.e., correlation 
strength), regional cortical connectivity (i.e., the average correlation 
between one brain ROI and all other regions), and network efficiency 
were declined in the PS mice relative to the control group. We applied 
several network measures of brain connectivity (e.g., clustering coeffi-
cient, characteristic path length, global efficiency) that were all in 
support of reduced efficiency of information flow (Rubinov and Sporns, 
2010) in the PS network. 

Evidences from human brain imaging techniques demonstrates long- 
lasting PS-associated structural and functional changes in several brain 
regions (e.g., the prefrontal, parietal, and temporal lobes, and the cer-
ebellum, hippocampus, and amygdala) (van den Bergh et al., 2018). 
Alterations in brain functional connectivity have been shown in amyg-
dalar–thalamic networks and intrinsic brain networks (e.g., DMNs and 
attentional networks) (Favaro et al., 2015; Graham et al., 2016; Schei-
nost et al., 2016; Turesky et al., 2019). Animal studies also indicate that 
PS or early exposure to environmental stresses alters synaptogenesis in 
the neocortex and the hippocampus (Bale et al., 2010; Mychasiuk et al., 
2012), impacts brain development (Kolb et al., 2013; Mychasiuk et al., 
2012; Weinstock, 2017), and produces alterations in the connectome 
(Scheinost et al., 2017). In a recent study in male offspring of pregnant 
C57BL/6NG mice exposed to restraint stress during the last week of 
pregnancy, the PS was associated with the reduction of temporal 
coupling between neuronal discharge in the medial prefrontal cortex 
(mPFC) and hippocampal sharp-wave ripples (Negron-Oyarzo et al., 
2015). 

It has been shown that the PS-induced dysregulation of the HPA-axis 
drives epigenetic changes in the developing brain (Scheinost et al., 
2017). Cortisol (i.e., corticosterone in animals), the end product of the 
HPA-axis, has a prominent contribution to brain homeostasis and the 
response to various types of psychological and environmental stresses 
(Sapolsky et al., 2000). Increased maternal cortisol levels during preg-
nancy can influence the fetal brain through the placenta or stimulating 
fetal cortisol production (Sapolsky et al., 2000). The placental enzyme 
11β-HSD2, which is a partial barrier to the passage of active cortisol, is 
downregulated in adverse prenatal conditions (Reynolds, 2013). In two 
recent studies, the association of maternal cortisol concentrations during 
pregnancy and the offspring’s brain functional connectivity was 
sex-specific (Graham et al., 2019; Kim et al., 2017). For instance, 
elevated maternal cortisol was associated with reduced amygdala con-
nectivity to several brain regions involved in sensory processing and 
integration, DMN, and emotion perception in boys, and stronger con-
nectivity to these brain regions in girls (Graham et al., 2019). This 
finding might be associated with the etiology of gender differences in 
internalizing psychiatric disorders (Liu et al., 2011). 

Both human and nonhuman studies point to altered maternal im-
mune activity in PS, which poses offspring at risk for cognitive and 
behavioral disorders (Estes and McAllister, 2016; Scheinost et al., 2017). 
In a study in human neonates at 40–44 weeks postmenstrual age, 
maternal third trimester interleukin-6 (IL-6) and C-reactive protein 
levels, which regulate immune responses, were related to brain func-
tional connectivity in default mode, salience, and frontoparietal net-
works, as well as with both fetal and toddler behavior (Spann et al., 

2018). IL-6, which crosses both the placenta and blood-brain barrier 
(Zaretsky et al., 2004), is part of both the pro-inflammatory and 
anti-inflammatory pathways and their imbalance contributes to 
abnormal cognitive and behavioral development (Meyer et al., 2008). It 
also has been found that early life experiences and the resulting 
behavioral consequences can be transmitted to the next generation 
through the epigenetic processes, which indicates a transgenerational 
cycle of changes in the brain and behavior (Bock et al., 2014). Together, 
several mechanisms, including alterations in the neuroendocrine sys-
tem, the immune system, and the epigenetic processes may be impli-
cated in reduced efficiency of information flow and undermined 
small-world property (Rubinov and Sporns, 2010) in PS mice, which 
suggest directions for future studies. 

4.4. Increased cortical network modularity 

To further investigate the impact of PS on brain network connec-
tivity, “modularity”, the degree a network can be classified into non- 
overlapping but internally interactive subsets of regions (Thomason 
et al., 2014), and hubs were examined. PS network demonstrated 
enhanced modularity (i.e., more disjointed but tight modules) and 
increased average number of connector hubs (i.e., high degree nodes 
contributing widely among communities (Sporns et al., 2007)) relative 
to the control network.Whereas few studies have shown how network 
modularity and nodes’ connections are changing in rodent brains in the 
context of PS, it has been found that hubs are biologically costly, because 
they have higher metabolic demands and longer-distance connections 
compared to other brain regions (Crossley et al., 2014). Studies also 
suggest that the integrative role of hub nodes makes them more 
vulnerable to dysfunction in brain disorders (van den Bergh et al., 2018), 
in which deviant hubs may show more tendency to function in brain 
pathological states (Crossley et al., 2014; Liska et al., 2015; Sporns, 
2014). Thus, our findings might be interpreted as showing that PS is 
associated with enhanced contribution of primary barrel cortex (BCS1), 
parietal association (ptA), posterior secondary motor (pM2), and ret-
rosplenial (RSC) cortices in communication between networks and 
response to environmental stimuli. It might be inferred that increased 
modularity in the PS network is an indication of more segregated 
functional sub-networks that were not ameliorated with increasing age. 

4.5. Altered frequency of spontaneous sensory motifs and their temporal 
order 

Multiple anatomically consistent resting-state networks in the brain 
(e.g., DMNs, sensorimotor, and cortical sensory areas) produce tempo-
rally coherent spontaneous fluctuations at rest or in the absence of any 
external stimulation (Kong et al., 2014). A group of these intrinsic re-
sponses, which originate from primary sensory cortices, expand iden-
tical to SERs called sensory motifs (Kenet et al., 2003). It has been found 
that the brain does computations using sensory motifs (Turkheimer 
et al., 2015). Among five spontaneous sensory motifs (e.g., visual, 
auditory, whisker, forelimb, and hindlimb) examined in this study, the 
PS was associated with an increase in the frequency of auditory motifs 
and a decrease in the rate of forelimb motifs. In the McGirr et al. study 
(McGirr et al., 2020) using a postnatal maternal deprivation stress 
paradigm over whisker, forelimb, and hindlimb sensory motifs, an 
increased occurrence of whisker and forelimb motifs was reported. 
These findings indicate that stress does not uniformly alter the frequency 
of different sensory motifs, which may result from the stress procedure 
applied (e.g., time, duration, and type of stress exposure). Therefore, 
enhanced auditory motif’s frequency in our study might be due to the 
applied auditory stress paradigm making auditory motifs more suscep-
tible to stress (refer to section 4.1, paragraph 3). The reduction of 
forelimb motifs, however, is unclear since little evidence was shown in 
this area. Neurophysiological evidence also refers to the role of spon-
taneous sensory motifs in modulating cortical responses to sensory 
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inputs (Ferezou and Deneux, 2017), as well as higher-level cognitive 
operations and behavior (Turkheimer et al., 2015). In light of these 
findings, the stress-related alterations of sensory motifs and their 
contribution to sensory processing and psychiatric disorders should be 
further examined in the future. 

Studies using different recording techniques have shown that cortical 
spontaneous activity is a non-random process that represents the rela-
tionship among neurons (Azouz and Gray, 1999), cortical columns 
(Smith et al., 2018), and neuroanatomical systems (Xiao et al., 2017). In 
addition, from the network analysis perspective, the cortex has been 
ubiquitously reported as having a non-random organization (Sporns, 
2011). In our study, the sequential order of sensory motifs in sponta-
neous neural activity was considered as a measure of randomness. In 
agreement with the experimental evidence of nonrandom cortical ac-
tivity (Azouz and Gray, 1999; Smith et al., 2018; Xiao et al., 2017), the 
sequences of sensory motifs occurred in a nonrandom order in all ani-
mals in our study, and no PS effect was observed. 

5. Conclusions 

This study aimed to investigate how PS alters sensory-evoked re-
sponses (SERs), resting-state functional connectivity (RSFC), and the 
occurrence of sensory motifs in the adult mouse brain. The PS was 
associated with reduced amplitude of all cortical SERs, an overall 
decrease of RSFC and network efficiency, enhanced modularity or 
segregated functional sub-networks, and altered occurrence frequency 
of auditory and forelimb motifs. Four connector hubs were also found in 
the PS network that may function as brain regions with higher vulner-
ability to dysfunction. Future studies are suggested to investigate: 1) the 
association of altered cortical SERs, intrinsic FC, spontaneous sensory 
motifs, and identified hubs with PS-related behavioral disorders; and, 2) 
the impact of postnatal pharmacological or behavioral treatments in 
reversing or alleviating the PS impacts. The present study was performed 
under the isoflurane-anesthetized state in male mice. The replication of 
our experiments in both sexes during awake and anesthetized states will 
help to understand how the results are influenced by brain states and 
sex. 
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