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Introduction
Microarray and RNA-seq technologies produce huge amount 
of gene expression datasets from which we could discover 
meaningful information for biological processes and many 
diseases. Gene expression data can be arranged in a matrix 
whose rows correspond to genes and columns correspond to 
different conditions (eg, different patients in the context of 
gene expression profiling of cancer patients). The values in 
this kind of matrix could represent either normalized gene 
expression levels (such as Affymetrix GeneChips) or relative 
gene expression ratios (such as cDNA microarrays).1

Various methods have been developed for clustering genes 
or conditions that show similar expression patterns.2–5 Traditional 

clustering technologies only focus on one dimension, and partition  
either genes (Fig. 1A) or conditions (Fig. 1B) into different 
groups based on their similarities. Although useful, traditional 
clustering methods have limitations compared with biclustering 
methods in their ability to discover similarity of subgroups based 
on subsets of attributes. Cheng and Church6 first introduced the 
concept of biclustering, which extends the traditional clustering 
technologies by simultaneously clustering both genes and condi-
tions (Fig. 1C and D). Thus, some coexpressed genes under some 
conditions, corresponding to the sub-matrices of the raw matrix 
(called biclusters), are possible to be identified. Later, many biclus-
tering methods have been developed, such as BIMAX,7 FABIA,8 
ISA,9 QUBIC,10 and SAMBA,11 just to name a few.
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For the current molecular study of different cancers 
with large amount of datasets from different platforms, one 
critical computational challenge is to conduct unsupervised 
clustering analysis. Especially, gene expression clustering is 
a key step in performing a cancer molecular study such as 
cancer class discovery, class prediction, molecular subtyp-
ing, and identification of gene expression-based prognostic 
signatures. Every molecular subtyping study, eg, the study of 
different cancer subtype of the effort of The Cancer Genome 
Atlas (TCGA), involves application of a specifically selected 
clustering approach. Identifying clinically relevant subtypes 
of a cancer based on gene expression data has many impor-
tant applications in medicine, and is a necessary premise to 
provide specific and efficient treatments for patients of differ-
ent subtypes.12–15 However, most of the existing biclustering 
methods do not work well in predicting those subtypes from a 
cancer data because of the following reasons: (i) these methods 
often iteratively search for the biclusters one by one, and differ-
ent biclusters may have overlaps (Fig. 1C), which results in an 
unreasonable fact that one patient could be classified into two 
different subtypes. (ii) Even though their reported clusters are 
non-overlapping (some methods have a specific parameter for 
this requirement), the methods still do not work well because 
they focus on finding local optimal clusters, instead of find-
ing a global partition of columns. Thus, they usually report an 
unmeaningful classification such that some patients are not 
classified into any group.

Matrix factorization provides a solution for this out-
standing problem by f inding checkerboard patterns in 
the matrices of gene expression data (Fig. 1D). In cancer 
gene expression data analysis, these checkerboards corre-
spond to genes that are obviously up- or down-regulated 
in patients with particular subtypes of tumors. Recently, a 
new matrix factorization framework for biclustering called 
maximum block improvement (MBI)16 is proposed, but 
several problems exist and hinder its practical application 
in the cancer context.

In this study, we proposed an enhanced MBI (eMBI) 
method, which is more suitable to the problem of detecting 
different subtypes of cancer. Test results on several cancer 
datasets consistently indicate that eMBI has significant 
improvements in comparison with MBI, in terms of subtype 
prediction accuracy, robustness, and running time. eMBI is 

also demonstrated to have significantly better prediction accu-
racy than hierarchical clustering (HC) and another matrix 
factorization method called nonnegative matrix factorization 
(NMF),17 and has important additional abilities, such as iden-
tifying potential marker genes.

Methods
We first revisit the framework of MBI and point out the prob-
lems that would affect its performance and hinder its practical 
application, particularly in the context of identifying subtypes 
of a cancer. Then, we propose solutions to each of those prob-
lems and verify their effectiveness on a benchmark dataset. 
Finally, we give an eMBI method, which is designed specifi-
cally for cancer subtype prediction.

Framework of MbI. The MBI method is proposed as a 
generic algorithm using the concept of tensor in the original 
paper.16 The MBI method is based on a tensor optimization 
model. Consider the following formulation for the co-clustering 
problem for a given tensor dataset M ∈ Rn1 × n2 … × nd:
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where f is a given proximity measure. In Ref. 16, the MBI 
method is proposed to solve the above model (CC), with 
encouraging numerical results. The MBI approach can be 
applied to cocluster gene expression data in 2D matrices 
(genes versus samples) as well as data in high-dimensional 
tensor form.

MbI Method described in terms of a Matrix
Let A be a matrix with m rows and n columns, where each 
row corresponds to one gene and each column represents 
one patient (Fig. 2A). Suppose the optimal biclustering of 
the matrix could give a checkerboard structure of A such 
that the rows are partitioned into k1 groups and the columns 
are divided into k2 groups. Of course, these partitions are 
unknown before biclustering, but here we assume that they 
are already known.

We first define a k1 × k2 matrix X, the (i, j) entry of X is 
the centroid of the (i, j)th bicluster, that is, the average of all the 
numbers in the (i, j)th sub-matrix of A. Take the example in 
Figure 2 as an example, k1 = 2, k2 = 3, and X is a 2 × 3 matrix as 
shown in Figure 2b. Intuitively, X is obtained by shrinking each 
block in the checkerboard structure of A to an entry of X.

Next, an m × k1 0–1 matrix Y1, called an assignment 
matrix, is defined. Each row of the matrix corresponds to one 
gene. If the gene belongs to the ith group of genes, then the 

figure 1. Shuffled matrices obtained from different clustering methods, 
including (A) gene clustering, (B) condition clustering, (C) biclustering 
that generates overlapping biclusters, and (D) biclustering that reports 
checkerboard structure.
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ith element of this row is 1 and others are set to be 0. Note 
that each row only has one 1, showing the group to which 
this gene should be assigned. Hence, the matrix Y1 is named 
as an assignment matrix. In the example of Figure 2, Y1 is a 
4 × 2 matrix, and the first row of Y1 is (1, 0), which indicates 
that the first gene belongs to the first group of genes. Simi-
larly, an assignment matrix Y2 with size n × k2 is defined for 
the columns (patients).

Based on the three matrices defined above, we could get 
a matrix factorization of A, that is, Y1XY2′ (Fig. 2c), where Y2′ 
(sometimes denoted by Y2

T) is the transpose of Y2. Actually, 
Y1XY2′ may not be exactly equal to A, but it would be a good 
approximation to A by minimizing the objective function 
||A − Y1XY2′||F, or equivalently maximizing −||A − Y1XY2′||F. 
Once we get Y1 and Y2, we would easily know how to partition 
genes and patients, and hence all the biclusters (sub-matrices) 
of the matrix A can be obtained. This is the basic idea of the 
algorithm MBI.

The input of the algorithm is a 2D matrix A with m rows 
and n columns and two parameters k1 and k2, where k1 is the 
number of partitions of m rows (genes) and k2 is the number 
of partitions of n columns (patients). The final goal is to find 
k1 × k2 biclusters of the matrix A, that is equivalent to compute 
Y1 and Y2. The pseudo code of MBI is shown in Figure 3.

Problems of applying MbI in practice. In this study, we 
always focus on the problem of identifying different subtypes 
of a cancer, which is an important application of gene expres-
sion data analysis in medicine. MBI addresses this problem by 
finding checkerboard patterns of the gene expression matrix, 
but the following problems exist and hinder its power in cancer 
gene expression data clustering.

The first problem is that the difference of the sizes  
of Y1 and Y2 results in unequal opportunities of updating of 
Y1 and Y2 within the iterations of MBI. Actually, the size of 
Y1 is much larger than that of Y2, because the matrix of cancer 
gene expression data usually has twenty to thirty thousands of 

rows (genes), but only tens to, at most, hundreds of columns 
(patients). When MBI iteratively updates Y1 and Y2 (Fig. 3), 
Y1 is always selected to be updated because its update will be 
more effective to minimize the objective function. However, 
our final goal is to classify cancer patients into different sub-
types, so what we really care is that whether Y2 is optimized 
sufficiently or not. This problem could be greatly alleviated by 
a gene-filtering procedure, which reduces the size of Y1 and 
hence provides Y2 more opportunities to be updated.

The second problem is that both Y1 and Y2 are initial-
ized randomly, which would significantly affect their con-
vergence for such an iterative algorithm. We will give a 
better initialization strategy, which can help MBI not only 
converge more quickly, but also converge to a better solution 
with a higher probability.

The third problem is that MBI cannot even guarantee a 
stable solution; that is, it may report very different results in 
different runs. To address this problem, a consensus clustering 
strategy will be introduced to improve the robustness of MBI.

solutions to the problems of MbI. The solutions to 
each of the problems mentioned above are described in detail 
as follows.

Gene filtering. In practice, clinical analysts usually select 
genes based on their experiences, instead of using all genes 
for cancer gene expression data analyses, such as cancer sub-
type prediction.1,18 This step can be done in a computational 
way, without any knowledge of the genes. With the reduction 
of the number of genes, the first problem would be solved. 
Intuitively, the selected genes should have the property of best 
partitioning the patients into distinct classes, which could be 
measured by the variances of the gene expression across all 
patients. One gene with little variance, that is, which has the 
same or similar expression across all patients, can provide no 
information for classification. Only genes with large variance 
can potentially mark different subtypes of cancer and provide 
possibility to cluster different patients. Therefore, we can only 

figure 2. An example of MBI, (A) the raw matrix A, (B) three matrices defined in MBI, and (C) Y1XY2
T, a matrix factorization of A.
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choose the top N genes with biggest variances for downstream 
analysis. A reasonable value of N is about 20% of the total 
count of genes.

Better initialization. Iterative algorithms, including MBI, 
usually cannot guarantee to get a global optimal solution, so how 
to select an initial value can significantly affect the final result. 
Instead of initializing randomly, we gave a relative better initial-
ization for Y1 and Y2 using the popular k-means method. Iterating 
from such an initialization will dramatically reduce the running 
time, and more importantly, converge to a better solution.

Consensus clustering. For the third problem of MBI 
without guarantee to get a stable solution, we use a strategy 
called consensus clustering, which is first proposed by 
Monti et al.19 and used in many other studies.20–22 The basic 
idea of consensus clustering is that one can discover clusters 
based on the consensus over multiple runs of a clustering 
algorithm with random restart. But, when the matrix is very 
huge, multiple runs of an algorithm become impossible, so 
people usually employ a subsampling technology such that 
each run begins with different subsamples of the original 
matrix, instead of the whole matrix. Since our gene-filtering 
procedure could greatly reduce the running time, such 
a subsampling step is not needed any more. A consensus 
matrix is defined, with the (i, j) entry records the number of 
times patient i and j are assigned to the same cluster. Final 
clustering is determined based on this consensus matrix 
using an HC method.

Framework of eMbI. Combining all the improvements 
mentioned above, we propose an eMBI method, which is 

designed specifically for cancer subtype prediction. The pseudo 
code of eMBI is shown in Figure 4.

results
We tested our new method, eMBI, on three publicly available 
datasets, a summary of which is given below.

•	 Data 1: A lung cancer dataset from Ref. 23, 56 samples 
belonging to four groups: normal subjects (Normal), pul-
monary carcinoid tumors (Carcinoid), colon metastases 
(Colon), and Small cell carcinoma (SmallCell).

•	 Data 2: A colorectal cancer (CRC) dataset from Ref. 24, 
62 samples belonging to two dominant CRC subtypes.

•	 Data 3: A non-small-cell lung cancer dataset from 
Ref. 25, two subtypes of samples: 40 adenocarcinoma 
(AC) samples and 18 squamous cell carcinoma (SCC) 
samples.

Interested readers could find more detailed information 
related to these datasets from the corresponding reference 
papers and these datasets are downloaded from the websites 
of the reference papers.

First, the effectiveness of each solution mentioned above 
is verified on a well-studied benchmark dataset (Data 1). 
Then, we further evaluate the overall outperformance of 
eMBI using a CRC dataset (Data 2) in a recent study. Finally, 
a non-small-cell lung cancer dataset (Data 3) is used to compare 
eMBI with two other methods: one is a matrix factorization 
method called NMF17 and the other one is HC, which is often 
the first choice of clinical analyst in practice.

For the following testing results, when the sample group-
ing or sample subtype information is available, Accuracy is 
defined as the ratio between the number of correctly classified 
patients and the total number of patients.

effectiveness of each solution. We verify the effective-
ness of our solutions to the problems of MBI on a bench-
mark dataset (Data 1), which consists of 12,625 genes and 
56 subjects23 belonging to four groups: normal subjects 
(Normal), pulmonary carcinoid tumors (Carcinoid), colon 
metastases (Colon), and small cell carcinoma (SmallCell).

We chose the top 20% genes with biggest variances, and 
checked the effectiveness of this gene-filtering procedure on 
Data 1. The testing results based on the average performances 
of 10 runs are shown in Figure 5. It is obvious that our gene-
filtering procedure can dramatically reduce the running time 
(Fig. 5B), and to our surprise, can even greatly improve the 
accuracy by ∼8% (Fig. 5A).

Our initialization strategy also works very well in com-
parison with random initialization (Table 1). In fact, a new 
initialization using the k-means method not only increases the 
accuracy of MBI from 85.2 to 98.2%, but also reduces the run-
ning time by about 30%. Combined with the gene-filtering 
procedure, the running time could be dramatically reduced 

figure 3. The pseudo code of the algorithm MBI. Input: a gene 
expression matrix A with m genes/rows and n samples/columns. Two 
parameters k1 and k2, where k1 and k2 are both positive integers and 
where k1 is the number of partitions of the m genes and k2 is the number 
of partitions of the n samples. Output: Two assignment matrices: Y1* as 
the gene/row assignment matrix, Y2* as the sample/column assignment 
matrix, and (k1 × k2) co-clusters of the matrix A. Main variables:  
A nonnegative integer k as the loop counter; A k1 × k2 matrix X with each 
entry a real number as the artificial central point of one of the k1 × k2 
coclusters of the matrix A; A m × k1 matrix Y1 as the row assignment 
matrix with {0, 1} as the value of each entry; and A n × k2 matrix Y2 as the 
column assignment matrix with {0, 1} as the value of each entry.
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by ∼20 times, while the method still keeps the high subtype 
prediction accuracy (Table 1).

We also tested the benefits of consensus clustering on 
Data 1. As we expected, MBI exhibits distinct accuracy in 
different runs, but consensus clustering shows much more 
robustness and has higher accuracy (Fig. 6).

overall outperformance of eMbI. We further evalu-
ate the overall outperformance of eMBI using a CRC dataset. 
The dataset (Data 2) we consider here contains 54,675 genes 

figure 4. The pseudo code of the algorithm eMBI.
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figure 5. (A) The gene filtering procedure can greatly improve the accuracy, and (B) The gene filtering procedure can dramatically reduce the running 
time. Effectiveness of our gene-filtering procedure.

and 62 samples belonging to two dominant CRC subtypes. 
According to the study of Schlicker et al,24 these two subtypes 
can be further divided into five subtypes that exhibit activa-
tion of specific signaling pathways.

We first detected the two major subtypes using MBI, 
then our new program eMBI. The comparison results are 
shown in Table 2, in which the accuracy and running time are 
both based on average values of 10 different runs. eMBI runs 
five times faster than MBI (Table 2), and more importantly, 
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eMBI has much higher accuracy. The improvements of eMBI 
are more significant when we further divide two subtypes into 
five subtypes (Table 3). To further check the accuracy of each 
method in each run, we can see that eMBI is very robust, while 
MBI is not (Fig. 7). Basically, eMBI greatly outperforms MBI 
in prediction accuracy, robustness, and running time.

comparison eMbI with other methods. To compare 
eMBI with other methods, we consider another matrix fac-
torization method, NMF, and HC method. A non-small-cell 
lung cancer dataset (Data 3) in recent study25 is used as our 
test data. This dataset is composed of two subtypes of samples: 
40 AC and 18 SCC samples. The comparison result is shown 
in Table 4. HC is the fastest method, but it has the worst 
accuracy. NMF also runs very fast, with a little higher accu-
racy than HC, while its performance in prediction accuracy 
is much worse than MBI and eMBI. MBI exhibits a higher 
accuracy than those of both NMF and HC, but unluckily, 
it runs too slow. Our eMBI runs about 10 times faster than 
MBI, and more importantly, it has the highest accuracy, 
which is the most important measure for the problem of clus-
tering for cancer subtypes.

Also note that by simultaneously clustering genes and 
conditions, eMBI can potentially provide useful informa-
tion to identify marker genes, which is an important goal 

Table 2. Comparing eMBI with MBI on Data 2 (#subtype: 2).

METhoDS ACCURACY RUN TIME (S)

MBI 70.5% 5868.7

eMBI 80.6% 1013.2
 

Table 3. Comparing eMBI with MBI on Data 2 (#subtype: 5).

METhoDS ACCURACY RUN TIME (S)

MBI 46.8% 29155

eMBI 66.1% 6172
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Table 1. Comparing the performances of different initialization 
methods.

METhoDS ACCURACY RUNNING TIME (S)

Random Initialization 85.2% 50.51

Initialization with k-Means 98.2% 36.26

Gene Filtering+ k-Means 98.2% 2.72
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in clustering cancer patients into clinically relevant subtypes. 
In the future, we will further improve the prediction accuracy 
of eMBI, and pay more attention to identification of marker 
genes. We will develop eMBI to automatically detect those 
interesting gene clusters and identify effective maker genes, 
which will benefit cancer gene expression studies and future 
clinical applications.
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in the medicine research field. For example, by checking 
each gene cluster of eMBI, we can find gene clusters in 
which genes express differently in different patient groups. 
One gene cluster containing 92 genes of Data 1 is shown 
in Figure 8. This gene cluster can significantly classify the 
four different types of the patient samples and potentially 
include the candidate marker genes. Although NMF is also 
a matrix factorization method, it represents the genes with 
a small number of metagenes, and hence cannot capture 
marker genes effectively.

conclusions
A challenging and important problem in medicine is to iden-
tify clinically relevant subtypes of a cancer using gene expres-
sion data. In this study, we develop effective strategies to tailor 
a recently proposed method MBI for this problem, and imple-
ment a new open-source program called eMBI (the MAT-
LAB source code version is available at: http://bioinformatics.
astate.edu/). Test results on several cancer data consistently 
indicate that eMBI has greater improvement in comparison 
with MBI, in the sense of cancer subtype prediction accuracy, 
robustness, and running time. The HC method, like many 
other traditional clustering methods, works in this situation, 
but it is not a good choice because of its low accuracy. Clearly, 
advanced knowledge of gene expression data clusters can help 
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