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ABSTRACT Fluorescence microscopy and spectroscopy data hold a wealth of information on the investigated molecules,
structures, or organisms. Nowadays, the same fluorescence data set can be analyzed in many ways to extract different prop-
erties of the measured sample. Yet, doing so remains slow and cumbersome, often requiring incompatible software packages.
Here, we present PAM (pulsed interleaved excitation analysis with MATLAB), an open-source software package written in
MATLAB that offers a simple and efficient workflow through its graphical user interface. PAM is a framework for integrated
and robust analysis of fluorescence ensemble, single-molecule, and imaging data. Although it was originally developed for
the analysis of pulsed interleaved excitation experiments, PAM has since been extended to support most types of data collection
modalities. It combines a multitude of powerful analysis algorithms, ranging from time- and space-correlation analysis, over
single-molecule burst analysis, to lifetime imaging microscopy, while offering intrinsic support for multicolor experiments. We
illustrate the key concepts and workflow of the software by discussing data handling and sorting and provide step-by-step
descriptions for the individual usage cases.
INTRODUCTION
Fluorescence microscopy and spectroscopy have become
important tools in the life and material sciences over the
past decades. Research institutes nowadays often house
high-end fluorescence microscopes for recording fluores-
cence time traces and multicolor images or time-lapse
videos. The recorded data convey a wealth of information
that is encoded in the multidimensional parameter space
of the fluorescence signal (1), and many advanced analysis
methods have been developed over the past decades. Among
the properties of the fluorescence signal are fundamental pa-
rameters, such as time, space, fluorescence lifetime, polari-
zation, and spectrum, as well as derived parameters,
including molecular brightness, labeling stoichiometry,
and distances between fluorescent labels (2). Further infor-
mation on diffusion, flow, and molecular interactions is
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encoded in the seemingly random fluctuations of the fluores-
cence signal, which can be extracted using the many vari-
ants of fluorescence fluctuation spectroscopy (3,4).
Because each individual method only analyzes a fraction
of the information contained in the data, a global under-
standing of the system is only possible by performing a
combined analysis.

An illustration of how a combined analysis can lead to
synergetic insights is single-molecule Förster resonance
energy transfer (FRET) by burst extraction (2,5,6). With
this method, intra- and intermolecular distances can be
accurately measured on the nanometer scale based on
the signal intensities in the FRET donor and acceptor
detection channels. Additional parameters such as the fluo-
rescence lifetime, anisotropy, or labeling stoichiometry are
typically used to gain valuable information about properties
and dynamics of the studied sample. Photon distribution
analysis (PDA) enables a quantitative analysis of confor-
mational heterogeneity and conformer interconversion ki-
netics (7,8). This information can be supplemented by
subensemble fluorescence correlation spectroscopy (FCS),
which provides additional information on biomolecular

mailto:d.lamb@lmu.de
http://crossmark.crossref.org/dialog/?doi=10.1016/j.bpj.2018.02.035&domain=pdf
https://doi.org/10.1016/j.bpj.2018.02.035
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/


Computational Tool
hydrodynamic properties (9). Conformational changes can
also be evaluated using filtered-FCS (10), making it possible
to investigate dynamics between the different species on the
nanosecond to the millisecond timescale.

Another good illustration of an integrated quantitative
sample analysis comes from confocal imaging. Instead
of only addressing the average signal, fluorescence
fluctuations in the recorded images can be analyzed to
investigate protein mobility and interactions (11–18).
Correlating the signal through space and time (or both)
can extract valuable information about the spatial distribu-
tion or the diffusion of the fluorescent molecules. By
analyzing the image cross correlation function, one can
study molecular interactions more accurately than with in-
tensity-based colocalization analysis. Finally, fluorescence
lifetime imaging allows one to study both the local envi-
ronment and the molecular interactions in cells, and, by
combining this information with fluctuation analysis,
even the dynamics of subspecies in complex mixtures
can be investigated (16).

As it has become customary to openly provide the respec-
tive software with publications, a multitude of software for
analyzing advanced fluorescence data are available. How-
ever, these programs are often too specific, complex, or
inflexible to provide the user with a clear approach to a
global data analysis. Software attached to the publication
of new methods is generally designed specifically for that
single application and often also requires a particular file
format to work. This makes it highly impractical and
cumbersome to employ multiple methods, as they necessi-
tate the use of different software and reformatting of the
data. Although script-based implementation of such appli-
cations allows for easier adjustment to new projects or hard-
ware, it also makes them difficult to apply for the novice
user without programming experience. Conversely, imple-
mentations of advanced analysis methods by microscope
manufacturers are expensive, usually only offer a basic
framework excluding customization options, and are incom-
patible with data generated by other microscopy hardware.
Lastly, commercial software is hardly ever designed by
the end users, who logically have a better understanding
of what is needed for a proper analysis of the data. Open-
source development, on the other hand, offers the possibility
for both experts and end users to improve and extend exist-
ing software packages by implementing their newest
methods. As such, it provides a platform for the continuous
development and extension of the software, enabling re-
searchers to join efforts on new developments. In recent
years, a number of software packages in the field of sin-
gle-molecule fluorescence have been made openly available
(19–22). For an optimal workflow incorporating multiple
analysis techniques, one requires a fast and easy-to-use soft-
ware framework that implements the various methods but is
also designed to provide an efficient communication be-
tween the different modules.
Here, we present PAM (pulsed interleaved excitation
(PIE) analysis with MATLAB (The MathWorks, Natwick,
MA)), an open-source software package that combines lead-
ing quantitative fluorescence microscopy and spectroscopy
analysis methods and offers an integrated and extendible
support for multiparameter and multicolor experiments.
The three main applications of PAM are 1) ensemble spec-
troscopy, including correlation spectroscopy, and fluores-
cence lifetime and anisotropy analysis; 2) single-molecule
analysis; and 3) image analysis (Fig. 1). To the best of our
knowledge, PAM is the only program that implements all
three of these fields in a single software package. PAM
implements state-of-the-art signal processing algorithms
commonly used for quantitative analysis of fluorescence ex-
periments, i.e., fluctuation spectroscopy (FCS, fluorescence
cross correlation spectroscopy, fluorescence lifetime corre-
lation spectroscopy, nanosecond FCS, filtered-FCS, and
pair-correlation) (23–25), burst-wise single-molecule anal-
ysis (including Förster resonance energy transfer and
PDA) (5,7,26), fluorescence lifetime imaging microscopy
(FLIM) via the phasor approach (27), and fluctuation imag-
ing (image correlation spectroscopy (ICS), raster ICS
(RICS), cross correlation RICS, number and brightness
analysis, temporal ICS (TICS), arbitrary region RICS, im-
age mean-square displacement (iMSD), and spatiotemporal
ICS (STICS)) (15,16,28).
RESULTS AND DISCUSSION

Motivation and key concepts

The motivation for designing and publishing PAM is to pro-
vide 1) an easy-to-use software package with 2) a high de-
gree of automation that is 3) compatible with a variety of
measurement schemes and setups. This program allows
the user to perform 4) a variety of different quantitative
fluorescence analysis techniques on the same data set,
including 5) several unique and cutting-edge methods and
variants. At the same time, the program should be 6) versa-
tile and adaptable by the expert user. A brief description of
implementation of these points is given in the following
paragraphs.

Ease-of-use

To be adopted by a broad variety of users, an analysis soft-
ware needs to be fast and easy to learn and have a clear
workflow with feedback about the current state of the prog-
ress and the data. To achieve this simplicity and to stream-
line the workflow, PAM has a modular structure (Fig. 2). It
is divided into the core PAM program used for data sorting
and (pre)processing and several modules for the individual
method groups. All these subprograms are based on graph-
ical user interfaces (GUIs) that clearly show the possible
actions that can be taken and display all relevant informa-
tion about the data. PAM is highly configurable both for
Biophysical Journal 114, 1518–1528, April 10, 2018 1519
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defining specific workflows as well as for displaying data.
All these settings are stored in custom profiles, allowing
the user to quickly switch between settings for different
microscopes or techniques. After each step in the analysis,
the data can be saved in an intermediate file format, giving
the user the possibility to reanalyze the data at a later time
point without the need of reprocessing. Additionally, all
important parameters and plots can be exported to external
programs (e.g., Excel, Origin, ImageJ, etc.) or as ready-for-
publication figures.
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Automation

Advanced fluorescence techniques often require the analysis
of many large data sets. Analyzing each measurement indi-
vidually results in the user spending a significant time just
waiting for the computer to load or process the data. To miti-
gate this problem, PAM contains a batch analysis option for
most computationally intensive steps that require no or low
direct user interaction. Hereby, the user sets up the parame-
ters for the analysis and PAM automatically performs the
calculations (e.g., burst-extraction or correlation) sequen-
tially for all selected datasets with the same settings. Addi-
tionally, all computationally demanding algorithms are
written in Cþþ and can run on multiple cores to decrease
calculation times and optimize performance.

Compatibility

The methods in PAM are meant to be applicable to all fluo-
rescence data and independent of the microscope or the
file format used. For this, PAM includes read-in methods
for all common time-correlated single-photon-counting
(TCSPC) formats (e.g., Becker&Hickl .spc, Picoquant .ptu,
etc.), which are the main data type used for many methods.
However, PAM does not necessarily require TCSPC data
and is compatible with simple photon counting and, to
some extent, prebinned data. A detailed list is given in the
Supporting Material. All imaging methods additionally sup-
port direct loading of tagged image file format (TIFF)-based
data, extending the capabilities to camera-based micro-
scopes. Although these options already cover a large fraction
of file formats, they cannot possibly include all commercial
and, especially, home-built microscopes and setups. For
this, PAM has a dedicated option for custom read-in func-
tions, which allows the user to dynamically add their own
read-in functions without having to modify the central code.

Integrated methods

One of the key concepts of PAM is the combination of the
various methods in a single platform. This encourages the
user to explore multiple aspects of the data simultaneously,
which, in our experience, is an important step to fully
FIGURE 2 Schematic representation of the

data- and workflow of PAM, showing the connec-

tion between the modules of PAM (blue), general

file formats for use with spreadsheet programs,

text editors or image processing tools (red), and

the MATLAB command line functionalities

(green). To see this figure in color, go online.
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understanding complex biological systems. A good example
for the benefits of combining different techniques is our
recent study on the early steps of human immunodeficiency
virus assembly (29).

Unique methods

PAM is not only a collection of established techniques; it is
constantly updated and expanded and contains many cut-
ting-edge methods and variations not available in any other
software. One key feature of PAM is that all its methods are
fully compatible with PIE (23), the historic origin of the
name PAM. Even though it has been introduced more than
10 years ago, the widespread application of PIE is still
limited despite its benefits for quantitative multicolor fluo-
rescence (cross)correlation spectroscopy. Although many
researchers are in possession of PIE-capable microscopes,
few are actively taking advantage of them because of the
lack of readily available software implementations. As
PAM has a strong focus on TCSPC data, it also includes
the option to correct for count-rate-dependent shifts of the
instrument response function (30). For multicolor FRET,
PIE or alternating laser excitation (ALEX) (31) is essential
for determining all interdye distances (32,33). The burst
analysis framework in PAM offers full support for three-
color FRET experiments, including specific three-color
burst search methods and calculation of advanced parame-
ters. Another unique method of PAM is the recently devel-
oped arbitrary region RICS (15). This extension to the
standard image correlation techniques decreases the require-
ments for the image quality in terms of spatial shape and
heterogeneity. By filtering the data to remove unwanted con-
tributions, it increases the amount of usable data and allows
the accurate measurement of (co)diffusion even in highly
dynamic and heterogeneous systems.

Adaptability

The field of fluorescence spectroscopy and microscopy is
highly specialized and dynamic, and almost every new proj-
ect requires a modification of the approaches and methods
employed. PAM uses several different concepts to achieve
a flexible workflow. One approach is that, in most cases,
the fit models are based on simple text files instead of being
hard-coded. This allows the user to create their own models
or modify existing functions even without programming
experience. The expert users, on the other hand, can make
use of the open-source nature of PAM and adjust the code
to their own needs. The modular structure of PAM and its
use of MATLAB-based file formats help to simplify this pro-
cess. The user can simply use the (intermediary) data in their
own scripts or insert new functions into the dataflow between
existing modules. For small modifications or experimental
prototyping, they can exploit the advantages of MATLAB
as an interpreted language and its powerful command-line
capabilities to tweak the code on the fly. For this, PAMallows
quick access to the data in the form of global variables. For
larger and permanent modifications, PAM uses the Git
version control system for distributed development. Active
involvement and improvements by the users, e.g., by point-
ing out bugs, suggesting improvements, or even adding func-
tionalities, is not only accepted but also encouraged.

Because of the large number of different methods
included in PAM, we cannot describe all techniques and
processes in detail. Instead, we provide a basic description
of the workflow for the main functionalities in the PAM soft-
ware package: data inspection, sorting and preprocessing,
FCS, image fluctuation analysis, burst-wise single-molecule
analysis, and fluorescence lifetime imaging using the phasor
approach. A more detailed description of the individual
functionalities, the algorithms involved, and the particular
GUIs and controls is presented in the manual (see Availabil-
ity and Supporting Material). Additionally, we provide veri-
fication of all presented functionalities using simulated data
(Table S1).
PAM core functionalities

In most cases, the analysis starts with the core module PAM.
The main function of this core module is to load raw data
and to sort the photon records based on the detection and
the excitation channel (Fig. 3). This main program is meant
to work with confocal single photon counting data, with
a focus on TCSPC data. However, by using the custom
read-in option, it is also possible to work with non-TCSPC
or even binned data. Processed imaging data from scanning
or widefield microscopes, on the other hand, do not have to
go through the core module at all and can be loaded directly
into the image processing subprograms.

Once the data is loaded, each photon record is first as-
signed to a detection module and, if applicable, a routing
channel. These correspond to the physical detectors used
for e.g., the different spectral ranges or polarizations. Addi-
tionally, photon records are defined by two parameters. The
first is the macro-time or the arrival time of the photon rela-
tive to the start of the experiment, in multiples of the syn-
chronization clock. The second value can be used to
encode a variety of parameters, e.g., the spectral information
or the ALEX channel, but is most commonly used to store
the micro-time data (Fig. 3 A). The micro-time is the photon
arrival time relative to the synchronization source, encod-
ing, for example, the fluorescence lifetime. PAM uses this
secondary parameter to sort the photons into different
photon gates (Fig. 3 B). When PIE is used, this micro-
time information allows the user to further separate the
signal by the excitation source.

Based on these detector and photon gates, the program dis-
plays intensity traces, photon arrival time, histograms, histo-
grams, photon counting histograms, and images that can be
used for a first data evaluation (Fig. 3, C and D). The photon
sorting is followed by one or more primary data-processing
steps specific to the particular method used. At the moment
Biophysical Journal 114, 1518–1528, April 10, 2018 1521
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of this writing, the different processingmethods are auto- and
cross correlation of single-point data, pair-correlation for line
or circle scans, burst identification for single-molecule anal-
ysis, fluorescence lifetime and anisotropy analysis, phasor
FLIM analysis, and generation of image stacks for fluctuation
imaging. These calculations are usually the most computa-
tionally intensive steps. We have estimated the computation
times of the core algorithms for typical data set sizes and
found that they perform on timescales faster than 30 s
(Fig. S1). For a more efficient workflow, these calculations
can additionally be done in a batch analysis, automatically
performing the computations with the same settings onmulti-
ple similar datasets without the need for direct user interac-
tion. The workflow for some of the most important methods
will be discussed in more detail in the following sections.
FCS

FCS is one of the most widely applied quantitative fluores-
cence analysis methods (34). It can be used to extract infor-
mation about concentration, diffusion, interactions
(23,35,36), and conformational dynamics encoded in the
fluctuations of the signal (10,37). The workflow for FCS
analysis in PAM is shown in Fig. 4. All calculations of cor-
1522 Biophysical Journal 114, 1518–1528, April 10, 2018
relation functions are based on the defined photon gates.
This photon sorting allows e.g., the removal of spectral cross
talk and cross-excitation in multicolor cross correlation
spectroscopy (23) or the analysis of two-focus FCS data
(38). Furthermore, photons from multiple photon gates or
detector channels (e.g., from different polarizations) can
be pooled to take advantage of all available photons for
maximizing the signal-to-noise ratio. The correlation algo-
rithm is based on a multiple-t correlation scheme (25).
Calculations are performed for all single channels (autocor-
relation) or pairs of channels (cross correlation) that were
selected by the user. For goodness-of-fit estimation, the
data set is automatically divided into time segments that
are correlated independently and used to determine the sta-
tistical uncertainty.

The standard algorithm only uses the macro-time infor-
mation to calculate the correlation functions. However, the
user can also select to include the micro-time to extend
the resolution to the nano- and picosecond regime (25).
For data with rapid scanning, the signal can alternatively
be divided into different focus positions to perform pairwise
correlations between these spatial bins (39). PAM also in-
cludes methods to perform statistical filtering during corre-
lation analysis. Usually, the algorithm treats all selected
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photons equally, giving them a weight of one, but it is also
possible to calculate filter functions based on the lifetime
(fluorescence lifetime correlation spectroscopy), spectrum
(fluorescence spectral correlation spectroscopy), polariza-
tion, or a combination of these parameters (10,40,41). Addi-
tional functions in PAM include an automatic removal of
bright aggregates or dust, correction for detector after-puls-
ing, and batch analysis of multiple data sets.

Once the correlation function is calculated, the data is
saved and can be analyzed with the FCSFit module, which
is used to fit temporal correlation data. All fitting functions
are based on text files, making it easy to modify existing
model functions or to create new model functions when
needed. The parameters used for fitting can be individually
fixed or globally linked between all files currently loaded,
and confidence intervals for the fit result can be calculated.
The module includes several normalization methods to bet-
ter compare different measurements and allows direct
export of the plots and the fitted parameters.
Burst-wise single-molecule analysis

Single-molecule spectroscopy in solution using burst anal-
ysis is a powerful method to obtain single-molecule infor-
mation about biomolecules with high throughput and no
need for surface immobilization. It relies on the free diffu-
sion of molecules through the observation volume of a
confocal microscope (Fig. 5 A), which, at low concentration,
results in isolated bursts of fluorescence from single mole-
cules (Fig. 5 B) (5,42). Depending on the excitation and
detection scheme used, a number of different parameters
can be calculated from the fluorescence signal (1,2).

The general outline for burst analysis in PAM is given in
Fig. 5. Once the experimental setup and the different detec-
tion channels have been defined (see Fig. 3 B), an appro-
priate burst search algorithm has to be selected. PAM
offers two different burst search methods using a threshold
either on the count rate determined using a sliding time win-
dow (26) or on the interphoton time (43). Additionally, the
burst search can be performed on all photons together (all-
photon burst search) or independently on the photons after
donor or acceptor excitation (dual-channel burst search)
(26). The latter option allows one to exclude donor- or
acceptor-only molecules directly because only events with
high signal in both channels will be detected. These events
may also be cleaned up after the burst search using the stoi-
chiometry parameter. Most burst-wise parameters are
automatically determined after the burst identification
step, whereas additional, more computationally expensive
parameters are calculated on demand. The burst-wise fluo-
rescence lifetime is determined for both the donor and
acceptor fluorophore by a maximum likelihood estimation
using a single exponential model function (2,44). Addition-
ally, the ALEX-2CDE and FRET-2CDE filters can be calcu-
lated, which rely on kernel density estimation to detect
fluctuations between two channels, allowing the detection
of dye blinking and bleaching events (ALEX-2CDE) or
FRET fluctuations originating from conformational dy-
namics (FRET-2CDE) (45).

The simplest scheme for single-molecule FRET by burst
analysis is obtained by using a single excitation laser for the
FRET donor dye and two spectral detection channels for
donor and acceptor fluorescence. The most important
parameter available from the experiment is the FRET effi-
ciency, together with general parameters such as the labora-
tory time of the single-molecule event, the burst duration, or
the number of photons. The use of alternating acceptor exci-
tation by means of PIE or ALEX adds the labeling stoichi-
ometry to the parameter space (2,6). The stoichiometry
allows the exclusion of molecules with only a single donor
or acceptor dye as well as the investigation of the composi-
tion of higher-order complexes. Isolating single-labeled
molecules also allows one to obtain the required correction
factors directly from the experiment to determine quantita-
tive FRET efficiencies and thus perform accurate distance
measurements (2). By the use of pulsed lasers and TCSPC
electronics, it is additionally possible to determine the
burst-averaged fluorescence lifetime. This introduces an in-
dependent alternative to determining the FRET efficiency
Biophysical Journal 114, 1518–1528, April 10, 2018 1523
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from the quenching of the donor fluorophore and makes it
possible to identify conformational dynamics on the sub-
millisecond timescale (8). When polarization-sensitive
detection is employed, the fluorescence anisotropy reports
on the rotational properties of the fluorophore and the
biomolecule, offering a readout for detecting complex
formation and the possibility to detect unwanted interac-
tions of the fluorophore with the surface of the biomole-
cule. Lastly, three-color FRET studies can be performed
by implementation of an additional color channel and fluo-
rescent label, which allows more complex questions to
be addressed by monitoring three distances simultaneously
(32,46).

The analyzed data are stored in an intermediate file
format that can be loaded into the BurstBrowser module
for interactive exploration of the data set. Parameter distri-
butions can be examined using 1D or 2D histograms. For
comparison between different species of a single measure-
ment or between different datasets, multiple data selections
can be defined simultaneously. Quantitative analysis of
parameter distributions can be performed by fitting with
bivariate normal distributions to obtain distribution means
and widths. Important plots related to the fluorescence life-
time information are predefined and can be inspected at a
glance, and associated theoretical curves are easily added
to these plots for a more quantitative analysis. Molecule se-
lections can further be analyzed by performing subensemble
TCSPC analysis of the fluorescence and anisotropy decays,
correlation analysis of diffusion and conformational dy-
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namics (purified-FCS and filtered-FCS) (10,47), and PDA
(7,8) in the modules TauFit, FCSFit, and PDAFit. PDA
can be used to analyze static distance heterogeneity using
Gaussian distance distributions or to infer interconversion
rates in dynamic systems. Additionally, three-color FRET
experiments are supported by all described methods. The
display of the data can be customized to a high degree,
and publication-ready plots are available at all points. Addi-
tionally, an integrated database functionality enables the
convenient management and cataloging of large measure-
ment series.
Fluctuation imaging

Fluctuation imaging describes a group of methods that apply
the concepts of fluorescence fluctuation spectroscopy to im-
age data. These methods can be divided into different cate-
gories based on the dimensions used for the analysis. The
first group uses only the temporal dimension to extract infor-
mation and includes TICS (48), also called imaging FCS
(49) and number and brightness analysis (17). The second
category is based on correlations of the two spatial dimen-
sions and includes ICS (50) and RICS (18,51). The last
group correlates the data through both time and space.
STICS (12) and iMSD (52) are examples of these 3D corre-
lation methods. Depending on the particular method used,
one can gain information about the size, oligomerization
state, and (co)mobility of molecules or even whole cellular
structures.



Computational Tool
Image fluctuation analysis in PAM is performed with the
Microtime Image Analysis (MIA) submodule, and the work-
flow is illustrated in Fig. 6. It starts with loading the data,
either directly from image files, e.g., TIFFs, or from the
sorted photon data of the core PAM module. MIA works
with up to two channels that can be used for auto- and cross
correlation. The user then selects a rectangular region of in-
terest (ROI) that is the basis for all further calculations.
Next, individual pixels, regions, and/or frames can be selec-
tively discarded. This arbitrary region selection can be done
automatically, e.g., by intensity thresholds, or manually by
freehand drawing on either the full image stack or on a
frame-by-frame basis. The voids created by the excluded
data are accounted for in the correlation algorithms (15).
Once the relevant pixels are selected, an image-correction
step is performed to remove unwanted contributions from
the data. As an example, in a RICS analysis, one is usually
only interested in correlations caused by fast-diffusing par-
ticles, whereas spatial correlations from the cell shape and
the slow movement of large cellular structures interfere
with the useful signal. To remove the latter, it is useful to
subtract the mean of the pixel intensity over several frames,
removing static spatial heterogeneity while retaining fast
fluctuations occurring within a few frames. To restore the
original average intensity of the image, the mean pixel in-
tensity of each frame or the complete image series is added
back to the data. A variety of additional correction methods
are available to remove particular contributions for the indi-
vidual analysis methods (16).

The final step in MIA is the actual image-correlation
calculation (11), either in 1D through time, 2D through
space, or in 3D through both time and space, depending
PAM
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on the particular technique used. All correlation functions
are displayed directly in MIA for a preliminary analysis,
but the main interpretation is done in dedicated fitting mod-
ules: either FCSFit for 1D data (TICS and iMSD) or MIAFit
for 2D (ICS, RICS) and 3D (STICS) correlation functions.
MIAFit works similarly to FCSFit, as described in the
previous section, but it is designed to analyze and display
2D data.
Fluorescence lifetime image analysis using the
phasor approach

FLIM uses the lifetime of dye molecules to obtain a spatial
map of the FRET efficiency, quenching, or the presence of
certain analytes in the sample. The phasor approach exploits
concepts and rules of the fluorescence decay in the Fourier
space to interpret FLIM data in a semiquantitative way
without the need to fit the fluorescence decays to single-
or multiexponential model functions (27).

The main workflow of phasor analysis in PAM is shown
in Fig. 7. The first step involves the calculation of the phasor
data for each individual pixel in the phasor panel of the main
PAMGUI. This requires reference data with a known mono-
exponential lifetime that is used to remove the influence of
the instrument response function. For TIFF-based time- or
frequency-domain FLIM data, an additional module is pro-
vided to reference and calculate the phasor data. Once the
phasor data are calculated, they are stored in an intermediate
file for analysis with the Phasor module. Here, the intensity
image is displayed together with a pixel-wise phasor histo-
gram. The user has different options to establish a relation-
ship between the two. The first is to select different ROIs in
Image
correlation

it

FIGURE 6 Fluctuation imaging in PAM. (A) In

fluctuation imaging, the spatial heterogeneity or

the temporal dynamics are recorded to analyze

the diffusion and interactions of the studied mole-

cules. (B) The workflow for image correlation

spectroscopy in PAM is shown. The photon data

is sorted into photon gates, and an image series

is generated using the pixel, line, or image start-

stop times. Alternatively, image data can be

directly used for analysis in MIA. A region of in-

terest is selected, and the appropriate corrections

are applied to the image series in MIA, e.g., to re-

move static heterogeneities and slow cell move-

ment. The image correlation function can be

loaded in MIAFit for quantitative analysis by

fitting to model functions. To see this figure in

color, go online.
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FIGURE 7 Phasor FLIM analysis in PAM.

(A) In lifetime imaging, both the signal intensity

as well as the information about the lifetime are

recorded for every pixel and can be used to inves-

tigate molecular interactions or dynamics via

FRET or to analyze the local environment of the

fluorophores. (B) The workflow for Phasor-FLIM

analysis in PAM is shown. A sample with known

lifetime is used as reference for the pixel-wise

phasor calculation. In the Phasor module, the

data set can be explored using the phasor histogram

to color-code the intensity image by the fluores-

cence lifetime, either by using regions of interest

(ROIs) defined in the phasor space or by using a

gradual lifetime scaling. To see this figure in color,

go online.

Schrimpf et al.
the phasor plot. The selected pixels are then indicated with
the corresponding color in the intensity images. This makes
it easy to highlight different, clearly separated lifetime pop-
ulations in the images. For the second method, the user de-
fines a line or curve in the phasor histogram. The program
then projects the pixel phasors on this line and encodes their
relative position with a color-map. This is useful to indicate
gradual changes of the lifetime. Lastly, it is also possible
to plot a quenching trajectory, as is needed, for example,
in systems undergoing FRET (53). By accounting for back-
ground-signal and unquenched-donor molecules, the FRET
efficiency for the population can be estimated. The partic-
ular FRET value for the whole trajectory can be indicated
in the intensity image via color-coding. As for all modules,
all images, histograms, and selected trajectories can be ex-
ported to publication-ready plots.
CONCLUSIONS

Here, we presented an overview of our in-house software
package PAM, which has been developed and used for many
publications from our laboratory and several other groups
over the past years. It encompasses a multitude of different
quantitative analysis methods within a well-structured and
efficient workflow. With the design of PAM, we attempt to
encourage novice users to experiment with new methods by
providing a user-friendly interface, while simultaneously
inviting expert users to contribute and extend the software
and the underlying methods through open-source availability.
The software is under continuous developmentwith respect to
improvements of the user experience and extension of imple-
mented or addition of new methods. Current development
projects include the implementation of spectrally resolved
data, structure detection for particle- or cell-averaged analysis,
and quantitative three-color FRET analysis.
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Availability

The software is available as source code, requiring
MATLAB or a precompiled, standalone distribution for
Windows or MacOS at http://www.cup.uni-muenchen.de/
pc/lamb/software/pam.html or hosted in Git repositories
under http://www.gitlab.com/PAM-PIE/PAM and http://
www.gitlab.com/PAM-PIE/PAMcompiled. Sample data are
provided under http://www.gitlab.com/PAM-PIE/PAM-
sampledata. A detailed manual is found at http://pam.
readthedocs.io.
SUPPORTING MATERIAL

One figure, one table, and four data files are available at http://www.

biophysj.org/biophysj/supplemental/S0006-3495(18)30295-9.
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