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Abstract 
Objective: To describe development and application of a checklist of criteria for selecting an automated machine learning (Auto ML) platform 
for use in creating clinical ML models.
Materials and Methods: Evaluation criteria for selecting an Auto ML platform suited to ML needs of a local health district were developed in 3 
steps: (1) identification of key requirements, (2) a market scan, and (3) an assessment process with desired outcomes.
Results: The final checklist comprising 21 functional and 6 non-functional criteria was applied to vendor submissions in selecting a platform for 
creating a ML heparin dosing model as a use case.
Discussion: A team of clinicians, data scientists, and key stakeholders developed a checklist which can be adapted to ML needs of healthcare 
organizations, the use case providing a relevant example.
Conclusion: An evaluative checklist was developed for selecting Auto ML platforms which requires validation in larger multi-site studies.

Lay Summary 
Machine learning (ML) is a form of artificial intelligence whereby computers learn associations within large complex datasets and encode these 
into a statistical model that can then be applied to new datasets in generating predictions or classifications. In healthcare, such models can 
assist clinicians in making diagnostic, therapeutic, and prognostic decisions. However, developing and testing such models for different use 
cases take time and effort on the part of data scientists, collaborating clinicians, and informatics teams who may not have extensive data and 
model processing capacity. Auto ML platforms are designed to rapidly build and validate ML models by automating complex, time-consuming 
tasks involved in data processing and model training. Numerous Auto ML platforms now available from both open source and commercial ven-
dors necessitate guidance in how to choose the one most appropriate to organizational needs. Using systematic methods, a multidisciplinary 
team formulated an evaluation checklist for objectively appraising different Auto ML platforms in making a final selection. The checklist was 
assessed for its utility by its application to a practical use case of a dosing model for an intravenous antithrombotic with unpredictable therapeu-
tic effects. The checklist may prove useful to other users and can accommodate organizational procurement requirements.
Key words: machine learning; automated; artificial intelligence. 

Introduction
Machine learning (ML) is a branch of artificial intelligence 
whereby computers “learn” patterns or associations, often 
within large complex data sets, and apply this knowledge to 
new datasets in generating predictions or classifications.1,2

The increasing availability of digital health data presents an 
opportunity to use ML platforms capable of training and test-
ing predictive models that can optimize healthcare.3,4 In 

hospital settings, the increasing adoption of electronic health 
records (EHRs), also referred to as electronic medical 
records, has contributed to the availability of large datasets 
to which ML can be applied.5 ML models can potentially 
assist with diagnosis or prognosis of clinical conditions,6,7

determine optimal treatment pathways and medication dos-
ing,8 improve healthcare efficiency,9,10 and identify patients 
at risk of adverse outcomes.11–13 As the science of ML further 
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evolves, and more EHR data becomes available, health organiza-
tions need user friendly ML platforms that can efficiently develop 
and validate ML models.14 This need has instigated the develop-
ment of automated ML or “Auto ML” technologies.

Auto ML is a sub-field of ML which has been defined as 
“the intersection of machine learning and automation.”14

Auto ML platforms have the potential to rapidly build and 
validate ML models and reduce demand on data scientists 
who currently spend up to 70% of their time on the model 
development process.14,15 By using Auto ML, a wide range of 
ML ensemble models can be simultaneously developed and 
tested for a specific task. Auto ML has emerged as a growing 
field to automatically select, compose, and parametrize ML 
models to achieve optimal performance for a given task or 
dataset.14,15 Auto ML platforms simplify complex and time- 
consuming modelling tasks including data preparation, fea-
ture engineering, model optimization, model training, and 
internal validation.15,16 Another driving force for Auto ML 
has been the rise of data democratization, the ongoing proc-
ess of enabling all individuals, irrespective of technical exper-
tise, to work confidently and comfortably with data and to 
use it more efficiently and productively.17,18

Data democratization and Auto ML also shift the develop-
ment of ML models from coding and scripting languages to 
easy-to-use graphical interfaces or visual and interactive envi-
ronments. This significantly reduces the required expertise 
and effort to build ML models.17,18 Automation also has the 
potential to reduce human error and bias, reinforce the repli-
cability of the analyses, and promote collaboration between 
clinicians and data scientists. Auto ML has been previously 
used to develop ML models in medical imaging, disease diag-
nosis, and EHR data analysis.19–21 In a recent study, the 
authors demonstrated how Auto ML could be successfully 
applied to the development and validation of a model for 
dosing unfractionated heparin.22

Auto ML platforms comprise commercially available pro-
grams such as DataRobot, H20 Driverless AI, Vertext AI, Azure 
AutoML, and Google AutoML, and open-source programs such 
as H2O AutoML,23 Tree-based Pipeline Optimization Tool 
(TPOT),24 AutoKeras,25 general automated machine learning 
assistant (GAMA),26 and Auto-Sklearn.27,28 As more platforms 
become available, determining which is best suited to the digital 
infrastructure and governance of a particular healthcare organi-
zation requires an objective, structured method of assessment of 
different platforms. In this article, we describe the development 
of a checklist that was applied to a set of written vendor submis-
sions, and subsequent live demonstrations from short-listed ven-
dors, in choosing an Auto ML platform for building and 
validating ML models within a large multi-hospital service. The 
target use case to which the chosen platform would be first 
applied was developing and validating a model for predicting the 
bolus and maintenance dosing of intravenous heparin in hospital-
ized adult patients presenting with acute thrombotic disorders, 
such as acute coronary syndrome or venous thromboembolism, 
which together account for around 5% of all hospital admis-
sions.22 This anticoagulant drug has unpredictable pharmacoki-
netics and the current use by prescribing clinicians of weight- 
based dosing nomograms achieves therapeutic range in less than 
50% of patients at 48 hours,29 with many either under-dosed, 
and at risk of further thrombosis, or over-dosed, and at risk of 
bleeding. A more accurate ML model could allow clinicians to 
achieve therapeutic dosing more quickly in more patients, with 
less risk of complications.

Method
Using a 3-step methodology, a provisional list of selection cri-
teria was developed (Figure 1) that reflected the needs and 
constraints of the digital environment of the Metro South 
Hospital and Health Services district in south-east Queens-
land, Australia. This district is comprised of 5 hospitals, 
including a quaternary public hospital, comprising a total of 
1500 beds, managing over 300 000 acute presentations annu-
ally, employing 11 000 fulltime equivalent clinical staff and 
serving a population of 1.2 million.

Step 1. Identification of key requirements
In identifying key requirements of a preferred AutoML plat-
form, a group of key stakeholders were selected comprising 
clinical informatics experts and data scientists from the dis-
trict’s Digital Health and Informatics Directorate, clinicians 
from the disciplines of Medicine and Pharmacy, and all mem-
bers of the multidisciplinary Metro South Clinical Artificial 
Intelligence Working Group. A literature scan was conducted 
in providing a synthesis of available evidence for automated 
platforms and which included recent review publica-
tions.14,16 This literature review, combined with stakeholder 
expertise, were used by the panel over a series of meetings to 
formulate a provisional list of key criteria for AutoML plat-
form selection which were then formalized to align with the 
district’s digital technology procurement pathway. The crite-
ria were divided into 21 functional and 6 non-functional cri-
teria, where functional criteria were considered as universal 
processes that the platform should be able to perform (eg, 
record, calculate, display, publish), and non-functional crite-
ria were considered as platform attributes perceived as perti-
nent to organizational and technical needs (eg, cyber security, 
easy to use). All criteria were rated as either mandatory, 
highly desirable, or desirable based on panel consensus. As 
the checklist was designed to assess utility of the Auto ML 
platforms, and as legal and confidentiality restrictions appli-
cable to commercial vendors were outside the remit of the 
evaluators, license fees or procurement costs relevant to such 
submissions were not included as criteria.

Step 2. Market scan
A market scan was conducted by the clinical informatics 
experts using the Gartner Magic Quadrant for Data Science 
and Machine Learning Platform March 2021 (available at: 
https://www.gartner.com/en/documents/3998753) to identify 
potential vendors, yielding 20 contenders. We then developed 
a shortlist of vendors whose platforms met the following 
mandatory requirements set by local hospital regulations: (1) 
confirmed availability on a cloud-based server accessible 
within the Australian setting; (2) complete fulfilment of local 
health cybersecurity requirements; and (3) evidence of appli-
cation to actual use cases, as verified by documentation on 
vendor websites and through face to face demonstration and 
question answering sessions with vendors at a data and ana-
lytics summit held in Sydney, Australia in August 2021 and 
attended by 1 of the authors (A.A.-H.). This resulted in a 
shortlist of 2 vendors, #9 and #12, (Table 1) who were then 
invited to submit a full application, using a structured tem-
plate listing all the provisional criteria and requesting a 
detailed response, on how their platform satisfied each crite-
rion. This was accompanied by a live, hands-on demonstra-
tion of the platform to the local assessment panel (see below). 

2                                                                                                                                                                                               JAMIA Open, 2024, Vol. 7, No. 2 

https://www.gartner.com/en/documents/3998753


In cases where the stakeholder panel judged by consensus 
that responses were insufficient, additional information was 
requested.

Step 3. Assessment process
A panel of 4 experts, comprising the Director of Clinical 
Informatics, Director of Pharmacy, Director of Internal Med-
icine, and a senior data scientist experienced with ML as 
applied to healthcare was assembled. Three panelists inde-
pendently assessed the responses received in writing from 
each of the shortlisted vendors against the listed criteria, and 
categorized each criterion response as fully compliant (C), 

partially compliant (P), or non-compliant (N), based on a 
qualitative band and associated score, from 0 (unsatisfactory) 
to 10 (exceptional), reflecting the degree to which each 
response was concordant with stakeholder-defined descrip-
tions for each criterion (Table 2). For each criterion, a final 
score was calculated by averaging the aggregated scores from 
the individual panel members. The maximum total score for 
the 21 functional and 6 non-functional criteria were 210 and 
60, respectively, yielding a total maximum score for all crite-
ria of 270. In response to comments and suggestions made by 
vendors in their responses, some modification to the wording 
of the criteria were made in producing the finalized list of 

Figure 1. Key steps in developing criteria for an Auto ML checklist.

Table 1. Mandatory requirements used for short-listing Auto ML contenders.

Vendors

Confirmed availability  
on a cloud-based server accessible  

within the Australian setting

Complete fulfilment  
of local health  

cybersecurity requirements

Evidence of  
application to  

actual use cases
AutoML  

capabilities

1 Yes Unknown Unknown No
2 No Unknown Unknown No
3 Yes Yes Unknown No
4 Yes Yes Unknown No
5 No Unknown Yes Yes
6 Yes Yes No No
7 Yes Yes Yes No
8 Yes Yes Yes No
9 Yes Yes Yes Yes
10 No Unknown No No
11 Yes Yes Yes No
12 Yes Yes Yes Yes
13 Yes Yes No No
14 No Unknown Yes Yes
15 No Unknown Yes Yes
16 Yes Yes Yes No
17 No Unknown Yes Yes
18 No Unknown Unknown No
19 Yes Yes Unknown No
20 Yes Unknown Unknown No

Abbreviation: Unknown ¼ sufficient information was unavailable to make a decision.
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evaluative criteria. All 4 panelists subsequently attended the 
live demonstration and then participated in a group meeting 
to discuss vendor submissions, at which time the 3 scoring 
panelists could, if they felt necessary, adjust their scores.

Results
The finalized list of 21 functional and 6 non-functional crite-
ria, with explanations, are shown in Table 3, including a 
description of how each criterion applied to the heparin dos-
ing model use case.22 Of the total 27 criteria, 14 were consid-
ered “mandatory” to meet the core health service needs, 11 
as “highly desirable” and 2 as “desirable.”

The scores assigned to each criterion by the 3 scoring pan-
elists for each short-listed vendor submission are listed in  
Table 4. These scores showed little inter-rater variation for 
both vendors. All items attracted a score of 5 or above (ie, 
fully or partially compliant), although those with lower 
scores of 5 or 6 related to data cleansing and transformation 
capabilities, ability to perform multiple ML functions or nat-
ural language processing, and the ability to export developed 
models outside of the Auto ML platform. Among the 2 ven-
dor submissions, the 1 with the highest score—average of the 
aggregated panel score of 226.34 out of total possible score 
of 270—was used to select the AutoML platform subse-
quently used for the use case.

Discussion
To our knowledge, this is the first attempt to formulate a list 
of criteria for selecting an Auto ML platform best suited to 
meet local organizational requirements on the basis of input 
from a diverse multidisciplinary team of clinicians, data sci-
entists, and key stakeholders. We consider our criteria to be 
comprehensive, transparent and objective, and the checklist 
provides a structured and fair approach to selecting the most 
suitable platform. Importantly, while both short-listed plat-
forms were from commercial vendors, license fees and other 
potential costs were not listed as criteria in our checklist as 
the focus was on assessing utility.

Several limitations of Auto ML methods have been recog-
nized in past reports, which may partly explain why Auto 
ML has had limited application to healthcare to date.30 These 
include lack of high quality data from EHRs, different EHR 
systems that are not interoperable, lack of transparency in 
black-box AutoML systems, complexity in their establish-
ment and maintenance, inability to handle very large data-
sets, and limited customization and domain expertise for 
specialized use cases.20,31 Users of Auto ML platforms, just 
as much as ML model developers, need a clear understanding 
of the data and potential for errors in modelling, and be 
aware that AutoML tools usually have tailored or prespeci-
fied settings which complicates any attempt to standardize 
them with other modelling approaches or platforms. Auto 
ML websites may not provide in-depth explanations of how 
to apply their platforms or to interpret outputs, requiring 
some level of data science knowledge or oversight to ensure 
appropriate use.

However, Auto ML platforms compared to conventional 
ML techniques, do offer potential for time efficiency, greater 
accessibility and scalability, and reduced costs. These plat-
forms continue to evolve with the aim of overcoming these 
limitations,32,33 with recent studies showing Auto ML tools 
capable of producing models superior in their performance to 
those developed using more traditional methods.34–36 Future 
research will likely investigate other applications of Auto ML 
in routine care in terms of feasibility and impact. Given these 
challenges, we believe a checklist of clearly defined criteria, 

Table 2. Assessment process for determining vendor compliance with 
checklist criteria.

Compliance: 
Fully complies (C) 
Partially complies (P) 
Does not comply (N)

Qualitative  
band

Score Interpretation

Exceptional 10 Meets and exceeded requirements in all respects. 
Completely convincing and credible. Response 
demonstrates superior capability, capacity and 
experience relevant to, or understanding of, the 
requirements of the criterion. The Evaluation 
Panel is confident requirements are met to a 
very high standard. Low risk.

Excellent 8-9 Requirements are exceeded in most key respects 
and addressed to a very high standard in all 
others. Response demonstrates outstanding 
capability, capacity and experience relevant to, 
or understanding of, the requirements of the 
criterion. The Evaluation Panel is confident 
requirements are met to a high standard. Low 
risk.

Good 6-7 Requirements met to a high standard in all 
respects. Response demonstrates good capabil-
ity, capacity and experience relevant to, or 
understanding of, the requirements of the crite-
rion. The Evaluation Panel is confident require-
ments are met to a good standard. Low risk.

Adequate 5 Requirements addressed to a consistent accept-
able standard. Response demonstrates accept-
able capability, capacity and experience, 
relevant to, or understanding of, the require-
ments of the criterion. Some minor gaps or 
errors that can be easily corrected/overcome. 
The Evaluation Panel is reasonably confident 
requirements are met to a reasonable standard. 
Low to medium risk.

Limited 3-4 Requirements poorly addressed or not fully met. 
The platform demonstrates marginal capabil-
ity, capacity and experience, relevant to, or 
understanding of, the requirements of the crite-
rion. Some gaps, errors or weaknesses identi-
fied which are difficult to correct/overcome and 
make acceptable. The Evaluation Panel has 
some reservations whether vendor will be able 
to satisfactorily complete the requirements. 
Minor weaknesses/medium to high risk.

Inadequate 1-2 Requirements not met or inadequately dealt with 
in most or all respects. The platform does not 
demonstrate capability, capacity and experi-
ence, relevant to, or understanding of, the 
requirements of the criterion. Weaknesses or 
omissions identified which cannot be corrected/ 
overcome to make them acceptable. The Evalu-
ation Panel is not confident vendor will be able 
to satisfactorily complete the requirements. 
Major weaknesses/extreme risk.

Unsatisfactory 0 There is insufficient information to assess offer 
response. Offeror was not evaluated as it did 
not provide minimum level of requested 
information.
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Table 3. Description of criteria, rating categories, and application to the heparin dosing model.

Functional criteria Category Application to heparin dosing model

1. Support the handling of multiple data 
sources (ie, structured, unstructured)

Mandatory Comma-separated values (CSV) files or a database table of pre- 
processed data was extracted from EHR system.

2. Perform feature engineering on imported 
data sets

Mandatory Feature engineering was performed on the original dataset; how-
ever, extra features discovery is desirable for modelling 
purposes.

3. Data cleansing and data transformation 
capabilities

Highly desirable Data transformation was necessary for the regression model 
with mixture of Yeo-Johnson and min-max transformers 
needing to be applied.

4. Conduct supervised learning Mandatory Supervised learning models were required to predict therapeutic 
response to heparin therapy measured by activated partial 
thromboplastin time (aPTT).

5. Apply ensemble models or blend deep 
learning models with rule-based models

Mandatory Ensemble models were desired to combine different models to 
improve prediction accuracy given the large dataset from 4 
hospitals over 2 years. 1126 alternative models were trained, 
including LightGBM, XG Boost model, and ensemble models; 
the chosen model was an ensemble of 4x LightGMB models 
that were linearly blended.

6. Apply multiple models on given data sets 
to determine best fit-for-purpose

Mandatory This was required as the best performing ML model was not 
knowable at the outset.

7. Update libraries used in developing data 
models

Mandatory Continuous improvement and updating of ML models impor-
tant for retraining model into the future.

8. Customize for additional tuning/optimi-
zation of developed models

Mandatory Enabling ML model customization to local needs was a highly 
desirable feature in conferring transparency in the model- 
building process and confidence in the final model. Custom-
ization involved feature selection with input from clinicians 
with domain knowledge.

9. Conduct unsupervised, reinforcement 
and deep learning

Highly desirable Deep learning models were also tested to predict the outcome.

10. Perform natural language processing on 
given data sets

Desirable Considered desirable for further model refinement using 
unstructured, free-text clinical notes from EMR, although not 
required for heparin dosing model which relied on structured 
and tabulated data.

11. Apply different metrics when develop-
ing a model

Mandatory Need to measure MAE, RMSE, and R2 for regression models, 
with minimization of RMSE chosen for model optimization in 
predicting aPTT.

12. Generate documentation detailing 
model findings with exportability in MS 
Word or PDF format

Mandatory Automated documentation facilitates understanding of what 
AutoML tool has done to build the model.

13. Have a graphing function and plotting 
performance of a developed model

Highly desirable Different graphs required to provide initial data analysis which 
influenced format of model outputs. In heparin use case, data 
visualization included clear heatmaps, plots and residual 
graphs relevant to both initial feature selection and subse-
quent model aPTT predictions.

14. Allow for multiple models to be 
deployed into production

Mandatory Regression model for predicting aPTT as a continuous variable 
and classification model for categorizing aPTT as therapeutic, 
supra- or sub-therapeutic range required for the heparin 
model.

15. Scoring pipelines to make predictions 
on newly acquired data

Mandatory Scoring pipelines required to test the model on an external data-
set (from a different hospital) for further model validation. 
For use case, regression and classification models were built 
and deployed, with scoring pipelines used to test models on 
new data.

16. Export developed models for use out-
side the Auto ML platform

Highly desirable Future prospective validation study using live EHR data 
required model to be extracted from the AutoML tool, 
located on local server, as separate files or have access to the 
Python code generated by the AutoML platform to build the 
model as a stand-alone tool able to be connected to the EHR 
reporting platform.

17. Encompass model monitoring capabil-
ity to identify model drift

Highly desirable Auto ML platform needed to accommodate monitoring and 
recalibration of the heparin model following deployment.

18. Have action logs and the ability to audit 
historic user modelling/system 
interactions

Mandatory This attribute considered necessary for future implementation 
studies of the EHR-integrated model although not directly 
applicable to initial development and validation of the hepa-
rin dosing model.

19. Provide explanation for predictions 
made through scoring pipelines

Mandatory Ability of the platform to indicate to clinicians most important 
features contributing to predictions.

Highly desirable In heparin use case, model predicted aPTT based on the heparin 
dosing inputs, with an optimization method used to enable 

(continued) 
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against which any existing or new Auto ML platform can be 
compared, is likely to be of benefit to both potential users 
and vendors.

Our methodology in formulating the checklist has some 
limitations, principally driven by time pressures, limited 
administrative resources, and small sample size of vendor 
contenders. Our multidisciplinary group of individuals were 
known to each other, had existing working relationships, and 
reached consensus by discussion rather than using formal 
Delphi or other anonymized consensus methods. However, 
this approach allowed robust conversations about particular 
issues with no one individual feeling their views were unable 
to be expressed or considered. The group comprised experi-
enced clinicians, informaticians, and data scientists ensuring 
a range of clinical and organizational perspectives were repre-
sented, although there may be additional perspectives specific 
to other healthcare organizations. However, our checklist is 
designed to be adaptable to other healthcare contexts. The 
number of short-listed vendors was small, and our checklist 
requires validation in being applied to a larger sample of ven-
dor submissions. Finally, cost estimates and organizational 
willingness to pay for commercial Auto ML platforms may 
pragmatically influence choice of platform, irrespective of 
checklist scores relating to utility.

There are strengths to our methodology. The criteria devel-
opment process was informed by contemporary feedback in 
various formats from vendor representatives in refining the 
list of provisional criteria. We also employed the criteria 
using an actual and practical use case to demonstrate its rele-
vance and applicability, centered on a drug with direct 
patient safety implications. Detailed descriptions of each cri-
terion and quantitative scoring methods used to categorize 
compliance reflects an emphasis on rendering the methodol-
ogy explicit and transparent. However, we were unable to 
test the reliability or validity of the scoring method more 
broadly across several different use cases, and further studies 
are required. Nonetheless, we consider the checklist to be a 
starting point for further refinement and additions as the field 
of Auto ML evolves.

AutoML platforms may not replace most data scientists 
but should assist such experts in completing their assignments 
more quickly and support the broadening range of potential 
applications of ML in healthcare. In addition, AutoML will 
help clinical professions with less experience with ML models 
to participate in model development and evaluation, in our 
case physicians and pharmacists. Our multidisciplinary proc-
ess encouraged collaboration and expression of a diversity of 
views involving clinicians and data scientists, with shared 
decision-making around the choice of Auto ML platform. We 
contend this checklist will be useful for those needing to 
select an Auto ML platform for use in their own organization 
by virtue of its consideration of the processes that the plat-
form must perform to meet specific digital technology needs 
of the organization and potential use cases.
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Table 3. (continued) 

Functional criteria Category Application to heparin dosing model

20. Conduct optimization process to the 
input variables to achieve specific 
outcome

the model to predict most appropriate heparin dose for indi-
vidual patients in achieving a target aPTT value.

21. Customizable benefits calculation for a 
developed model

Desirable This attribute considered necessary for future implementation 
studies of the EHR-integrated model although not applicable 
to initial development and validation of the heparin dosing 
model.

Non-functional criteria Category

22. The vendor provides business hours 
support 08.00–16.30 AEST

Highly desirable

23. Consultation based days for teaching 
and improving in-house capability an 
option in vendor support contract

Highly desirable

24. On call support capability an option in 
vendor support contract

Highly desirable

25. User-friendly user interface Mandatory
26. Easy to navigate Highly desirable
27. Can be hosted on a cloud-based 

platform
Highly desirable

Abbreviations: aPTT ¼ activated partial thromboplastin time; EHR ¼ electronic health record; MAE ¼mean absolute error; RMSE ¼ root mean square 
error; AEST ¼ Australian Eastern Standard Time.
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