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Summary 31 

Inhibition stabilization enables cortical circuits to encode sensory signals across diverse contexts. 32 
Somatostatin-expressing (SST) interneurons are well-suited for this role through their strong 33 
recurrent connectivity with excitatory pyramidal cells. We developed a cortical circuit model 34 
predicting that SST cells become increasingly important for stabilization as sensory input 35 
strengthens. We tested this prediction in mouse primary visual cortex by manipulating excitatory 36 
input to SST cells, a key parameter for inhibition stabilization, with a novel cell-type specific 37 
pharmacological method to selectively block glutamatergic receptors on SST cells. Consistent 38 
with our model predictions, we find antagonizing glutamatergic receptors drives a paradoxical 39 
facilitation of SST cells with increasing stimulus contrast. In addition, we find even stronger 40 
engagement of SST-dependent stabilization when the mice are aroused. Thus, we reveal that the 41 
role of SST cells in cortical processing gradually switches as a function of both input strength and 42 
behavioral state.   43 
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Introduction 44 
Normalization is a key function of sensory cortices that allows detection of weak stimuli 45 

while preventing saturation to strong stimuli1–3. One proposed mechanism for normalization is 46 
through amplification of weak inputs via recurrent excitation, which is stabilized by recurrent 47 
inhibition as inputs strengthen. Such a network that requires inhibition to avoid runaway excitation 48 
is known as an “inhibition-stabilized network” (ISN). A hallmark of an ISN is the paradoxical effect 49 
following perturbation of inhibitory interneurons, wherein excitation results in their suppression 50 
while suppression yields excitation4,10–12. A growing body of work across mice, cats, and primates 51 
indicates that auditory, somatosensory, motor and visual cortices exhibit these responses to 52 
optogenetic and visual perturbations, suggesting that the cortex generally operates as an ISN7–53 
15. However, it remains poorly understood how the diverse cell types that comprise cortical circuits 54 
support inhibition stabilization. 55 
 Past research has emphasized the role of parvalbumin-expressing (PV) interneurons in 56 
stabilizing network activity5,10,13,14,16. These cells receive both feedforward and recurrent excitatory 57 
input and robustly inhibit the local excitatory pyramidal cells22–24. Empirically, optogenetic 58 
stimulation of PV cells yields the hallmark paradoxical suppression10,13,14. Moreover, 59 
computational modelling has suggested that the PV population is either the exclusive11 or the 60 
predominant21 inhibitory cell type responsible for inhibition stabilization. 61 
 Some models, however, indicate that PV cells may be insufficient to stabilize network 62 
activity when network excitation is high25,26. In such scenarios, network stabilization may 63 
additionally require inhibition from somatostatin-expressing (SST) interneurons, which are 64 
primarily driven by recurrent excitation from local pyramidal cells and in turn inhibit the pyramidal 65 
population23,27,28. SST cells are particularly well-positioned to support PV cells in the ISN during 66 
high excitation states as they are known to respond robustly to large, high contrast stimuli16,27,29,30 67 
and have been implicated in shaping pyramidal output in high arousal states30–32. Indeed, 68 
optogenetic suppression of SST cells enhances inhibition onto neighboring pyramidal cells, 69 
consistent with perturbation of an ISN13,14.  70 
 Thus, we sought to test whether, and under what network conditions, SST cells are 71 
engaged in the ISN. To this end, we developed a model of primary visual cortex (V1) including 72 
pyramidal, SST, PV and vasointestinal peptide-expressing (VIP) cells. Our model indicates that 73 
while PV cells are initially sufficient to stabilize activity, SST cells are required with increasing 74 
sensory input. We tested this prediction in mouse V1 using cell-type specific pharmacology to 75 
block AMPA-type glutamate receptors (AMPARs) onto SST cells, thereby selectively reducing the 76 
input that connects SST cells to the local network. We find that this manipulation suppresses SST 77 
responses to weak visual stimuli, but the suppressive effect is attenuated by strong stimuli or 78 
locomotion. Instead, under these conditions, a subset of SST cells is paradoxically driven more 79 
strongly following reduction in glutamatergic input. Our computational model reveals that the 80 
paradoxical effects that accompany increasing contrast and locomotion are due to the emergence 81 
of a network state where stability demands inhibition from SST cells. While the effects of contrast 82 
are well-fit solely by increasing input to the network, the effects of locomotion also require changes 83 
to local network connections. These results elucidate the conditions under which SST cells are 84 
necessary to stabilize visual cortex circuits. 85 
 86 

 87 
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Results 88 
A theoretical framework for network stabilization by SST cells 89 

To build an intuition for how input strength and arousal might impact the recruitment of 90 
SST cells in stabilizing the network, we developed a model that includes sensory inputs to and 91 
connectivity between the four major cortical neuron types: excitatory pyramidal cells (E), and three 92 
classes of inhibitory interneurons including SST (S), PV (P), and VIP (V) cells (Figure 1Ai). We 93 
used a mean-field approach, in which the average firing rate over all cells of a given type is 94 
represented by a time-varying scalar (e.g., rE is the average firing rate over all E cells), and each 95 
cell type is described by a non-linear input-output transfer function, such as rE = 96 
Φ!(∑ 𝑠𝑦𝑛𝑎𝑝𝑡𝑖𝑐	𝑖𝑛𝑝𝑢𝑡), which converts synaptic inputs to neural output, ensuring that neural 97 
activity cannot be negative. We eliminated six connections known to be weak from the 98 
literature18,22,28 (𝐼",𝑊"# ,𝑊"",𝑊#$ ,𝑊%$ ,𝑊$$).  99 

To specifically interrogate the relationship between excitatory pyramidal and SST cells, we 100 
reduced the four-cell model to a two-cell model containing only E and S cells (Figure 1Aii; STAR 101 
Methods). This two-cell model has four effective synaptic weights, which incorporate the 102 
contributions of P and V cells. For instance, the connection from E to E has an effective synaptic 103 
weight of 𝑊%% −𝑊%#%, where 𝑊%% is the direct excitatory feedback loop from E to E, while 𝑊%#% 104 
reflects an inhibitory feedback loop from E to P back to E (Figure S1).  105 

For a given set of effective synaptic weights, the activity of E depends on the activity of S 106 
cells (the rE nullcline; Figure 1B, dashed line) and vice versa (the rS nullcline; Figure 1B, solid 107 
line). The intersection of these two lines yields the steady-state activity of E and S cells for the 108 
network. Manipulation of the strength of excitation onto S cells (𝑊"%) reduces the slope of the rS 109 
nullcline (Figure 1B, blue line) and shifts E and S to a new steady state firing rate. When the 110 
slope of the rE nullcline is negative, decreasing excitation to S cells results in the expected 111 
decrease in S firing rates (Figure 1Bi). However, when the rE nullcline slope is positive, the same 112 
manipulation can result in a paradoxical increase in S firing rates, the signature for their 113 
requirement for the ISN (Figure 1Bii). Additionally, when the rE nullcline slope is steeply positive, 114 
we find a different paradoxical effect where both E and S rates decrease (Figure 1Biii). Thus, the 115 
necessity of S cells for stabilization depends on the slope of the rE nullcline. 116 

The reduced model further reveals that the slope of the rE nullcline depends on two key 117 
parameters: The net recurrent excitation among E cells (𝑊3%% = Φ%

&  𝑊%%, where Φ%
&  is the 118 

derivative of the E current-to-rate transfer function at the current rate) and the net inhibition of S 119 
to E (𝑊3%" = Φ%

&𝑊%"). This two-dimensional parameter space has five qualitatively discrete 120 
regions: a non-ISN region, three distinct ISN regions (Ri-iii), and an unstable region (Figure 1C), 121 
that are defined by four lines. The first line, 𝑊3%% = 1, determines whether the network is an ISN 122 
(when 𝑊3%% > 1) or not, i.e., excitation is weak enough to not require stabilization (𝑊3%% < 1). The 123 
second line is 𝑊3%% = 1 +𝑊3%#%, which determines whether the network can be stabilized by P 124 
cells alone (when 𝑊3%% < 1 +𝑊3%#%). The third line is 𝑊3%" = 𝑊3%#", where 𝑊3%#" is the strength of S 125 
disinhibition of E cells via P (Figure S1), which determines whether the net inhibition by S cells 126 
outweighs their disinhibition (when 𝑊3%" > 𝑊3%#"). Finally, the fourth line defines the region in which 127 
the network is stable (see STAR Methods). 128 

The first ISN region (Ri) is defined by three boundaries: 𝑊3%% > 1, 𝑊3%% < 1 +𝑊3%#%, and 129 
𝑊3%" > 𝑊3%#"∗ . In this region, the network is an ISN, but P cells are sufficient to stabilize the network. 130 
In addition, the direct inhibition of E cells by S is stronger than the disinhibition through P cells. In 131 
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this region, simulating E and S firing rates following a decrease in excitation to S cells (𝑊"%) leads 132 
to the intuitively expected result, where S cells have reduced firing rates and E cells are 133 
disinhibited (Figure 1Di).  134 

Starting from region Ri, increasing 𝑊3%% moves the network to the second ISN region (Rii) 135 
when 𝑊3%% > 1 +𝑊3%#%. In this region, P cells are no longer able to stabilize the network alone, 136 
and thus S cells are also needed for stability. This is revealed by the paradoxical effects of 137 
decreasing excitation onto S cells, where like E cells, they increase their firing rates (Figure 1Dii). 138 
Notably, this region in which S cells are required for the ISN is bounded on the high end of 𝑊3%% 139 
by an unstable region. This boundary is determined by the second axis defined by 𝑊3%". The 140 
stronger 𝑊3%", the more 𝑊3%% that can be stabilized by S cells. A third ISN region (Riii) is defined 141 
when 𝑊3%" < 𝑊3%#". In this region, P cells can stabilize the network alone, but disinhibition of E cells 142 
outweighs their direct inhibition from S cells, such that removal of excitation from S cells results 143 
in the reduction of both S and E firing rates (Figure 1Diii). Notably, these three ISN regions define 144 
when S cells are necessary, but not when they are sufficient, to stabilize the network (Figure S1). 145 

Our model makes also predictions about how the network can transition between regions. 146 
First, given that the ISN regimes are defined by synaptic weights, short- and long-term 147 
mechanisms that alter synaptic weights25,34, such as behavioral state, would be predicted to shift 148 
the network state. Second, even if the synaptic weights remain fixed, we predict that network state 149 
will be sensitive to input strength. This is because 𝑊3%% = Φ%

&  𝑊%% becomes steeper as network 150 
activity increases because Φ! is nonlinear. Indeed, simulations of increasing visual stimulus 151 
strength move the network from Ri towards Rii (Figure 1C, arrows). Thus, we predict that SST 152 
cells are more likely to be engaged in the ISN with increasing stimulus contrast.  153 
 154 
Cell-type specific antagonism of AMPA receptors 155 

To selectively block excitatory input onto SST cells, and thereby decrease 𝑊"%, we used 156 
the recently developed cell-type specific pharmacological approach, Drug Acutely Restricted by 157 
Tethering35,36 (DART; Figure 2A). We virally expressed the HaloTag protein (HTP) in V1 of 158 
SST::Cre mice to specifically antagonize AMPARs on SST cells upon introduction of 159 
YM90K.1DART.2 (YM90KDART). In vitro whole cell recordings reveal that YM90KDART significantly 160 
reduces the spontaneous excitatory post-synaptic current (sEPSC) frequency onto HTP-161 
expressing SST cells (+HTP cells), compared to control slices in which +HTP cells were incubated 162 
in ACSF or a blankDART lacking the YM90K moiety, or the intact YM90KDART applied to SST cells 163 
expressing an inactive “double dead” ddHTP (two-way ANOVA main effect for YM90KDART, p < 164 
0.001, Figure 2B-C). Subsequent application of the traditional AMPAR antagonist NBQX robustly 165 
decreases sEPSC frequency onto SST cells in control slices (paired t-test, p = 0.001), but 166 
produces only a slight further decrease following YM90KDART (paired t-test, p = 0.106, Figure 2D). 167 
Interestingly, the amplitude of remaining sEPSCs in the presence of DART is not significantly 168 
different from that in control conditions (unpaired t-test, p = 0.117; Figure 2E), suggesting a full 169 
block at the majority of synapses, rather than fractional block at all synapses. YM90KDART also 170 
significantly and specifically reduces the amplitude of electrically evoked EPSCs in SST cells 171 
relative to that of concurrently recorded pyramidal cells (Figure S2A-D). These data support a 172 
specific and robust, but not complete, effect of YM90KDART on SST cells.  173 

To probe the effects of blocking excitatory input to SST cells in vivo, we pan-neuronally 174 
expressed GCaMP8s alongside cell-type specific expression of HTP in V1, and delivered DART 175 
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ligands via a cannula in the contralateral ventricle (Figure 2F). Co-infusion of a mixture of 176 
YM90KDART and Alexa647DART enables visualization of the efficacy of ligand delivery and 177 
subsequent capture through the cranial window36(Figures 2G and S2). Post-hoc histology reveals 178 
robust and selective ligand capture on +HTP cells (Figure 2H).  179 

 180 
The effect of blocking AMPARs on SST cells depends on stimulus strength 181 

We used two-photon excitation of GCaMP8s to monitor the activity of populations of +HTP 182 
SST cells and neighboring putative pyramidal cells in layer 2/3 of V1 while mice passively viewed 183 
full-field sinusoidal gratings (2 Hz, 0.1 cycles per degree) moving in one of eight directions (45° 184 
increments) at one of three contrasts (25%, 50%, and 100%; Figure 3A). Data were collected 185 
from the same neurons on consecutive days to measure visual responses in control conditions 186 
and 17-24 hours after infusion of YM90KDART (Figure 3B). 187 

Consistent with the predictions of our model (Figure 1C), we find that the magnitude of 188 
the effect of blocking AMPARs on SST cells depends on the strength of the visual stimulus. When 189 
mice are stationary and the stimulus contrast is low, the population of SST cells has a decreased 190 
visual response following YM90KDART (n = 122 cells, 10 mice; paired t-test with Bonferroni 191 
correction, p < 0.001, Figure 3C-D), consistent with the decrease of excitatory drive. However, 192 
with increasing contrast, the effect of DART on the response of SST cells is diminished, such that 193 
there is no significant effect of YM90KDART at full contrast (paired t-test with Bonferroni correction, 194 
p = 0.203). We do not think that this stimulus dependence is due to elevated glutamate release 195 
outcompeting YM90KDART because if this were the case, then we would expect pyramidal cells to 196 
exhibit a similar contrast-dependent decrease in effect size. Contrary to this, we find that the effect 197 
on the pyramidal cell population increases with increasing contrast (n = 500 cells; two-way 198 
ANOVA, interaction of contrast and YM90KDART, p = 0.001, Figure 3C-D). This argues that the 199 
network effects of YM90KDART are actually more robust at high contrast, despite the apparent 200 
decreased effect on the average response of SST cells.  201 

To understand why the average effects on SST cells decrease, we investigated the effects 202 
on individual cells. We find that the activity of individual SST cells is more strongly modulated by 203 
YM90KDART with increasing contrast (Levene’s test for unequal variance, p = 0.001; Figure 3E). 204 
This is due to the fraction of SST cells that are significantly facilitated by YM90KDART (defined as 205 
the mean response increasing more than one standard deviation from control) becoming greater 206 
with increasing contrast (chi-square test with Bonferroni correction for 25% vs. 50%, p = 0.535, 207 
25% vs. 100%, p < 0.001; 50% vs. 100%, p = 0.018, Figure 3F). This mirrors the increased 208 
fraction of pyramidal cells facilitated with greater contrast (25% vs. 50%, p = 0.041; 25% vs. 100%, 209 
p = 0.001, 50% vs. 100%, p = 0.960), consistent with inhibition stabilization. In comparison, we 210 
find no significant change in the fraction of SST cells that respond with simple suppression 211 
(decreased by more than one standard deviation from control: chi-square with Bonferroni 212 
correction p > 0.05 for all contrast comparisons), and only a small fraction of pyramidal cells are 213 
suppressed at any contrast. Thus, we observe diverse effects on individual SST cells with some 214 
being suppressed but more being facilitated as contrast increases.  215 

As a control for ambient-drug effects of YM90KDART and habituation that may occur with 216 
repeated imaging37,38, we repeated the experiment with YM90KPEG which is chemically identical 217 
except for its lack of an HTP ligand. This construct, which cannot bind to HTP, washes out by the 218 
time of imaging (n = 6 mice; Figure S2E-F). Unlike the effects of YM90KDART, treatment with 219 
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YM90KPEG results in weak suppression of both SST (n = 84 cells; two-way ANOVA, main effect of 220 
YM90KPEG, p = 0.001; Figure S3A-D) and pyramidal (n = 458 cells; p = 0.003) responses, without 221 
contrast dependence (two-way ANOVA, contrast x YM90KPEG interaction in SST cells, p = 0.194). 222 
Thus, the observed contrast-dependent effects of YM90KDART are due to its action on SST cells. 223 

Together, these findings suggest that reducing excitatory input on SST cells largely results 224 
in a straightforward decrease in SST responses at low contrast, but at higher contrast 225 
paradoxically increases the visually evoked responses in a subset of SST cells. Stronger visual 226 
input results in more robust disinhibition of pyramidal cells, driving the SST cells more strongly 227 
via their remaining unblocked glutamate receptors, and ultimately resulting in a net facilitation of 228 
their activity. This is consistent with SST cells being recruited to stabilize network activity as 229 
stimulus strength increases, as predicted by our theoretical model.  230 
 231 
SST cells correlated with the local network are less suppressed by YM90KDART 232 

In an ISN, recurrent input from pyramidal cells recruits interneurons to stabilize the 233 
network4–7. Given the importance of this recurrent connection for engagement in an ISN, those 234 
SST cells that are most robustly recurrently connected should be the most susceptible to 235 
paradoxical effects.  236 

Noise correlations can be used as a proxy for shared connectivity39,40. Thus, to estimate 237 
the strength of recurrent input onto each SST cell, we calculated the noise correlation between 238 
individual SST cells and the mean of all simultaneously recorded pyramidal cells during the control 239 
imaging session (Figure 4A). Correlation measures were pooled across stimulus conditions as 240 
we find no significant dependence on contrast (one-way ANOVA, p = 0.055) consistent with past 241 
reports41. This yields a range of correlation values across the SST population that we defined as 242 
weakly (R < 0.5; n = 67 cells; Figure S4A) or strongly correlated (R > 0.5; n = 55 cells), with 243 
approximately half the SST cells in each experiment falling into each category (fraction strongly 244 
correlated, mean across mice ± standard deviation = 46.67% ± 21.37%). We posit that SST cells 245 
that are more strongly correlated with pyramidal cells are likely to be more strongly recurrently 246 
connected, and therefore less suppressed by YM90KDART. 247 

Consistent with our prediction, following YM90KDART delivery, the weakly correlated SST 248 
cells have a significant decrease in visually evoked responses (two-way ANOVA, main effect of 249 
YM90KDART, p = 0.003; Figure 4B-C), whereas the strongly correlated SST cells are not 250 
significantly affected (p = 0.113). This dependence on correlated variability is robust to resampling 251 
within, but not across, correlation groups (Figure S4B-C), and is specific to YM90KDART, as 252 
YM90KPEG weakly suppresses both groups (two-way ANOVA, main effect of YM90KPEG: weakly 253 
correlated cells, n = 48, p = 0.048; strongly correlated cells, n = 36, p = 0.004, Figure S4D-F). 254 
These results suggest that recurrent excitation determines the effect of YM90KDART on SST cells, 255 
consistent with recruitment of SST cells into an ISN. In addition, these result hint that there may 256 
be some functional heterogeneity among the population of SST cells that impacts their 257 
engagement in the ISN.  258 
 259 
The effect of blocking AMPARs on SST cells depends on behavioral state 260 

Having determined that strong sensory input recruits SST cells to stabilize network activity, 261 
we wondered whether other conditions that increase excitation in the V1 cortical network would 262 
have a similar effect. Locomotion is well known to increase firing rates in V132,34,42. To compare 263 
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the same cells across behavioral states, we examined the subset of SST and putative pyramidal 264 
cells which could be measured at their preferred direction, in both stationary and running 265 
conditions, for all contrasts, and during both imaging sessions. Due to variation in animals’ 266 
tendency for running, this led to the exclusion of two mice from both the YM90KDART (n = 8 mice, 267 
91 SST and 379 pyramidal cells; STAR Methods) and YM90KPEG (n = 4 mice, 54 SST and 275 268 
pyramidal cells) experiments. 269 

Consistent with previous reports, we find that both SST (three-way ANOVA, main effect 270 
for locomotion, p < 0.001; Figure 5A-B) and pyramidal cells (p < 0.001; Figure 5C-D) are robustly 271 
facilitated by running. Moreover, we find that locomotion dramatically changes the impact of 272 
YM90KDART on SST cells (three-way ANOVA, YM90KDART x locomotion interaction, p = 0.020; 273 
Figure 5A-B). The straightforward suppression observed at low contrast when the mice are 274 
stationary (paired t-test with Bonferroni correction, p = 0.003) no longer occur when mice are 275 
running (p = 0.824). At high contrast, the average response of SST cells trends towards the 276 
paradoxical elevation expected from inhibition stabilization, although this did not reach 277 
significance (p = 0.253). Moreover, these effects are specific to the block of AMPARs on SST 278 
cells, as there is no dependence of the effects of YM90KPEG on behavioral state (three-way 279 
ANOVA, YM90KPEG x locomotion interaction, p = 0.488, Figure S3A-D).  280 

The effects on the average responses are due to an increase in the fraction of SST cells 281 
facilitated by YM90KDART when the mice are running (chi-square with Bonferroni correction for 282 
stationary vs. running, 25% contrast, p = 0.040; 50% contrast, p = 0.021; 100% contrast p = 0.128; 283 
Figure 5E), without a significant change in the fraction of cells suppressed (p > 0.05 for all 284 
contrasts). This variation in the effects of YM90KDART on SST cells, with some being facilitated 285 
while others are suppressed, is consistent with our observation that SST cells are heterogenous 286 
in their contributions to stabilizing the network.  287 

Arousal has also been linked to network changes in visual cortex activity, and is 288 
considered to be mechanistically distinct from the effects of locomotion43–45. To determine the 289 
impact of arousal on the network stabilizing role of SST cells, we segregated stationary trials 290 
according to pupil diameter46,47. For each mouse, we measured pupil size during stationary 291 
epochs across both experimental days and performed a median split on the trials to assign them 292 
to large and small pupil categories (Figure S5A). We confirmed that the average pupil diameter 293 
is significantly greater in the large pupil trials, (paired t-test p < 0.001, Figure S5B), and is similar 294 
to the size during locomotion (paired t-test, p = 0.079). To directly compare the same cells in each 295 
arousal state, we examined the subset of SST and putative pyramidal cells which could be 296 
measured at their preferred direction, in both small and large pupil conditions, for all contrasts, 297 
and during both imaging sessions (n = 10 mice; 107 SST cells and 468 pyramidal cells). 298 
 Arousal slightly, but significantly, facilitates responses of SST (three-way ANOVA, main 299 
effect for pupil size, p = 0.009) and pyramidal (three-way ANOVA, main effect for pupil size, p < 300 
0.001) cells. As with locomotion, we find that arousal alters the effect of YM90KDART on SST cells 301 
(three-way ANOVA, YM90KDART x pupil size interaction p < 0.001). Specifically, SST cells are 302 
suppressed by YM90KDART during low-arousal trials (small pupil trials: two-way ANOVA, main 303 
effect of YM90KDART, p < 0.001; Figure S5C-D), but not during high arousal trials (large pupil trials: 304 
p = 0.150). This is consistent with the arousal-dependent effects of YM90KDART on pyramidal cells 305 
(three-way ANOVA, YM90KDART x pupil size interaction p < 0.001). Pyramidal cells are disinhibited 306 
during low arousal (small pupil trials: two-way ANOVA , main effect of YM90KDART, p = 0.011; 307 
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Figure S5E-F) and even more so during high arousal (large pupil trials: p < 0.001). These results 308 
suggest that recruitment of SST cells into the ISN is enhanced not only by stimulus strength, but 309 
also active states such as locomotion and arousal. 310 
 311 
Stimulus strength and behavioral state recruit SST cells into the ISN through distinct effects on 312 
the network 313 

Our experimental data is in broad agreement with the predictions of the theoretical model, 314 
indicating that SST cells are increasingly needed for stabilization as network activity increases. 315 
To investigate how changing stimulus strength and behavioral state may act to engage SST cells 316 
into network stabilization, we returned to our modeling framework and fit our model weights to the 317 
neural responses in control and YM90KDART. In our model, YM90KDART solely affects 𝑊"% (since 318 
we assume that the direct sensory input to S cells (𝐼") is negligible27), and is modelled as a 319 
fractional change of this weight, (1 − 𝑥)𝑊"%. We set 𝑥 to 0.5 (Figure S6) as this is a conservative 320 
estimate of the efficacy of YM90KDART based on our in vitro recordings. We modelled changes in 321 
contrast by changing the external inputs, 𝐽% and 𝐽", while holding all weights within the network 322 
constant, as we do not anticipate stimulus-dependent changes to synaptic connectivity. To model 323 
changes in behavioral state, we allowed both external inputs and weights to vary, capturing 324 
locomotion-dependent effects both on the strength of feedforward excitation and on synaptic 325 
connectivity within the network34,48.  326 

We find that when all weights are allowed to vary between stationary and running 327 
conditions, the model can quantitatively fit the data very well (“Full model,” Figures 6A and S6 328 
and Table S1). We next investigated whether a more circumscribed set of flexible parameters 329 
could also capture the data. Multiple studies have highlighted VIP cells in regulating SST cell 330 
activity29,30, which has been proposed as a mechanism of locomotion modulation31. Therefore, we 331 
tested a model in which only the external inputs and the gain of V cells were permitted to change 332 
between behavioral states. To do so, we fit a gain term 𝑔 that was applied to 𝑊"$" and 𝑊"$%, with 333 
all other weights fixed. This model is also quite successful in fitting the data (“VIP model,” Figure 334 
6A,C and Table 1) and produces a lower Akaike information criterion (AIC) value than the Full 335 
model (Figure 6B). Finally, to confirm that the change in V parameters are necessary, we 336 
compared this to a model where only external inputs could vary between states (“Input model”). 337 
This results in a higher cost and AIC value than the VIP model (Figures 6A-B and S6 and Table 338 
S2). Thus, we focused on the VIP model since it yields the best fit according to AIC. 339 

The contrast-dependent effects of YM90KDART on pyramidal and SST cells within each 340 
state are captured by changes in the net inputs 𝐽% and 𝐽" (Figure 6C and Table 1). 𝐽% 	is positive 341 
and increases with contrast, consistent with increasing feedforward input. In comparison, 𝐽" is 342 
always negative, reflecting increased inhibition to S cells from V cells, as our model includes no 343 
direct sensory input to S (Figure S1). Additionally, 𝐽" decreases with contrast, consistent with 344 
increased input to V cells with increasing stimulus strength.  345 

In the transition from the stationary to locomotion states, the increased gain to V cells (by 346 
a factor g) increases 𝑊"$" such that the net recurrent effect of S cells through V cells is more 347 
excitatory (Figure 6D and Table 1). Meanwhile, 𝑊"$% becomes more negative, such that 𝑊"% - 348 
𝑊"$%, the net excitation from E to S cells, also increases. Finally, the external input to E cells (𝐽%) 349 
is elevated during locomotion. Thus, despite the decrease in 𝐽", the net effects combine to 350 
increase recurrent excitation of S cells alongside higher activity of E cells during locomotion. 351 
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Plotting the network with our fit parameters in the 𝑊3%% vs. 𝑊3%" space defined in Figure 1 352 
allows us to gain insight into how the empirical network moves as a function of input strength and 353 
behavioral state (Figure 6E). We find that that the network is in Ri (i.e., the region in which S cells 354 
are not required for stability) in stationary conditions. As contrast increases, the network moves 355 
toward the boundary between Ri and Rii; that is, the effective recurrent excitation approaches the 356 
value at which it can no longer be stabilized by PV cells alone. Running shifts the network closer 357 
still to the Ri-Rii boundary, and when running coincides with high contrast the network crosses the 358 
border into Rii. Thus, high contrast stimuli during active epochs produce a network state in which 359 
P cells are insufficient to balance the effective recurrent excitation of pyramidal cells, and S cells 360 
are required to prevent network instability. We also find that the strength of inhibition of S cells 361 
onto pyramidal cells exceeds the disinhibition they provide through P cells.  362 

Thus, the model supports our interpretation that YM90KDART reveals the conditions under 363 
which SST cells contribute to the ISN, and that distinct mechanisms underlie the recruitment of 364 
SST cells to the ISN with increasing contrast or locomotion. Specifically, while contrast alters 365 
network activity directly through increased feedforward input, running additionally changes the 366 
local connectivity weights within V1, potentially via its action on VIP cells. 367 

Discussion 368 
Inhibition stabilized networks4–7 are proposed to enable sensory cortex to normalize 369 

responses across a broad range of contexts. The data presented here provide insight into how 370 
the diverse cell types in the visual cortex circuit enable this flexibility. Employing cell-type specific 371 
pharmacology to reduce excitatory input to SST cells, and a novel theoretical framework for 372 
understanding this manipulation, we reveal that SST cells are required for network stabilization in 373 
mouse V1 under select conditions of high sensory drive and active behavioral states. This work 374 
provides a concrete example for how different cell types play complementary roles in regulating 375 
sensory processing across stimulus and behavioral contexts. 376 

The major innovation that enabled these experiments is the ability to selectively block 377 
synaptic excitation onto SST cells by using the AMPAR antagonist YM90KDART. This offers several 378 
advantages over more typical methods for manipulating neuronal activity to probe ISNs, such as 379 
optogenetic activation of somato-dendritic conductances8–10,13,14. First, YM90KDART allows us to 380 
directly manipulate a circuit feature that is critical to recruiting recurrent inhibition, namely the 381 
recurrent excitation from pyramidal to SST cells (𝑊"%). Second, unlike optogenetic activation of 382 
conductances, the efficacy of YM90KDART does not depend on neuronal excitability (e.g., distance 383 
from threshold and input resistance), which is impacted by both changing sensory input and 384 
behavioral state. Thus, YM90KDART enables a more straightforward interpretation of the apparent 385 
decrease in efficacy of our manipulation with increasing stimulus strength and arousal.  386 

When mice are quiescent and visual stimuli are weak, YM90KDART reduces SST cells’ 387 
responses, while moderately disinhibiting responses of putative pyramidal cells. This intuitively 388 
expected effect is consistent with past work highlighting the role of PV cells in network stabilization 389 
during both spontaneous activity and sensory integration5,10,13,14,16. However, our model and 390 
others’25 argue that there is a limit to the strength of recurrent excitation that the PV cells can 391 
stabilize, and that past this point SST cells are also needed for network stabilization. Indeed, when 392 
visual stimuli are strong, we find that decreasing excitation onto SST cells elicits stronger 393 
disinhibition of excitatory cells, and a paradoxical facilitation of an increasing number of SST cells. 394 
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Our model recapitulates this contrast-dependent effects of YM90KDART on both pyramidal and SST 395 
cells solely through changes in the sensory inputs to these cell types (𝐽% and 𝐽"). In our model, 396 
contrast-dependent effects arise due to a non-linearity of the input-output transfer function, but 397 
other non-linearities, such as those introduced by short-term plasticity, could also play a role. 398 

Notably, this facilitation of SST cells could not occur if YM90KDART blocked all excitatory 399 
input to SST cells. The remaining excitatory input may be mediated by a subset of unblocked 400 
AMPARs. Indeed, our in vitro electrophysiology recordings demonstrate substantial, but not 401 
complete, reduction of AMPAR-mediated excitation on SST cells, and suggest that a subset of 402 
synapses may remain intact. In addition, excitatory input to SST cells is facilitating and thus may 403 
be more effectively recruited by the higher frequency firing evoked with increasing stimulus 404 
strength. Alternatively, non-AMPARs such as NMDARs and metabotropic glutamate receptors are 405 
both expressed on SST cells, and may also provide a source of continued excitatory drive in the 406 
presence of YM90KDART.  407 

Our finding that the effect of YM90KDART depends on the correlation of each SST cell’s 408 
activity with the local network supports our conclusion that we are revealing their engagement in 409 
the ISN. In an ISN, only those cells that are strongly coupled to the network should be facilitated 410 
by the disinhibitory effects of YM90KDART, whereas weakly coupled neurons undergo net 411 
suppression. Surprisingly, we also found that the network coupling of SST cells predicted the 412 
strength of their visual stimulus responses in the control condition, where weakly correlated cells 413 
were more robustly driven. One possibility is that weakly correlated SST cells receive less 414 
recurrent excitation and are more strongly driven by long-range inputs. Given that we presented 415 
full-field gratings, SST cells receiving long range inputs may be more effectively driven, and less 416 
surround suppressed, by these stimuli. Future experiments taking advantage of genetic access 417 
to molecularly distinct subtypes of SST cells will be helpful in understanding the origins of this 418 
heterogeneity. Nonetheless, these results suggest that the transition from a purely PV stabilized 419 
network to a SST stabilized network may be a gradual process with the progressively stronger 420 
recruitment of SST cells into the ISN. 421 

We also find that behavioral state critically controls the recruitment of SST cells into the 422 
ISN. Locomotion dramatically increases stimulus responses of all major cell types in the V1 circuit 423 
32,34,42, and models suggest that visual stimulation coupled with locomotion creates the conditions 424 
for SST recruitment to the ISN25,26. Indeed, when mice are running, we find limited suppression of 425 
SST cells by YM90KDART even with low contrast stimuli. When the mice run during high contrast 426 
stimuli, we observe clear paradoxical facilitation. Given that increasing stimulus strength, 427 
locomotion and arousal all drive stronger visually-evoked activity in the pyramidal cells, it is 428 
possible that all of these conditions increase engagement of SST cells through the same 429 
mechanisms. However, arousal and locomotion are also associated with neuromodulation of V1, 430 
including by cholinergic and noradrenergic inputs31,50,51. By altering cells’ excitability and synaptic 431 
output, neuromodulation could effectively change the connectivity weights in the V1 circuit34, 432 
pushing the network into a region in which SST cells are required for stabilization. Consistent with 433 
the literature, our model suggests that this may occur through modulation of VIP cells31. 434 

While the finding that SST cells are recruited into the ISN during presentation of strong 435 
sensory stimuli and during states of behavioral arousal is likely to broadly generalize, the 436 
conditions that determine the transition between states will depend on the specific architecture of 437 
each cortical area. As the density of different cell types and their connectivity varies across the 438 
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cortex, so will the boundaries between ISN regions. An important question for future inquiry is to 439 
understand how the transition from a purely PV-stabilized to a PV-and-SST-stabilized network 440 
impacts sensory processing. One possibility is that this transition has little effect on the input-441 
output function of the excitatory population, and simply enables the network to maintain stability 442 
across a broader range of contexts. Alternatively, the transition to reliance upon dendrite-targeting 443 
SST cells may alter the dynamics of synaptic integration49–51 and plasticity, and may be finely 444 
tuned within each cortical area. Synapse and cell-type specific pharmacology coupled with our 445 
modeling framework promise to reveal how each node in the cortical circuit supports sensory 446 
processing across a broad range of environmental and behavioral contexts.   447 
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Figure Legends 473 

Figure 1. A theoretical framework for network stabilization by SST cells. (A) Schematic of 474 
the four-cell (left) and reduced two-cell (right) model. (Bi-iii) Schematic of rE nullcline (dashed 475 
black), rS nullcline in control (solid black) and rS nullcline after a 50% reduction in 𝑊"% (blue) when 476 
the slope of the rE nullcline is negative (Bi), positive (Bii) and steeply positive (Biii). Arrows illustrate 477 
the shift in stability points (gray dots), and therefore the change in rE and rS after decrease in 𝑊"%. 478 
(C) Network stability in the space defined by 𝑊3%% 	(effective recurrent excitation among E cells) 479 
and 𝑊3%" (effective inhibition of S to E). Gray arrows illustrate how effective weights in 𝑊3%% x 𝑊3%" 480 
space change when stimulus intensity is increased. (Di-iii) Simulated activity of pyramidal (dashed 481 
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lines) and SST cells (solid lines) in response to a visual stimulus (thick black line) in each region 482 
of the space defined in (C) and corresponding to the nullclines illustrated in (Bi-iii). See also Figure 483 
S1. 484 
 485 
Figure 2. Cell-type specific antagonism of AMPA receptors. (A) Schematic of cell-type specific 486 
pharmacology with YM90KDART. HTP: Halo-tag protein. (B) Schematic of circuit manipulation. (C) 487 
Spontaneous EPSCs (sEPSCs) in an example control SST cell (black) and an example SST cell 488 
incubated in YM90KDART (blue). Holding potential is -85 mV to isolate excitatory events. (D) Rate 489 
of sEPSCs in normal ACSF or NBQX (10 µM) for control (black) and YM90KDART (blue) cells. Light 490 
symbols represent individual cells; dark symbols represent the mean; lines connect individual 491 
cells. Error is SEM across cells. (E) Same as (D), for sEPSC amplitude in normal ACSF. (F) 492 
Schematic of cranial window and infusion cannula (left), and widefield imaging of the calcium 493 
indicator GCaMP8s (middle) and flex-dTomato-HTP (right). Scalebar = 1 mm. (G) Alexa647DART 494 
(1:10 with YM90KDART) capture before (left), immediately after (middle) and 19 hours after (right) 495 
infusion for mouse in (F). (H) Expression of GCaMP8s (left) and HTP (middle), and capture of 496 
Alexa647DART (right) in coronal sections for the same mouse as (F-G). Scalebar = 200 µm. n.s.- 497 
not significant; ** p < 0.01; *** p< 0.001. See also Figure S2. 498 
 499 
Figure 3. The effect of blocking AMPARs on SST cells depends on stimulus strength. (A) 500 
Schematic of experimental setup. (B) Example two-photon imaging field of view of GCaMP 501 
(green) and HTP (red) expression in control (left) and after YM90KDART infusion (right) for the same 502 
mouse as Figure 2F-H. White triangles highlight example cells identifiable across sessions. 503 
Scalebar = 200 µm. (C) Grand average time courses for HTP+ SST (left, solid lines) and HTP- 504 
putative pyramidal cells (right, dotted lines) before (black) and after (blue) YM90KDART infusion, in 505 
response to preferred-direction gratings (horizontal black bar) at three stimulus contrasts, during 506 
stationary epochs. Shaded error is SEM across cells. (D) Mean response during stimulus period, 507 
for SST cells (left) and pyramidal cells (right) before (black) and after (blue) YM90KDART infusion, 508 
at each contrast. Error is SEM across cells. (E) Normalized difference (()*+!"#$,	()*+%&'()&*

./0%&'()&*
) of 509 

stimulus response for SST (left) and pyramidal cells (right) as a function of contrast. Gray circles 510 
are individual cells; box plots illustrate median, 25% and 75% quartiles. Significance refers to 511 
pairwise F tests for variance. (F) Fraction of SST (left) and pyramidal (right) cells that are 512 
suppressed (top, cyan) or facilitated (bottom, magneta) by more than 1 std of their control 513 
response at each contrast. n.s.- not significant; * p < 0.05; ** p < 0.01; *** p< 0.001; **** p< 0.0001. 514 
See also Figure S3. 515 
 516 
Figure 4. SST cells weakly correlated with the local network are more strongly suppressed 517 
by YM90KDART. (A) Mean-subtracted trial-by-trial responses for two example SST cells and all 518 
concurrently recorded pyramidal cells. Each data point represents a single trial. Fit line is from a 519 
linear regression; R is the Pearson’s correlation. (B) Grand average time courses for SST cells 520 
before (black) and after (blue) YM90KDART separated into those weakly (left) and strongly (right) 521 
correlated to pyramidal activity, during stationary epochs in response to preferred-direction 522 
gratings at 50% contrast. Shaded error is SEM across cells. (C) Mean response during stimulus 523 
period, for SST cells weakly (left) or strongly (right) correlated to pyramidal activity, at each 524 
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contrast in control (black) and after YM90KDART (blue). Error is SEM across cells. n.s.- not 525 
significant; * p < 0.05; ** p < 0.01. See also Figure S4. 526 
 527 
Figure 5. The effect of blocking AMPARs on SST cells depends on behavioral state. (A) 528 
Grand average time courses for SST cells before (black) and after (blue) YM90KDART during 529 
stationary (left) or running (right) epochs, at each contrast. All cells are matched across behavioral 530 
states and contrasts. Shaded error represents SEM across cells. (B) Mean response during 531 
stimulus period, for SST cells during stationary (left) or running (right) epochs, at each contrast. 532 
Error is SEM across cells. (C-D) Same as (A-B), for pyramidal cells. (E) Fraction of SST cells 533 
suppressed (left, cyan) or facilitated (right, magenta) by more than 1 std of their control response 534 
during stationary (light) or running (dark) epochs. (F) Same as E, for pyramidal cells. n.s.- not 535 
significant; * p < 0.05; ** p < 0.01; *** p< 0.001. See also Figure S5.  536 
 537 
Figure 6. Paradoxical effects indicate the necessity of SST cells for network stabilization. 538 
(A) Cost of the best fit for each of the three models. (B) Akaike information criterion (AIC) values 539 
for each of the three models. (C) Empirical (dark data points, mean +/- SEM from Figure 5B,D) 540 
and simulated (light lines) responses of SST (left) and pyramidal (right) cells to increasing 541 
contrast, in stationary (top) or locomotion (bottom) states in control (gray) and after YM90KDART 542 
(light blue). (D) Schematic of changes to weights to fit changes from stationary to running. Line 543 
thickness is proportional to weight change. (E) Position of model best fit parameters at each 544 
contrast (shading) and behavioral state (circles = stationary, triangles = running) in the phase 545 
space from Figure 1. Instability line (red) corresponds to the high contrast, running condition. See 546 
also Figure S6.  547 
 548 

Parameters Stationary Running 

25% 50% 100% 25% 50% 100% 

𝑾𝑬𝑬 −𝑾𝑬𝑷𝑬 0.996 

𝟎𝑾𝑬𝑺 −𝑾𝑬𝑷𝑺 0.257 

𝑾𝑺𝑬 3.601 

𝑾𝑺𝑽𝑬 -4.189 -4.189 g = -9.999 

𝑾𝑺𝑽𝑺 0.177 0.177 g = 0.422 

𝑱𝑬 0.176 0.179 0.188 0.211 0.215 0.218 

𝑱𝑺 -0.409 -0.409 -0.518 -0.032 -0.032 -0.067 

 549 

Table 1. Best fit parameters for V1 network model, when weights do not depend on state, 550 
except through changes in VIP gain. Optimal weights identified by our fitting procedure (STAR 551 
Methods) for effective connectivity within the V1 network (𝑊%% −𝑊%#% through 𝑊"$") and external 552 
inputs (𝐽% and 𝐽"). Abbreviations as in Figure S1. External inputs vary with stimulus contrast and 553 

.CC-BY-NC-ND 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted September 10, 2024. ; https://doi.org/10.1101/2024.09.09.612138doi: bioRxiv preprint 

https://doi.org/10.1101/2024.09.09.612138
http://creativecommons.org/licenses/by-nc-nd/4.0/


network weights are constant, except through changes in VIP gain (𝑔 = 2.387) during running. 554 
See also Tables S1-2. 555 

STAR Methods 556 

Key Resources Table 557 
 558 
REAGENT or RESOURCE SOURCE IDENTIFIER 
Bacterial and virus strains  
 AAV9-pGP-AAV-syn-jGCaMP8s-WPRE Gift from Mark Histed, NIH Addgene: 162374 
AAV10-pGP-AAV-syn-jGCaMP8s-WPRE VectorBuilder Addgene: 162374 
AAV10 CAG-
CreON_WPRE_HT2.0_GPI_2A_dTomato  

Duke University Viral 
Vector Core 

GenBank PP719197 

AAV10 CAG-
CreON_WPRE_ddHT2.0_GPI_2A_dTomato 

Duke University Viral 
Vector Core 

GenBank PP719193 

AAV10 CAG-
CreON_W3SL_HT2.0_IRES_dTomato-
Farnesylated 

VectorBuilder GenBank PP719195 

AAV10 CAG-DIO_mScarlet-HT2.0-GPI 
(fusion)_WPRE 

Duke University Viral 
Vector Core 

N/A 

AAV10 CAG-
CreON.FlpOFF_W3SL_HT2.0_IRES_NES-
dTomato 

VectorBuilder N/A 

AAV10 CAG-
CreON.FlpOFF_W3SL_ddHT2.0_IRES_NES
-dTomato 

VectorBuilder N/A 

Deposited data 
Data and code for figures This paper Link TBD 
Experimental models: Organisms/strains 
CBA Jackson Labs 000654 
SOM::Cre Jackson Labs 013044 
Software and algorithms 
ImageJ NIH https://micro-

manager.org 
Micromanager NIH https://imagej.nih.gov/ij/ 
MWorks MWorks http://mworks-project.org 
pClamp 10 Software Suite Molecular Devices N/A 
Scanbox Neurolabware https://scanbox.org/ 
MATLAB Mathworks  https://www.mathworks.c

om 
Python (version 3.8.12) Python software 

foundation 
https://www.python.org 

Code for computational model This paper https://github.com/Yingmi
ngPei/SST-ISN 

Chemicals 
NBQX Tocris Bioscience Cat #: 1044; CAS: 

479347-86-9 
CPG54626 hydrochloride Tocris Bioscience Cat#: 1088; CAS: 

149184-21-4 
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D-APV  Tocris Bioscience  Cat #: 0106; CAS: 
79055-68-8 

YM90K.1DART.2 Michael Tadross lab, Duke 
University36 

Lot # 200725, 221011 

Alexa647.1DART.2 Michael Tadross lab, Duke 
University36 

Lot # 200213 

YM90K.1PEG Michael Tadross lab, Duke 
University36 

Lot # 221011 

blankDART.2 Michael Tadross lab, Duke 
University36 

Lot # 210418 

Alexa Fluor™ Carboxylic Acid, 
tris(triethylammonium) salts 

Invitrogen Cat #: A33084 

 559 
RESOURCE AVAILABILITY 560 
 561 
Lead contact 562 
 563 
Further information and requests for resources and reagents should be directed to Lindsey 564 
Glickfeld (glickfeld@neuro.duke.edu). 565 
 566 
Materials availability 567 
 568 
No new reagents were generated as a result of this study. 569 
 570 
Data and code availability 571 
 572 
All two-photon imaging data included in the manuscript figures is available on Figshare. A link is 573 
provided in the Key resources table. 574 
 575 
All original code needed to generate the manuscript figures is available on Figshare. A link is 576 
provided in the Key resources table. The complete code for the computational model is available 577 
on Github. A link is provided in the Key resources table. 578 
 579 
Any additional information required to reanalyze the data reported in this paper is available from 580 
the lead contact upon request. 581 
 582 
EXPERIMENTAL MODEL AND SUBJECT DETAILS 583 
 584 
Animals. All procedures conformed to standards set forth by the National Institutes of Health 585 
Guide for the Care and Use of Laboratory Animals, and were approved by the Duke University's 586 
Animal Care and Use Committee. Mice were housed on a normal 12:12 light-dark cycle. Two-587 
photon calcium imaging data in this study were collected from 13 mice (8 female). Of these, 8 588 
mice were used only in YM90KDART experiments, 3 mice were used only in YM90KPEG 589 
experiments, and 3 mice were shared. Imaging experiments were conducted at 21-38 weeks of 590 
age (mean 31 weeks), except for one mouse imaged at 11 weeks. Headpost, cranial window, and 591 
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cannula implantation were performed no earlier than 7 weeks, with viral injection a minimum of 3 592 
weeks after. Electrophysiology data were collected from 22 mice (13 female). Electrophysiology 593 
experiments were conducted at 5-9 weeks of age. Viral injections for electrophysiology 594 
experiments were performed no earlier than 3 weeks of age. All mice for two-photon experiments 595 
were either offspring of CBA mice (Jackson Labs, #000654) crossed with SOM::Cre mice 596 
(Jackson Labs, #013044), or offspring of SOM::Cre mice crossed with PV::Flp (Jackson Labs, 597 
#022730). Mice used for electrophysiology experiments were of these two genotypes, or offspring 598 
of SOM::Cre mice crossed with R26R-EYFP mice (Jackson Labs, #006148) or crossed with Ai148 599 
mice (Jackson Labs, #030328). 600 
 601 
METHOD DETAILS 602 
 603 
Surgical Procedures 604 
 605 
Viruses. Due to the evolving nature of the novel DART reagents35,36, we used several constructs 606 
for HaloTag protein (HTP) and GCaMP expression over the course of data collection. We have 607 
found these to be functionally equivalent. In the methods, viruses are referenced by their 608 
identifiers in the following table: 609 
 610 
Virus Titer (GC/mL) Identifier 
AAV9-pGP-AAV-syn-jGCaMP8s-WPRE 4.03x13 GC1 
AAV10-pGP-AAV-syn-jGCaMP8s-WPRE 6.00x13 GC2 
AAV10 CAG-CreON_WPRE_HT2.0_GPI_2A_dTomato  2.80x13 HTP1 
AAV10 CAG-CreON_WPRE_ddHT2.0_GPI_2A_dTomato 3.50x13 ddHTP1 
AAV10 CAG-CreON_W3SL_HT2.0_IRES_dTom-Farnesylated 9.00x12 HTP2 
AAV10 CAG-DIO_mScarlet-HT2.0-GPI (fusion)_WPRE 3.07x13 HTP3 
AAV10 CAG-CreON.FlpOFF_W3SL_HT2.0_IRES_NES-dTom 2.96x13 HTP4 
AAV10 CAG-CreON.FlpOFF_W3SL_ddHT2.0_IRES_NES-dTom 1.86x13 ddHTP2 

 611 
Intracranial viral injections for electrophysiology. Burrhole injections of viral constructs (HTP1-4, 612 
ddHTP1-2) were used to express HTP for slice electrophysiology experiments. Mice were 613 
anesthetized with isoflurane (1.2-2% in 100% O2) and positioned in a stereotax (Kopf 614 
Instruments). Meloxicam (5 mg/kg) was administered subcutaneously and bupivacaine (5 mg/kg) 615 
was administered locally prior to incision. After the skull was exposed, a small hole was drilled +/-616 
2.6 mm lateral from lambda and directly anterior to the lambdoid suture targeting the posterior 617 
and medial aspect of the primary visual cortex (V1). Injection micropipettes were pulled from glass 618 
capillary tubes (1B100F-4, World Precision Instruments) and backfilled with virus and then mineral 619 
oil and mounted on a Hamilton syringe. The pipette was lowered into the brain and 100-200 nL of 620 
virus was pressure injected at 10-40 nL/min using an UltraMicroPump (World Precisions 621 
Instruments) 200-250 µm below the surface. We waited 2-3 weeks for viral expression. 622 
 623 
Cisterna magna infusion for electrophysiology. For electrophysiology experiments with systemic 624 
DART, we introduced 2 µL YM90KDART (3 mM) and Alexa647DART (0.3 mM) to the cerebrospinal 625 
fluid acutely through injection to the cisterna magna. Meloxicam (2.5 mg/kg, s.c.) was 626 
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administered at the start of the surgery. Animals were anesthetized with isoflurane (1.2-2% in 627 
100% O2). An incision was made at the midline at base of the skull and muscle was displaced by 628 
blunt dissection until the membrane of the cisterna magna was accessible. The cisterna magna 629 
was located by visual identification. A small puncture was made in the cisterna magna membrane, 630 
and 2-5µL of the DART mixture was injected via a 30G needle mounted on a Hamilton syringe. 631 
The muscle was replaced and the skin was sutured. Buprenorphine (0.05 mg/kg, s.c.) was 632 
delivered upon recovery from anesthesia. Slices for electrophysiology were prepared 2.5-3 h after 633 
the cisterna magna injection. 634 
 635 
Cranial window implant. Animals were implanted with a titanium headpost and 3-5 mm cranial 636 
window. Dexamethasone (3.2 mg/kg, s.c.) and Meloxicam (2.5 mg/kg, s.c.) were administered at 637 
least 2 h before surgery. Animals were anesthetized with ketamine (200 mg/kg, i.p.), xylazine (30 638 
mg/kg, i.p.) and isoflurane (1.2-2% in 100% O2). A midline incision was made to expose the skull, 639 
and muscle and membranous tissue were scraped away from the exposed bone. A guide cannula 640 
(F11552, P1 Technologies) with a complementary dummy cannula (F11372, P1 Technologies) 641 
was directed to the right lateral ventricle using the following coordinates from bregma: 1.10 mm 642 
lateral, 0.20 mm posterior, 2.30 mm from the skull surface. The cannula was secured to the skull 643 
with C&B Metabond (Parkell). Within the same surgery, a titanium headpost was secured using 644 
cyanoacrylate glue and Metabond, and a 3-5 mm craniotomy was made over the left hemisphere 645 
(center: 2.8 mm lateral, 0.5 mm anterior to lambda) allowing implantation of a glass window (a 5-646 
8 mm coverslip bonded to two 3-5 mm coverslips (Warner no. 1) with refractive index-matched 647 
adhesive (Norland no. 71)) using Metabond. Buprenorphine (0.05 mg/kg) and cefazolin (50 648 
mg/kg) were delivered s.c. every 12 h for 48 h following surgery. Mice were allowed to recover 649 
from surgery for a minimum of 7 d before subsequent procedures.  650 
 651 
Retinotopic mapping. Following at least 7 d recovery from the headpost implantation surgery, 652 
mice were gradually habituated to head restraint. After habituation, mice underwent retinotopic 653 
mapping using intrinsic autofluorescence imaging to locate V1 for viral injection. The brain was 654 
illuminated with white light (Lumen Dynamics, X-Cite 120) with a 472 ± 30 nm band pass filter 655 
(Edmund Optics), and emitted light was measured through a green and red filter (500 nm 656 
longpass). Drifting gratings were presented on a monitor positioned at 45° relative to the body 657 
axis, and stimuli were shown at 3 positions (Elevation: -10 deg, Azimuth: -30, 0, and 30 deg, 45° 658 
diameter with a gaussian mask, drifting at 2 Hz, 10 s duration, 10 s inter-trial interval (ITI)) to 659 
activate locations in the contralateral visual field. Images were collected using a CCD camera 660 
(Rolera EMC-2, QImaging) at 2 Hz through a 5x air immersion objective (0.14 numerical aperture 661 
(NA), Mitutoyo), using Micromanager acquisition software (NIH). Images were analyzed in ImageJ 662 
(NIH) to measure changes in fluorescence (dF/F; with F being the average of all frames). 663 
Injections were targeted to the region of V1 driven by the center position. 664 
 665 
Viral injections for two-photon imaging. The mice used for two-photon imaging underwent an 666 
additional surgery for viral injection. Dexamethasone (3.2 mg/kg, s.c.) was administered at least 667 
2 h before surgery. After anesthesia with isoflurane (1.25–2% in 100% O2), the cranial window 668 
was removed. HaloTag virus (HTP 2-4) mixed with GCaMP8s (GC 1-2) in a 1:1 ratio was injected 669 
via a glass micropipette mounted on a Hamilton syringe. Two hundred to three hundred nanoliters 670 
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of virus were injected at 170-230 µM below the pia (30 nL/min); the pipette was left in the brain 671 
for an additional 3 min to allow the virus to infuse into the tissue. Following injection, a new 672 
coverslip was sealed in place with Metabond. We then waiting a minimum of two weeks for viral 673 
expression to mature before performing two-photon experiments. 674 
 675 
Experimental Procedures 676 
 677 
In vitro slice preparation. Mice were deeply anesthetized with isoflurane, the brain was removed 678 
and then transferred to oxygenated (95% O2 and 5% CO2), ice-cold artificial cerebrospinal fluid 679 
(ACSF, in mM: 126 NaCl, 2.5 KCl, 26 NaHCO3, 1.25 NaH2PO4, 20 glucose, 2 CaCl2, 1.3 MgCl2). 680 
Coronal brain slices (300 µm thickness) were prepared using a vibrating microtome (VT1200S, 681 
Leica) and transferred to a holding solution (at 34º C) for 12 min, and then transferred to storage 682 
solution for 30 min before being brought to room temperature. The holding solution contained (in 683 
mM): 92 NaCl, 2.5 KCl, 1.25 NaH2PO4, 30 NaHCO3, 20 HEPES, 25 glucose, 2 thiourea, 5 Na-684 
ascorbate, 3 Na-pyruvate, 2 CaCl2, 2 MgSO4. The storage solution contained (in mM): 93 NMDG, 685 
2.5 KCl, 1.2 NaH2PO4, 30 NaHCO3, 20 HEPES, 25 glucose, 2 thiourea, 5 Na-ascorbate, 3 Na-686 
pyruvate, 0.5 CaCl2, 10 MgSO4. For DART incubation (0.5-4 h) we used the same holding solution, 687 
with the addition of 1 µM YM90KDART.2 and 0.1 µM Alexa647DART.2. Additional controls used this 688 
holding solution with 1 µM blankDART.2 or 1 µM YM90K.1PEG. Micropipettes pulled from borosilicate 689 
glass (1B150F-4, World Precision Instruments) were filled with internal solution containing (in 690 
mM): 142 K-gluconate, 3 KCl, 10 HEPES, 0.5 EGTA, 5 phosphocreatine-tris, 5 phosphocreatine-691 
Na2, 3 Mg-ATP, 0.5 GTP. Recording pipettes had resistances of 3-10 MW.  692 
 693 
In vitro slice recordings. Recordings occurred between 1.5 and 5 h after the animal was sacrificed. 694 
Brain slices were transferred to a recording chamber and maintained at 34º C in oxygenated 695 
ACSF (containing, in mM: 136 NaCl, 2.5 KCl, 26 NaHCO3, 1.25 NaH2PO4, 20 glucose, 2 CaCl2, 696 
1.3 MgCl2, bubbled with 95% O2 and 5% CO2) perfused at 2 mL/min. Electrophysiological 697 
recordings were restricted to layer 2/3 and V1 was identified by visualization of fluorescence 698 
expression at the viral injection site. Neural signals were recorded using a MultiClamp 700B and 699 
digitized with a Digidata 1550 (Axon Instruments) with a 20 kHz sample rate. Data acquisition and 700 
stimulus presentation was controlled using the Clampex software package (pClamp 10.5, Axon 701 
Instruments).  702 

In voltage-clamp recordings, series resistance was monitored using -5 mV steps 703 
preceding each trial. Only cells that had < 30 MW series resistance were included in analysis. 704 
Spontaneous EPSCs (Figure 2) were recorded from SST cells, identified by dTomato expression, 705 
with cells held at a membrane potential of -85 mV to isolate excitatory events. Following a 706 
minimum of 2.5 min in normal ACSF, we washed on NBQX (10 µM, TOCRIS Bioscience) and 707 
allowed 2.5 min for NBQX to saturate the slice before collecting data in this condition. To compare 708 
EPSC amplitude in SST and putative pyramidal cells (Figure S2), we patched nearby pairs (< 50 709 
µm distance) and identified cells based on dTomato expression and somatodendritic morphology. 710 
EPSCs were evoked by electrical stimulation (150-250 µA; 100 µs duration) with a steel 711 
monopolar electrode placed in layer 2/3 in between the recorded cells (~100 µm distance from 712 
each cell to electrode). Stimulation location and intensity were adjusted prior to data collection to 713 
minimize polysynaptic activation (assessed with online observation of EPSCs). Based on our 714 
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previous data silencing local action potentials with muscimol, we considered monosynaptic 715 
responses to be short-latency (< 5 ms) EPSCs52. All recordings were performed in ACSF 716 
containing MCPG (0.4 mM), CGP54626 (1 µM), and APV (30 µM) to block mGluRs, GABABRs 717 
and NMDARs, respectively. In a subset of these experiments, DART reagents (300 nM 718 
YM90KDART and 100 nM Alexa647DART) were applied acutely (Figure S2A-B); in the remainder, 719 
DART reagents were infused via the cisterna magna (Figure S2C-D). All data are the average of 720 
a minimum of 10 trials.  721 
 722 
Intracerebroventricular (ICV) infusion. 2 µL YM90KDART (3 mM) was co-infused with Alexa647DART 723 
(0.3 mM), while the non-binding YM90KPEG (3 mM) was co-infused with Alexa647-COOH (0.3 724 
mM). During infusion, mice were headfixed on a running wheel and the dummy cannula removed. 725 
An internal cannula (F11373, P1 Technologies) connected to a Hamilton syringe on an infusion 726 
pump was inserted into the guide cannula and secured in place. Compounds were delivered at 727 
75-100 nL/min, followed by at 10-20 min waiting period before the internal cannula was removed. 728 
The dummy cannula was then reinserted and secured. For the mice used in both YM90KDART and 729 
YM90KPEG experiments, the YM90KPEG infusion and two-photon data collection were always 730 
performed at least 48 h prior to the pre-YM90KDART control session.  731 

We visualized Alexa647DART and Alexa647-COOH through the cranial window using 732 
widefield microscopy. The brain was illuminated with orange light via a 624 ± 40 nm band pass 733 
filter (Edmund Optics) through the cranial window and far-red fluorescence was collected through 734 
a 692 ± 40 nm band pass filter (Edmund Optics). Images were collected using a CCD camera 735 
(Rolera EMC-2, QImaging) through a 5X air- immersion objective (0.14 numerical aperture (NA), 736 
Mitutoyo) using Micromanager acquisition software (NIH).  737 
 738 
Two-photon imaging. Images were collected using a two-photon microscope controlled by 739 
Scanbox software (Neurolabware). A Mai Tai eHP DeepSee laser (Newport) was directed into a 740 
modulator (Conoptics) and raster scanned on the visual cortex using resonant galvanometers (8 741 
kHz; Cambridge Technology) through a 16X (0.8 NA, Nikon) water-immersion lens at a frame rate 742 
of 15 Hz. Emitted photons were directed through a green (510 ± 42 nm band filter; Semrock) or 743 
red filter (607 ± 70 nm band filter; Semrock) onto GaAsP photomultipliers (H10770B-40, 744 
Hamamatsu). At the start of each experiment, we used an excitation wavelength of 1040 nm to 745 
visualize dTomato fluorescence, allowing identification of red SST cells. All functional imaging 746 
used an excitation wavelength of 920 nm. Data were collected at 175 – 250 µM below the cortical 747 
surface. 748 

During imaging experiments, mice were head-fixed and allowed to freely run on a 749 
cylindrical treadmill. Running speed was monitored with a digital encoder (US Digital). Pupil 750 
position was monitored via scattered infrared light from two-photon imaging. Light was collected 751 
using a GENIE Nano CMOS camera (Teledyne Dalsa) using a long-pass filter (695 nm) at the 752 
imaging rate. For each mouse we performed a baseline imaging session prior to the ICV infusion, 753 
and performed a second imaging session 17-24 h later, finding the same plane as in the baseline 754 
session using the vasculature and HTP expression as fiduciary markers.  755 

 756 
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Visual stimulus presentation. Visual stimuli were presented on a 144-Hz (Asus). The monitor was 757 
calibrated with an i1 Display Pro (X-rite) for mean luminance at 50 cd/m2 and positioned 21 cm 758 
from the eye. Stimuli were generated and displayed using MWorks (The MWorks Project).  759 

At the beginning of each session, we performed a retinotopy (9 positions, 30 deg diameter 760 
gabor grating, 15 deg spacing in azimuth and elevation) to position the monitor such that the 761 
receptive fields of the imaged neurons were centered on the screen. During the experiment, full-762 
field, sine-wave gratings (0.1 cycles per degree; 2 Hz) were randomly interleaved at 3 contrasts 763 
(25, 50 and 100%) drifting in 8 directions (45 deg increments) for 2 s. Stimuli alternated with a 4 764 
s ITI of uniform mean luminance (60 cd/m2).  765 
 766 
Post-hoc histology. After recording, animals were anesthetized with an overdose of ketamine (50 767 
mg/kg) and xylazine (5 mg/kg) and perfused with PBS followed by 4% PFA in PBS. Brains were 768 
dissected and incubated in 4% PFA overnight, rinsed 3x with PBS, then sliced in 70-100 µm 769 
sections and mounted on glass slides. Slides were mounted with Fluoromount G with DAPI 770 
(Invitrogen) and imaged using an epifluorescence microscope (Keynce BZ-X8100) to confirm 771 
overlap of viral expression (GCaMP: excitation- 470 ± 40 nm., emission- 525 ± 50 nm; dTomato: 772 
excitation- 560 ± 40 nm., emission- 630 ± 75 nm) and capture (Alexa647: excitation- 605 ± 50 773 
nm., emission- 670 ± 50 nm), and appropriate placement of the cannula in the lateral ventricle.  774 
 775 
QUANTIFICATION AND STATISTICAL ANALYSIS 776 
 777 
All analyses were performed using custom code written in MATLAB (Mathworks; for 778 
electrophysiology and imaging data) or Python (for computational modeling). N values refer to 779 
number of cells or mice. Sample sizes were not predetermined but were collected to be 780 
comparable to published literature for each type of experiment29,53,55,57,59. Our sample size differs 781 
depending on the specific comparison made, as we always used subsets of cells that could be 782 
compared across all conditions.  783 
 784 
Electrophysiology 785 
 786 
Spontaneous EPSCs. Initial event detection was conducted using a template search in Clampfit 787 
(pClamp 10.5, Axon Instruments). Spurious events were rejected by visual inspection. Of the 788 
remaining events, we rejected those with an amplitude less than 15 pA or greater than 175 pA, or 789 
with a rise time greater than 1 nA/mS. These criteria were based on visual inspection of true 790 
events compared to noise. To determine the sEPSC rate, we counted the sEPSCs in each sweep 791 
and divided by the sweep length to find events per second, then calculated the average rate 792 
across sweeps in each condition. To find the sEPSC amplitude we calculated the mean of the 793 
event peak amplitude (from the template match) in each sweep, then calculated the mean across 794 
sweeps in each condition.  795 
 796 
Analysis of evoked EPSCs. Amplitudes of EPSCs in response to electrical stimulation were 797 
quantified from the mean of the last 10 sweeps of each condition. Amplitudes were calculated as 798 
the average response in a 2 ms window around the peak of the response. Cells were excluded 799 
from analysis if the resistance changed by more than 20% over the course of the recording. The 800 
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mean EPSC amplitude for each SST cell was compared to that of the putative pyramidal cell in 801 
the same pair to determine the SST:pyramidal EPSC ratio.  802 
 803 
Two-photon calcium imaging 804 
Registration, segmentation, matching across sessions, and time course extraction. To adjust for 805 
x-y motion, we registered all frames from each imaging session to a stable reference image 806 
selected out of several 500-frame-average images, using Fourier domain subpixel 2D rigid body 807 
registration. For each experiment, we first segmented cells in the YM90KDART session and then 808 
used this as a reference to find matching cells in the control session. Cells bodies were manually 809 
segmented, first using the dTomato fluorescence to identify HTP+ SST cells, then selecting all 810 
other visible cells from images of the average dF/F during stimulus presentation (where F is the 811 
average of 1 s preceding each stimulus) for each unique stimulus condition, a time-averaged 812 
image of F across the full stack, and a local correlation map (where the value of each pixel is 813 
scaled by its correlation with the neighboring 9 pixels). All segmented cells that were not identified 814 
based on dTomato fluorescence were labelled as HTP- and assumed to be putative pyramidal 815 
cells.  816 

We then found matching cells in the control session. After registration, salient fiduciary 817 
marks (e.g. bright cells and thin vasculature) were used to align the image stack to the YM90KDART 818 
session. Then, for each cell segmented in the YM90KDART session we examined an approximately 819 
24.5 X 34.5 µM FOV in the corresponding region of the stack from the control session to determine 820 
whether the matching cell was detectable. Matching cells were visually identified based on 821 
location and morphological similarity to the corresponding cell in the YM90KDART session. Within 822 
the small FOV, we used either the dTomato fluorescence (for cells labelled as HTP+ SST in the 823 
YM90KDART session), the local correlation map, the time-averaged F across the full stack, or the 824 
maximum dF/F projection to identify and manually segment cells in the control session matching 825 
those found in the YM90KDART session. Fluorescence time courses were derived by averaging all 826 
pixels in a cell mask. To exclude signal from the neuropil, we first selected a three pixel shell 827 
around each neuron (excluding a three pixel boundary around the segmented neuron and the 828 
territory of neighboring neurons), then estimated the neuropil scaling factor by maximizing the 829 
skew of the resulting subtraction, and finally subtracted this component from each cell’s time 830 
course54.  831 
 832 
Visual responses and cell inclusion. Visually-evoked responses were measured as the average 833 
dF/F in the 2 s stimulus period starting 3 frames (200 ms) after visual stimulus onset and ending 834 
3 frames after stimulus offset to account for cortical response latency. Among cells that we could 835 
identify in both imaging sessions, we included cells that were visually responsive (demonstrated 836 
a statistically significant elevation in dF/F during the stimulus period for at least one stimulus 837 
condition as defined by a Bonferroni corrected paired t-test) in at least one of the sessions. We 838 
applied the additional criterion of excluding any cell that had a mean visually evoked response 839 
more than 3 standard deviations greater than the mean response of all cells in that imaging 840 
session. We then found the preferred direction of visual grating for each cell on each day by 841 
identifying the direction with the maximum dF/F response, and all analyses were performed on 842 
the subset of trials at that grating direction for each cell. 843 
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 For analysis of locomotion and arousal, we used subsets of cells that were represented 844 
across all conditions. This required that each cell have trials at its preferred direction, for each 845 
contrast and state on both imaging sessions. When comparing stationary and locomotion 846 
conditions, this stringent inclusion criterion led to the loss of two animals from the YM90KDART 847 
experiment and two from the YM90KPEG experiment (these were not the same mice). When 848 
comparing small pupil and large pupil conditions, the inclusion criteria excluded a small number 849 
of cells, but did not result in the loss of any mice from the sample.  850 
 851 
Normalized difference and fraction suppressed or facilitated. As a measure of the impact of 852 
YM90KDART on each cell’s visual responses, we defined a normalized difference metric:  853 

mean056/ −	mean78+9:8;
STD78+9:8;

 854 

This normalization accounts for the difference in response magnitude across cells. The resulting 855 
metric is positive when a cell had a larger response in the YM90KDART session and negative when 856 
the cell had a weaker response in the YM90KDART session, compared to the control session. Cells 857 
were designated as “suppressed” if the normalized difference was <-1; that is, if the cell’s 858 
response in the DART session was more than one standard deviation below than that on the 859 
control day. Likewise, cells were designated as “facilitated” if the normalized difference was >1. 860 
The fraction of cells suppressed or facilitated was calculated by dividing the number of cells that 861 
met the above criteria by the total number of cells of that type.  862 

For direct comparison of YM90KDART and YM90KPEG (Figures S3-4) we computed a 863 
modulation index for each neuron:  864 

mean<=>?@ −	mean78+9:8;
mean<=>?@ +	mean78+9:8;

 865 

Cells that had a response <0 during either drug or control sessions were set to 0, so that values 866 
are restricted to be between -1 and 1.   867 
 868 
SST-Pyr correlation. To separate SST cells into those strongly or weakly correlated with ongoing 869 
pyramidal activity, we first found the mean visual response of each SST cell, or the population of 870 
neighboring pyramidal cells, to every combination of contrast, direction, and behavioral state. This 871 
condition mean was then subtracted from the activity on each trial of that condition and used to 872 
calculate the Pearson correlation (using corrcoef in MATLAB) for each SST cell with the 873 
simultaneously imaged pyramidal population using only stationary trials on the control day. Cells 874 
with an R value greater than 0.5 were designated as “strongly correlated” and those with an R 875 
value less than 0.5 as “weakly correlated.”  876 
 877 
Behavioral state determination. Trials were designated as stationary or running based on the 878 
mean forward wheel speed during the stimulus period of each trial, with a threshold of 2 cm/s as 879 
the threshold for running.  880 

Pupil size and position were extracted from each frame using the native MATLAB function 881 
imfindcircles, and quantified by averaging all frames during the stimulus period on each trial. To 882 
designate large and small pupil trials, we first combined all stationary trials across both imaging 883 
sessions, found the median size of this pooled data, and labelled trials with a pupil size less than 884 
the median as “small pupil” and those with a pupil size greater than the median as “large pupil.” 885 
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 886 
Capture quantification. To assess capture on HTP+ cells, we analyzed widefield images of 887 
Alexa647 fluorescence collected immediately before the two-photon imaging experiment. In 888 
ImageJ, we created a circular ROI around the region of dTomato expression (Figure S2E-F), and 889 
measured mean fluorescence intensity within this ROI as well as 20-pixel perimeter around the 890 
ROI, to assess background fluorescence. We defined the Capture Index as:  891 

( ()*+#+,
()*+-.)/0.(.)

) 892 

where values greater than 1 indicate enrichment of the DART ligands at the site of viral 893 
expression. 894 
 895 
Computational modeling 896 
 897 
Model equations. We started from a four-population rate-based model, including pyramidal (E), 898 
PV (P), SST (S) and VIP (V) neuron populations 10,11,25,26,34. The firing rates of these populations 899 
(𝑟%, 𝑟#, 𝑟" and 𝑟$) obey standard rate equations 900 

⎩
⎪
⎪
⎨

⎪
⎪
⎧τ!

dr!
dt

= −r! + ϕ!(W!!r! −W!ArA −W!.r. + I!)

τA
drA
dt = −rA + ϕA(WA!r! −WAArA −WA.r. + IA)

τ.
dr.
dt

= −r. + ϕ.(W.!r! −W.BrB + I.)

τB
drB
dt

= −rB + ϕB(WB!r! −WBArA −WB.r. + IB)

(1) 901 

where W5C is the strength of connections from population B to A, and I5, τ5, and ϕ5 are external 902 
inputs, time constant and transfer function (F-I curve) of population A. We used rectified-quadratic 903 
transfer functions for populations E and S (Rubin et al 2015), while for simplicity we used 904 
threshold-linear transfer functions for P and V populations: 905 

X
ϕ%,"(𝑥) = 𝑎%,"[𝑥]EF

ϕA,.(𝑥) = 𝑎#,$[𝑥]E
, (2) 906 

where [𝑥]E = 0 for x<0, [𝑥]E = 𝑥	for x>0, while 𝑎%," and 𝑎#,$ are the gains for quadratic and linear 907 
transfer functions. 908 
 The influence of YM90KDART is modeled as a decrease in the connection weight from Pyr 909 
neurons to SST cells as  910 

W.! → (1 − 𝑥)W.! (3) 911 
 912 
Reduction to a two population (E,S) model. To focus on the interactions between E and S cells, 913 
we simplified the four-population model into a two-population circuit composed of pyramidal cells 914 
and SST cells (Figure 1A and S1). In a steady state, we can derive from Equations 1, the firing 915 
rates of P and V cells as a function of E and S cells exclusively: 916 

⎩
⎪
⎨

⎪
⎧rA =

ϕA& (WA!r! −WA.r. + IA)
ϕA&WAA + 1

rB = ϕB& ]^WB! −
WBAWA!

WAA + 1/ϕA&
` r! − ^WB. −

WBAWA.

WAA + 1/ϕA&
` r. + IB −

WBAIA
WAA + 1/ϕA&

a
(4) 917 

Combining Equations 1 and 4, the firing rates of pyramidal cells obey 918 
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τ!
dr!
dt = −r! + ϕ![(W!! −W!A!)r! − (W!. −W!A.)r. + J!], (5) 919 

where 𝑊%#% =
G12G21
H/J2

3 EG22
 is the strength of the feedback of PV interneurons onto pyramidal cells, 920 

𝑊%#" =
G12G24
H/J2

3 EG22
 is the strength of the disinhibition of SST inhibition onto Pyr neurons through PV 921 

interneurons, and 𝐽% is an effective external input to Pyr cells, defined as 𝐽% = 𝐼% −
G12K2

G22EH/J2
3  that 922 

includes feedforward inhibition from PV cells. 923 
The firing rates of SST cells obey, respectively, in control group and DART group  924 

e
τ.

L:5
L9
= −r. + ϕ.[(W.! −W.B!)r! +W.B.r. + J.]

τ.
L:5
L9
= −r. + ϕ.fg(1 − 𝑥)W.! −W.B!hr! +W.B.r. + J.i

(6)925 

where 𝑊"$% = ϕ$&𝑊"$ k𝑊$% −
G62G21
G22EH/J2

3 l describes indirect effects of Pyr cells onto SST cells 926 

through VIP cells, 𝑊"$" = ϕ$&𝑊"$ k𝑊$" −
G62G24
G22EH/J2

3 l describes the strength of the feedback loop 927 

between VIP and SST cells, and 𝐽" is an effective external input to SST cells, defined as 𝐽" = 𝐼" −928 
ϕ$&𝑊"$ k𝐼$ −

G62K2
G22EH/J2

3 l that includes overall inhibition from VIP cells. 929 

 930 
Nullclines. The advantage of simplifying the model to two variables is that the dynamics of the 931 
model can be visualized on a 2-D plane spanned by the E and S rates. To get insight into the 932 
behavior of the model, it is useful to plot nullclines of the system, i.e. the curve on which the E 933 
rate is at equilibrium given r. (the so-called r! nullcline), and vice versa the curve on which the S 934 
rate is at equilibrium given r! (the r. nullcline). These nullclines are defined by setting the temporal 935 
derivatives of the rates to zero, i.e. dM1

NO
= 0 in Equation 5, and NM4

NO
= 0 in Equation 6. Fixed points 936 

of the network dynamics are then given by the intersections of these two nullclines. We first 937 
consider a simplified case where both E and S have linear transfer functions ϕ! and ϕ.. In this 938 
case, the nullclines are given by: 939 

⎩
⎨

⎧r! = gW3!! −W3!A!hr! − gW3!. −W3!A.hr. + J!
r.(78+9:8;) = gW3.! −W3.B!hr! +W3.B.r. + J.
r.(056/) = k(1 − 𝑥)W3.! −W3.B!l r! +W3.B.r. + J.

(7) 940 

where 𝑊3RS = ϕ&5𝑊RS for all A,B=E,S, and 𝑊3RTS = ϕ&5𝑊RS for all A,B=E,S and C=P,V. From 941 
Equation 7, we find that the r. nullcline increases monotonically with r!, with a slope that 942 
decreases in the DART condition, provided 𝑊3"% > 𝑊3"$% and 𝑊3"$" < 1 943 

⎩
⎪
⎨

⎪
⎧r.(78+9:8;) =

gW3.! −W3.B!hr! + J.
1 −W3.B.

r.(056/) =
k(1 − x)W3.! −W3.B!l r! + J.

1 −W3.B.

(8) 944 

 The r! nullcline is given by: 945 

r! =
gW3!! −W3!A! − 1hr! + J!

W3!. −W3!A.
(9) 946 
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The sign of the slope of the r! nullcline is determined by the sign of 𝑊3%% 	–	𝑊3%#% 	− 	1 and 𝑊3%"-947 
𝑊3%#". When W3!! < W3!A! + 1 and 𝑊3%" > 𝑊3%#", the slope of the r! nullcline is negative (region 𝑅U). 948 
Thus, in this region, YM90KDART leads to an increase in r! and a decrease in r.. When 𝑊3%% >949 
𝑊3%#% + 1 and 𝑊3%" > 𝑊3%#"⋆ , the slope of r! nullcline becomes positive (region 𝑅UU). Thus, in this 950 
region, YM90KDART leads to an increase of both r! and r.. When 𝑊3%% < 𝑊3%#% + 1 and 𝑊3%" <951 
𝑊3%#", the slope of r! nullcline is again positive (region 𝑅UUU), but YM90KDART leads to a decrease 952 
of both r! and r. (Figure 1B-D). The characteristics of each region can be summarized as follows: 953 
  954 
Region slope of r! 

nullcline 
Numerator Denominator YM90KDART 

effect 
𝑅U   (–) (–):W3!! < W3!A! + 1 (+): W3!. > W3!A. ↓S  ↑E 

 
𝑅UU   (+) (+):W3!! > W3!A! + 1 (+): W3!. > W3!A. ↑S  ↑E 

 
𝑅UUU   (+) (–):W3!! < W3!A! + 1 (–): W3!. < W3!A. ↓S  ↓E 

 955 
 956 
Instability line. The stability of the fixed points of Equations 5,6 can be determined by computing 957 
the eigenvalues of the Jacobian matrix of the system. In particular, a “rate” instability is reached 958 
whenever the Jacobian matrix has a zero eigenvalue, or equivalently 𝐷𝑒𝑡(𝐽) = 	0 where J is the 959 
Jacobian matrix. This condition leads to  960 

gW3!! −W3!A! − 1hgW3.B. − 1h − gW3!A. −W3!.hfgW3.! −W3.B!hi = 0, (11) 961 
or equivalently  962 

W3!. −W3!A. =
1 −W3.B.

gW3.! −W3.B!h
gW3!! −	W3!A! − 1h (12) 963 

This line is plotted in Figures 1 and 6. Equations 5,6 also potentially exhibit oscillatory instabilities 964 
in the ISN region, that depend on time constants in addition to effective weights. We checked that 965 
for parameters fitting the data, the model is stable with respect to such oscillatory instabilities. 966 
However, the model tends to develop damped oscillations in response to high contrast inputs, 967 
consistent with experimental observations in mouse visual cortex56. 968 
  969 
Fitting procedure. The equations of the reduced two population model show that the fixed point 970 
of network equations depend only on five parameters involving the couplings: 𝑊%% −𝑊%#% ,𝑊%" −971 
𝑊%#",𝑊"% ,𝑊"$# ,𝑊"$". These equations also depend on 𝑥, the fractional reduction of AMPA 972 
receptor conductance by YM90KDART, and external inputs J!, J.. We used three variants of the 973 
model (Full, VIP, and Input; Figure 6D and S6A-B), that differ according to which parameters 974 
depend on state. In all models, external inputs depend on both contrast and state, and coupling 975 
strengths are independent of contrast. For both states and all contrasts, external inputs were 976 
constrained to produce the experimentally observed rates in control condition, 977 

X
J! = ϕ%,H(r!) − (W!! −W!A!)r! + (W!. −W!A.)r.
J. = ϕ",H(r.) − (W.! −W.B!)r! −W.B.r.

(11) 978 

In the Full model, all coupling strengths depend on state. In the VIP model, all synaptic strengths 979 
are independent of state, but the gain of the VIP population ϕ$& 	depends on state. We denote by 980 
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g the ratio between VIP gain in running and stationary conditions. Note that this change only 981 
affects the effective weights that depends on VIP gain, i.e. 𝑊"$% and 𝑊"$". Finally, in the Input 982 
model, all weight parameters are fixed and independent of state. In all variants, 𝑥 is a fixed 983 
parameter, independent of contrast and state. The value of 𝑥 was set to 0.5, but we found that 984 
the minimum of the cost function C is independent of x, provided effective weights onto SST cells 985 
are varied accordingly (see below). 986 

We defined a cost function C as 987 

C =ΣW,7,X krW,7,X(model) − rW,7,X(data)l
F
/SEW,7,,X(data)F, (10) 988 

where the sum over P is a sum over populations (p = E, S), 𝑐 = 25%, 50%, 100% is the contrast, 989 
and σ = stationary, running is the state. Note that in Equation 10  only the YM90KDART condition 990 
enters, since by construction all models in all conditions match the data perfectly in control 991 
conditions, provided the system converges to a fixed point. In some cases, the fixed point 992 
becomes unstable and the system converges to an oscillatory state, leading to a small 993 
discrepancy between model and data in control conditions. This happens in particular for the best 994 
fit ‘Input’ model at high contrast in running conditions (Figure S6B).  995 

For each parameter set, modeled rates were obtained by simulating model equations. We 996 
then used the differential_evolution optimization algorithms from Python package SciPy.optimize 997 
to obtain the minimum of the cost function. We constrained the absolute value of all weight 998 
parameters to be smaller than 10, to avoid convergence to unrealistically large values of such 999 
parameters. For model selection, we used the Akaike Information Criterion (AIC)58. The optimal 1000 
parameters found by this approach are shown in Table 1 for the VIP model, and Tables S1 and 1001 
S2 for the Full and Input models. 1002 

To show that the minimum of the cost function is independent of 𝑥, we first note that in control 1003 
and YM90KDART groups, Pyr influences SST through effective weights 𝐴 (in control) and 𝐵 (in 1004 
YM90KDART), 1005 

�
A = W.! −W.B!
𝐵 = (1 − 𝑥)W.! −W.B!

(12) 1006 

Once W.! and W.B! are found for a particular value of 𝑥, their values for arbitrary values of 𝑥 can 1007 
be obtained using  1008 

�
W.! = (A − B)/𝑥
W.B! = (A − B)/𝑥 − A (13) 1009 

As 𝑥 increases, W.! and W.B! decrease monotonically (Figure S6C). While W.!	is always positive 1010 
(as it should be), W.B! becomes negative for large enough 𝑥, which means that the indirect effect 1011 
of Pyr→PV→VIP→SST disinhibitory pathway is stronger than the Pyr→VIP→SST inhibitory 1012 
pathway. 1013 
 1014 
Supplementary Figure Legends 1015 
 1016 
Figure S1. Definitions of connectivity weights in the reduced two-cell type model, related 1017 
to Figure 1. (A) Schematic of the four-cell-type model with all input (I) and local (W) weights. (B) 1018 
Schematic of reduced, two-cell-type model. 𝑊"% and 𝑊%" reflect direct connections between E 1019 
and S cells; inputs (J) and other weights include connectivity of P and V cells. (C) Requirement 1020 
for PV and SST cells in the space defined by 𝑊3%% and 𝑊3%". In the blue regions, PV cells are 1021 
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sufficient for stabilization; in the magenta regions, SST cells are required. (D) Table of equations, 1022 
definitions and connectivity of inputs (J) effective weights (𝑊%#%, 𝑊%#", 𝑊"$%, 𝑊"$"). Colors in the 1023 
connectivity diagrams correspond to weights in (B). 1024 
 1025 
Figure S2. Selectivity of YM90KDART antagonism and capture, related to Figure 2. (A) EPSCs 1026 
in an example simultaneously recorded pair of SST (red) pyramidal (black) cells before (left), and 1027 
after (right) application of YM90KDART (300 nM ) and  Alexa647DART (100 nM ). (B) Summary of the 1028 
ratio of SST to pyramidal EPSC amplitudes in control and YM90KDART. Grey lines connect pairs 1029 
of cells (n = 6) recorded across conditions, black circles are the mean. Error bar is SEM across 1030 
cell pairs. Paired t-test, p = 0.008. (C) EPSCs recorded in two example simultaneously recorded 1031 
pairs of SST (red) pyramidal (black) cells following systemic infusion YM90KDART (3 mM) and 1032 
Alexa647DART (0.3 mM) to the cerebrospinal fluid via the cisterna magna. The SST cell expresses 1033 
either the non-binding ddHTP (left), or functional HTP (right). (D) Summary of the ratio of SST to 1034 
pyramidal EPSC amplitudes for SST cells expressing either ddHTP (n = 4) or HTP (n = 5). 1035 
Unpaired t-test, p = 0.003. (E) Example widefield images used to calculate the Capture Index. 1036 
Left, dTomato expression was used to create an ROI (region of interest; yellow circle) around the 1037 
HTP region. The ROI was applied to quantify intensity of either the non-binding Alexa647COOH 1038 
(middle) or Alexa647DART (right) which were co-infused with YM90KPEG or YM90KDART, 1039 
respectively. A 20-pixel perimeter (red circle) was applied to measure background fluorescence. 1040 
Scalebar = 200µM. (F) Distribution of Capture Index ( ()*+#+,

()*+-.)/0.(.)
) values for all YM90KDART (dark 1041 

blue, n = 10 mice) and YM90KPEG experiments (light blue, n = 6 mice). * p < 0.05; ** p < 0.01. 1042 
 1043 
Figure S3. The effects of non-binding AMPAR antagonist YM90KPEG and repeated imaging 1044 
do not depend on contrast or behavioral state, related to Figure 3. (A) Grand average time 1045 
courses for SST cells (left) and putative pyramidal cells (right) before (black) and after (light blue) 1046 
YM90KPEG during stationary epochs, at each contrast. Shaded error represents SEM across cells. 1047 
(B) Mean response during stimulus period, for SST cells (left) and putative pyramidal cells (right) 1048 
during stationary epochs, at each contrast. Error is SEM across cells. Two way ANOVA reveals a 1049 
main effect for PEG within both SST (p = 0.001) and pyramidal (p = 0.003) cells; displayed 1050 
significance refers to pair-wise Bonferroni-corrected t-tests between control and YM90KPEG at 1051 
each contrast. (C) Modulation index (:)YW8+Y)7)89,:)YW8+Y)%&'()&*

:)YW8+Y)7)89E:)YW8+Y)%&'()&*
) in SST cells (left) and putative 1052 

pyramidal cells (right) following either YM90KDART (blue) or YM90KPEG (light blue). Significance 1053 
refers to drug x contrast interaction from a two-way ANOVA, showing a trend toward facilitation 1054 
by YM90KDART for SST cells (p = 0.102), and a strong relative facilitation by YM90KDART in 1055 
pyramidal cells (p < 0.001). (D-F) Same as A-C, during running epochs, for the subset of cells 1056 
with preferred-direction trials during running at all contrasts. For E, two way ANOVA reveals a 1057 
main effect for PEG within both SST (p < 0.001) and pyramidal (p < 0.001) cells. For F, drug x 1058 
contrast interaction shows robust relative facilitation by YM90KDART for both SST cells (p = 0.005) 1059 
and pyramidal cells (p < 0.001). Error is SEM across cells. n.s.- not significant; * p < 0.05; ** p < 1060 
0.01, *** p < 0.001 1061 
 1062 
Figure S4. Correlation with the local network robustly and specifically predicts the effect 1063 
of blocking AMPARs on SST cells, related to Figure 4. (A) Distribution of correlation 1064 
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coefficients for SST cells divided into weak (R < 0.5; light gray) and strong (R > 0.5; dark gray). 1065 
(B) Distribution of mean normalized difference values of SST cells, when SST cell identity was 1066 
shuffled across category (i.e. randomly sorted into mock “weak” and “strong” categories) 100 1067 
times. Each gray circle is the mean of one shuffle; box plots illustrate median, 25% and 75% 1068 
quartiles. Maroon circles are the mean difference values with the correct identity assignment. 1069 
Note that randomly separating cells into groups of these sizes does not produce differences 1070 
between the groups on average. Cohen’s D for difference between groups = 0.083. (C) Same as 1071 
(B), when SST cell identity was resampled with replacement within category 100 times. Cohen’s 1072 
D for difference between groups = 1.743. (D) Grand average time courses for SST cells before 1073 
(black) and after (light blue) YM90KPEG separated into those weakly (R < 0.5) and strongly (R > 1074 
0.5) correlated to pyramidal activity, during stationary epochs in response to preferred-direction 1075 
gratings at 50% contrast. Shaded error is SEM across cells. (E) Mean response during stimulus 1076 
period, for SST cells weakly (left) or strongly (right) correlated to pyramidal activity, at each 1077 
contrast. Two-way ANOVA reveals a main effect by YM90KPEG in both the weakly correlated (p = 1078 
0.048) and strongly correlated (p = 0.004) SST cells; displayed significance refers to pair-wise 1079 
Bonferroni-corrected t-tests between control and YM90KPEG at each contrast. (F) Modulation index 1080 
for weakly correlated (left) and and strongly correlated (right) SST cells following either 1081 
YM90KDART (blue) or YM90KPEG (light blue), during stationary epochs at each contrast. Two-way 1082 
ANOVA reveals no significant interaction of drug and contrast for weakly correlated cells (p = 1083 
0.862), but a significant interaction for strongly correlated cells (p < 0.022). 1084 
 1085 
Figure S5. Arousal has similar effects to locomotion on the effect of blocking AMPARs on 1086 
SST cells, related to Figure 5. (A) Left: timecourse of pupil sizes during stationary trials for an 1087 
example experiment. Red line indicates median pupil size, used as threshold. Right: images of 1088 
the pupil from representative large (top, green) and small (bottom, magenta) trials, from the times 1089 
highlighted by colored arrows on the left. (B) Pupil diameter on small and large pupil trials during 1090 
stationary epochs, and on running trials. Gray lines represent individual mice, black line 1091 
represents mean. Error is SEM across mice. (C) Wheel speed for small and large pupil stationary 1092 
trials. Note that the wheel speed threshold for locomotion is 2 cm/s. Gray lines represent individual 1093 
mice, black line represents mean. Error is SEM across mice. (D) Grand average time courses for 1094 
SST cells for small (left) or large (right) pupil trials, at each contrast before (black) and after (blue) 1095 
YM90KDART infusion. All cells are matched across pupil states and contrasts. Shaded error is SEM 1096 
across cells. (E) Mean response during stimulus period for SST cells during small (left) or large 1097 
(right) pupil trials, at each contrast. Error is SEM across cells. (F-G) Same as (A-B), for pyramidal 1098 
cells. (H) Fraction of SST cells suppressed (left, cyan) or facilitated (right, magenta) by more than 1099 
1 std of their control response during small pupil (light) or large pupil (dark) epochs. (I) Same as 1100 
H, for pyramidal cells. 1101 
 1102 
Figure S6. VIP model fits are superior to other models and robust to small changes in 1103 
individual parameters, related to Figure 6. (A) Top, schematic of the Full model. Parameters in 1104 
red are allowed to change across state. Bottom, empirical (dark data points, mean +/- SEM) and 1105 
simulated (light lines) responses of SST (left) and pyramidal (right) cells to increasing contrast, in 1106 
stationary (top) or locomotion (bottom) states in control (gray) and after YM90KDART (blue). (B) 1107 
Same as A, for the Input model. (C) Top, fit of 𝑊"% as a function of 𝑥. Bottom, fit of for 𝑊"$% as a 1108 
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function of x. (D) Fit cost for varying values of 𝑊%% −𝑊%#% , 𝑊%" −𝑊%#", 𝑊"%, 𝑊"$%, 𝑊"$", and g 1109 
when 𝑥 and other parameters are held constant. Cyan points are the fitted values. C and D are 1110 
for the VIP model. 1111 
 1112 

Parameters Stationary Running 

25% 50% 100% 25% 50% 100% 

𝑾𝑬𝑬 −𝑾𝑬𝑷𝑬 1.113 0.957 

𝑾𝑬𝑺 −𝑾𝑬𝑷𝑺 0.155 0.076 

𝑾𝑺𝑬 2.227 0.335 

𝑾𝑺𝑽𝑬 -2.933 -0.959 

𝑾𝑺𝑽𝑺 1.125 0.725 

𝑱𝑬 0.176 0.179 0.188 0.211 0.215 0.218 

𝑱𝑺 -0.409 -0.409 -0.518 -0.032 -0.032 -0.067 

 1113 

Table S1. Best fit parameters for “Full” V1 network model, related to Table 1. Effective 1114 
connectivity weights are allowed to change across behavioral state but are held constant across 1115 
contrast within state, while external inputs vary with stimulus contrast and state. Weights reflect 1116 
the minimum cost found independently in the stationary and running states. 1117 
 1118 

Parameters Stationary Running 

25% 50% 100% 25% 50% 100% 

𝑾𝑬𝑬 −𝑾𝑬𝑷𝑬 0.959 

𝑾𝑬𝑺 −𝑾𝑬𝑷𝑺 0.229 

𝑾𝑺𝑬 4.948 

𝑾𝑺𝑽𝑬 -10.000 

𝑾𝑺𝑽𝑺 0.582 

𝑱𝑬 0.195 0.201 0.215 0.230 0.240 0.250 

𝑱𝑺 -1.353 -1.363 -1.672 -2.507 -2.659 -3.157 

 1119 
Table S2. Best fit parameters for “Input” V1 network model, related to Table 1. Effective 1120 
connectivity weights are held constant across behavioral states, while external inputs vary with 1121 
stimulus contrast and state.  1122 
 1123 
 1124 
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Supplementary figure 3: shuffled 
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D E F G

B) Leven’s test suggests effect 
of contrast, similar to a main 
effect, but no effect of 
behavioral state. Pairwise F 
tests for variance show that this 
is because the variance is 
higher in running for the 25% 
contrast but not for the other 
contrasts
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Figure 6
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Add IHC data
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Example i2100, capture = 1.9

Example i2102, capture = 1.56

Example i2108, capture = 1.49. PEG 
capture for same mouse = 1.16

Figure S2. DART is selectively sequestered at the HTP cells. A) Example of widefiled images 
used for capture index calculation. For each mouse, widefield visualization of dTomato 
expression was used to create an ROI around the HTP region (left). This ROI was applied to 
widefield visualization of the Alexa647-COOH, used in PEG experiments (middle), or 
Alexa647-DART (right). A 20-pixel perimeter was created around the ROI (magenta), and we 
found the mean intensity within the ROI as well as in the perimeter. Capture Index = 
mean(ROI) / mean(preimeter). Scalebar = 200uM. B) Distribution of Capture Index values for 
PEG (orange) and DART (blue) mice. 

CM HT vs ddHT SOM/Pyr EPSC ratio: p = 0.0025, unpaired t-test
Washon baseline vs wash-in SOM/Pyr EPSC ratio: p = 0.008, paired t-testE
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Figure S4

3-way ANOVA for behState X DART x contrast, 
ME for running p < 0.001, DART x running 
interaction p = 0.488

3-way ANOVA for behState X DART x 
contrast, ME for running p < 0.001, DART 
x running interaction p = 0.004
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Figure S4. Non-binding YM90K-PEG exerts mild suppression that is not sensitive 
to cell type, contrast, or behavioral state. A) 
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Figure S6
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