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Objectives: Natural language processing (NLP) is a branch of artificial intelligence focused on enabling
computers to interpret and analyse text-based data. The intensive care specialty is known to generate
large volumes of data, including free-text, however, NLP applications are not commonly used either in
critical care clinical research or quality improvement projects. This review aims to provide an overview of
how NLP has been used in the intensive care specialty and promote an understanding of NLP's potential
future clinical applications.
Design: Scoping review.
Data sources: A systematic search was developed with an information specialist and deployed on the
PubMed electronic journal database. Results were restricted to the last 10 years to ensure currency.
Review methods: Screening and data extraction were undertaken by two independent reviewers, with
any disagreements resolved by a third. Given the heterogeneity of the eligible articles, a narrative syn-
thesis was conducted.
Results: Eighty-seven eligible articles were included in the review. The most common type (n ¼ 24)
were studies that used NLP-derived features to predict clinical outcomes, most commonly mortality
(n ¼ 16). Next were articles that used NLP to identify a specific concept (n ¼ 23), including sepsis, family
visitation and mental health disorders. Most studies only described the development and internal
validation of their algorithm (n ¼ 79), and only one reported the implementation of an algorithm in a
clinical setting.
Conclusions: Natural language processing has been used for a variety of purposes in the ICU context.
Increasing awareness of these techniques amongst clinicians may lead to more clinically relevant algo-
rithms being developed and implemented.

© 2024 The Authors. Published by Elsevier B.V. on behalf of College of Intensive Care Medicine of
Australia and New Zealand. This is an open access article under the CC BY-NC-ND license (http://

creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

The intensive care environment produces large amounts of data
due to the multiple devices and continuous monitoring systems
required to deliver care to critically ill patients. While much of this
data is numerical, or structured data, an even greater proportion is
unstructured, such as text-based documentation like the clinical
progress notes.1 However, while structured data can be analysed
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using traditional statistical techniques, interrogation of text-based
data requires the use of a specialised group of techniques known
as natural language processing (NLP). Public awareness of systems
which use NLP has grown recently, with the advent of large lan-
guagemodels such as ChatGPT. Despite this however, the use of NLP
remains relatively uncommon both in critical care research and in
clinical applications designed for use in the ICU.2

Natural language processing algorithms have been developed
for a variety of tasks in other clinical specialties, including screening
for clinical trial eligibility, automatically interpreting medical im-
aging reports and estimating the risk of disease progression.3,4 An
overview of the typical pipeline used to develop an algorithm
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involving NLP is shown in Fig. 1. Literature reviews have been
performed to provide an overview of how NLP has been used in
other clinical specialties including cardiology, radiology andmental
health but has yet to be performed for critical care.3e5 Given that
NLP does not form part of traditional biostatistical methods, these
types of reviews are important for increasing awareness amongst
clinicians of the potential applications that NLP has both in the
delivery of patient care as well as the conduct of clinical research.
Therefore, the aim of the reviewwas to provide an overview of how
NLP has previously been used in the ICU clinical context and
identify opportunities for how these techniques may be used in the
future.

2. Methods

This review is reported according to the Preferred Reporting
Items for Systematic Reviews and Meta-Analyses (PRISMA) exten-
sion for Scoping Reviews.6 A scoping review methodology was
chosen to match the broad aim of the review and the need for
narrative synthesis given the likely heterogeneity of relevant
articles.7

2.1. Eligibility criteria and search strategy

To be included in the review, studies had to describe the use of a
type of NLP technique on data generated in an ICU environment.
This included studies whose primary aimwas to develop or validate
an NLP algorithm as well as studies which used NLP techniques as
part of their methods to address a different research question. All
studies had to be written in English, although may describe the use
of NLP on text generated in other languages.

A search strategy was developed in collaboration with an in-
formation retrieval expert which combined the concepts ‘natural
language processing’ and ‘intensive care’ and was performed on the
PubMed database on the 9th of March 2023 (see Appendix 1). Only
studies published in the last 10 years were included in the review.
Fig. 1. Overview of a typical NLP alg
The NLP field has seen rapid development over the last decade, and
any algorithm or application described prior to this period would
likely have been superseded by more recent technologies. Refer-
ences were assessed for eligibility using the Covidence software.
Title and abstract screening was performed by two independent
reviewers (JP and JC), with disagreements resolved by a third (AS).
Full-text review was similarly performed by two independent re-
viewers (JP and JC or AS), with disagreements resolved either
through discussion or by a third reviewer (JC or AS).
2.2. Data extraction and synthesis

Data from each included article was independently extracted by
two reviewers (JP, SJ, JC, AS, MD) with discrepancies resolved by
discussion until consensus was reached in the review team. Data
extraction and consensus were also performed using the Covidence
Software, and exported to Microsoft Excel for analysis. Journal
subject areas and categories were obtained from SCImago.8

Extracted data included the aim of the study, the type and pur-
pose of the NLP algorithm, what type of clinical notes were used
and how large the dataset was.

A narrative synthesis was performed using a framework based
on the broad categories of study type identified in the review, as has
been done previously.3 Five categories of study were determined
based on the overall aim of each study and the purpose of NLP al-
gorithm described within it: 1) studies that used NLP to predict a
clinical outcome, 2) studies that presented an algorithm capable of
classifying a specific clinical concept, 3) studies which used NLP to
identify a patient cohort or other clinical concept as part of a
broader research aim, 4) studies which used NLP to develop an
algorithm intended for use in clinical surveillance or 5) studies
which evaluated various technical aspects of NLP such as pre-
processing techniques. Each study was also evaluated to deter-
mine the described algorithms’ level of readiness for imple-
mentation in a clinical setting.2 The four levels of readiness were
defined as 1) development and internal validation only, 2) external
orithm development pipeline.
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validation on a separate dataset from either a different location or
time period, 3) prospective testing of the algorithm, 4) imple-
mentation and evaluation of clinical utility or clinical impact on
patient outcomes.
3. Results

A total of 368 studies were retrieved in the initial search, 213 of
which were excluded as they did not describe the use of NLP
techniques or use data from an ICU. The full text of the remaining
155 articles was then assessed, with 87 determined to be eligible
for inclusion in the review. The study screening and selection
process is presented in Fig. 2. A glossary of commonly used NLP
terms is presented in Table 1.
3.1. Study characteristics

Of the 87 studies included in the review, the majority used a
version of the Medical Information Mart for Intensive Care (MIMIC)
database (67.8%, n¼ 59) and only 17.2% (n¼ 15) reported extracting
data from more than one hospital to create their dataset.9 Sample
sizes varied widely, with only nine participants in the smallest
study and 101,196 in the largest. Types of performancemetrics used
also varied, with 18.4% (n-16) of studies not reporting any. Almost
one-third of studies were published in journals with a subject area
of ‘Computer Science’ (31.0%, n ¼ 27) and despite all studies using
data generated in an ICU, only 9 (10.3%) were published in a journal
with the subject category ‘Critical Care and Intensive Care Medi-
cine’. The number of included studies published each year
increased over the 10-year search period, with only 4 (4.6%) studies
published in 2014 and 20 (23.0%) in 2022. Full characteristics of the
87 included studies are detailed in the Supplementary Appendix.
Fig. 2. PRSMA flow diagram of
3.2. Study categories- prediction of a clinical outcome

Studies that aimed to predict a clinical outcome were the most
common type of study included in the review (27.6%, n ¼ 24), with
the majority of these studies predicting mortality (66.7%, n ¼ 16).
Other clinical outcomes included development of acute kidney
injury (16.7%, n ¼ 4), sepsis or septic shock (n ¼ 2) and post-
operative acute respiratory failure (n ¼ 1). Most studies used all
clinical notes available in the study dataset and combined features
derived from both structured and unstructured data to develop the
predictive algorithm. Two studies used NLP to generate sentiment
scores from nursing notes to use as a feature in their mortality
prediction algorithms. Sentiment scores are a measure of how
positive or negative the language in a particular text is, and both
studies found that these scores were predictive of mortality.10,11

Only two studies described the external validation of a predictive
algorithm, and none had performed prospective testing or dis-
cussed potential strategies for implementing their algorithm into a
clinical setting.12,13 Both studies which described external valida-
tion of their algorithm reported strong performance with area
under the receiver operating curve (AUC-ROC) measures of 0.92 to
0.83.
3.3. Study categories- clinical concept classification

Next most common (26.4%, n ¼ 23) were those studies which
aimed to develop an algorithm capable of extracting information
about a particular clinical concept or condition from the progress
notes. Several of these studies focussed on topics that are not
captured in structured data fields such as interactions between
patient family members and healthcare providers and social de-
terminants of health. Several other studies focussed on radiology
reports with the aim of automatically extracting information such
the study selection process.



Table 1
Glossary of terms relating to NLP.

Term Definition

Open-source software Software for which the source code has been made openly available; typically no cost associated with its use unlike proprietary software
MIMIC Medical Information Mart for Intensive Care (MIMIC) is an openly available dataset derived from patients admitted to the ICU of the Beth

Israel Deaconess Medical Center in Boston, Massachusetts.
Manual text annotation Process by which humans label various concepts and relationships present in a text, typically to enable the training or validation of an

algorithm.
Large language model These models are typically built on a transformer model architecture and pre-trained on large text datasets to allow human-like

understanding and production of text.
Rule-based algorithm Algorithms which depend on a series of pre-specified ‘if then’ rules to determine their output. Commonly used in combination with regular

expressions.
Regular expressions A series of characters used to find and match patterns of text.
Machine learning

algorithm
Algorithms which learn from patterns in a dataset to determine their output. Examples include decision trees, random forests, support-
vector machines and artificial neural networks.

Deep learning A type of machine learning which uses multiple layers to process the input, typically as part of a neural network.
Structured data Data which exists in a fixed format, such as numerical or categorical data. As opposed to unstructured data which can include free text, audio

or image data.
Information extraction A type of NLP task which involves obtaining structured data from unstructured text. May include identifying specific concepts, events or

relationships in the text.
Named entity recognition A type of information extraction that focusses on obtaining data about a specific entity such as a disease or medication
Embedding Also known as vectorisation, this is process by which text-based data are converted to numerical data prior to being used as the input to an

algorithm or model. A range of embedding methods have been developed, including embedding at the word and sentence level.
Tokenisation The process of breaking up a piece of text into smaller units known as tokens. Typically performed at the word level so each token is a single

word.
Internal validation Internal validation tests howwell a model or algorithm performs on the data fromwhich it was derived. This is commonly done by splitting

the available data into a training and testing set.
External validation External validation is when a model is tested on an independently derived dataset that was not available at the time the model was being

developed. Tests how well the model generalises to other datasets.
Pre-processing Text pre-processing is the series of tasks performed prior to analysis. These may include converting text to lower case, removing digits,

tokenisation, removing stopwords, stemming and lemmatisation.
Stemming Part of text pre-processing which removes prefixes and suffixes to retain the core meaning of the word.
Stopwords Words which do not contribute to the meaning of a text such as ‘the’ or ‘and’.
Transformer model A type of deep learning model which use a mechanism known as attention combined with a feed-forward neural network to increase their

performance. Examples of transformer models include the various types of BERT (Bidirectional Encoder Representations from Transformers)
models.
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as the location of a central venous catheter or the presence of acute
respiratory distress syndrome in chest X-ray report. These algo-
rithms could then be used to alert clinicians to any unexpected
findings, such as an incorrectly positioned central line, thereby
enabling early intervention to occur.14 Similar to the prediction
study category, only three studies in this category described
external validation.15e17 The three studies reported varying success
in the generalisation of their algorithms to these external datasets
with reported precision ranging from 0.77 to 0.98 and recall from
0.42 to 0.99.

3.4. Study categories- study cohort identification

Twenty studies (23.0%) used an NLP algorithm to identify a
clinical concept or patient cohort as part of a broader observational
research study. Algorithms in this group generally extracted infor-
mation about concepts that are not recorded elsewhere in the
medical record and would otherwise have required a manual chart
review to obtain, such as patient mobilisation within the ICU,
financial constraints and considerations and family involvement in
care planning. Two studies used meta-data associated with clinical
text to measure the amount of redundancy in clinical documenta-
tion and to investigate whether NLP can be used to provide an
objective evaluation of intensive care medical trainees' oral case
presentations.18,19 Unlike the previous two study categories,
reporting of the various algorithms’ performance metrics was
relatively uncommon, with only half (n ¼ 10) reporting any per-
formance metrics.

3.5. Study categories- technical NLP evaluation

The fourth most common type of study (17.2%, n ¼ 15) was
that which focussed on the technical aspects of NLP algorithm
development. These studies generally aimed to identify which
type of algorithm or text pre-processing technique demon-
strated the best performance for a nominated task and were all
published in computer science or health informatics journals.
The tasks which the various algorithms performed in this study
category tended to be broader than those in previous categories,
such as creating a daily summary of clinical problems or iden-
tifying the section headings within a clinical progress note.
Almost all of the studies in this category (80.0%, n ¼ 12) used a
version of the MIMIC database or another publicly available data
source such as those made available through the n2c2 data
challenge.9,20

3.6. Study categories- clinical surveillance

Clinical surveillance studies were the least common type of
study identified (5.7%, n ¼ 5). These studies developed algo-
rithms that were intended to provide real-time alerts to clini-
cians about hospital-acquired complications such as healthcare-
associated infections and adverse drug events. Two studies in
this category described the prospective evaluation of their algo-
rithm. The first described the implementation of an algorithm to
identify indwelling catheter urinary tract infections.21 The algo-
rithm demonstrated poor sensitivity (33%) which was attributed
to the design of the clinical information system which stored
vital sign data separately to progress note data and therefore
important variables, such as patient temperature, were not
accessible to the algorithm. The second study described an al-
gorithm that developed a phenotypic profile of critically ill
children to facilitate the interpretation of whole genome
sequencing results.22 The algorithm was tested prospectively on
seven critically ill children and was found to reduce the median
time to diagnosis by an estimated 28 h.



Table 2
List of open source NLP resources.

Name Description Resource Location

Software for NLP Tasks
tm Text mining toolkit (R) https://CRAN.R-project.org/package¼tm
Stanford NLP Group Range of NLP tools https://nlp.stanford.edu/software/
Gensim Topic modelling and other NLP tasks (Python) https://pypi.org/project/gensim/
Natural Language Toolkit Suite of tools for performing NLP (Python) https://www.nltk.org/
text2vec Suite of tools for performing NLP (R) https://text2vec.org/index.html
fastText Library for generating word embeddings and classifying text (Python) https://fasttext.cc/
NeuroNER Program which performs named entity recognition (Python) https://github.com/Franck-Dernoncourt/NeuroNER
NimbleMiner Text mining system (R) http://github.com/mtopaz/NimbleMiner
spaCy Framework for performing NLP (Python) https://spacy.io/
MedSpaCy Clinical library for use with spaCy https://github.com/medspacy/medspacy
re
regex

Library for performing regular expressions (Python) https://docs.python.org/3/library/re.html
https://pypi.org/project/regex/

sense2vec Tool used to generate word vectors (Python) https://github.com/explosion/sense2vec
TextBlob Suite of tools for performing NLP (Python) https://pypi.org/project/textblob/0.9.0/
Transformers
Simple Transformers

Toolkits of pretrained models for a range of NLP tasks (Python) https://pypi.org/project/transformers/
https://pypi.org/project/simpletransformers/

SemEHR
MedCAT

Open source clinical information extraction tool https://github.com/CogStack/CogStack-SemEHR
https://github.com/CogStack/MedCAT

quanteda Package for quantitative text analysis (R) https://quanteda.io/
Tokenizers Tokenization package (R and Python) https://CRAN.R-project.org/package¼tokenizers

https://pypi.org/project/tokenizers/
Software for Text Annotation
brat rapid annotation tool Open source text annotation tool https://brat.nlplab.org/index.html
ClinicalRegex Open source text annotation program https://lindvalllab.github.io/clinical-regex/
Software for Machine Learning Tasks
scikit-learn Machine learning library for Python https://pypi.org/project/scikit-learn/
TensorFlow Open source machine learning platform https://www.tensorflow.org/
Keras Python library for developing deep learning models https://keras.io/
XGBoost Library for performing gradient boosting algorithms (R and Python) https://github.com/dmlc/xgboost
PyTorch Framework for building deep learning models in Python https://pytorch.org/
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3.7. Types of algorithms and analysis tools

Themajority of included studies (74.7%, n¼ 65) reported using a
type of machine learning, with deep learning models being the
most popular (n ¼ 40). Pre-trained transformer models were also
used in 15 studies, most commonly a version of the Bidirectional
Encoder Representations from Transformers (BERT) model. The
original BERT model was trained on the BookCorpus and English
Wikipedia; however, domain-specific versions such as BioBERT and
ClinicalBERT have since been made available.23e25 These versions
have further trained the original BERT model on PubMed abstracts
and full-text articles available on PubMed Central and on the
progress notes and other free text available in the MIMIC database.
Rules-based algorithms were used by 44.8% (n ¼ 39) of included
studies. These algorithms generally involved searching for a group
of keywords related to the specified phenomenon of interest to
determine whether it was present or not. This was often paired
with techniques such as regular expressions to account for varia-
tions in how words were written such as spelling mistakes or dif-
ferences due to tense or plurality. Python was the most commonly
used analysis platform (n ¼ 46), followed by R (n ¼ 18). Several
proprietary software tools were also identified. However, the ma-
jority of studies used an open-source platform. A list of tools and
other NLP resources identified in the review is presented is Table 2.

4. Discussion

This scoping review has provided an overview of the wide va-
riety of studies which have used NLP techniques on data generated
in an ICU context. The most common use of NLP was as part of a
prediction study, with NLP-derived features generally used in
combination with structured data to develop a predictive algo-
rithm. An almost equally large number of studies described NLP
algorithms capable of extracting information about a clinical
concept or used NLP to identify a specific patient cohort as part of a
broader study. Both machine learning and rules-based methods
were described in the included studies, as well as deep learning
models. The vast majority of studies were written for an audience
with a computer science or health informatics background, with
relatively few published in journals intended for intensive care
clinicians. Very few studies externally validated their algorithm and
none described the evaluation of an algorithm which had been
implemented in a clinical setting. Finally, more than two-thirds of
studies utilised the MIMIC database which is derived from a single
centre in the United States. While this was presumably due to the
open-access nature of that database, it highlights the need for
future studies to be conducted on more diverse datasets. Further-
more, the dominance of this specific patient cohort should be
considered when conducting future reviews in this area, particu-
larly those which include a quantitative synthesis.

The generally low level of readiness for clinical implementa-
tion found in the studies included in this review is not unique to
NLP algorithms developed in the critical care context. Similar re-
views which sought to provide an overview of NLP in other clinical
specialties such as cardiology and diabetes care also found that
studies in these areas predominantly described algorithm devel-
opment with very few evaluating their clinical implementa-
tion.4,26 This lack of research on clinical implementation was also
described in a systematic review into the use of all types of AI in
the ICU and has been suggested as a key reason for the slow up-
take of AI in the Australian healthcare system more broadly.2,27

While a variety of studies in this review have demonstrated that
it is feasible to use NLP on clinical data, there is a clear need for
more studies that are able to demonstrate both the safety and
efficacy of NLP, and other AI-based algorithms, when imple-
mented in clinical settings.
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Algorithms which utilise NLP have the potential to benefit both
patients and staff if they can eventually be implemented in a clin-
ical setting. For example, many surveillance systems currently
either rely on clinical coding data or place an additional burden on
clinical staff. Automating these processes based on progress note
documentation would enable real-time surveillance data to be
obtained whilst simultaneously reducing the administrative
burden for clinical staff. The performance of clinical risk-prediction
models has also been shown to improve with the addition of NLP-
derived features, potentially by enabling access to many important
clinical concepts which are not well captured in structured data
sources.28 Previous studies have highlighted inaccuracies in clinical
concepts such as mental health disorders, drug and alcohol use and
other social determinants of health, which limits the quality of
research conducted about these vulnerable populations.29e31 By
utilizing NLP, critical care researchers can incorporate more accu-
rate data about these understudied patient groups without having
to spend the human resources required to obtain the datamanually.

4.1. Limitations

Due to the heterogenous nature of the articles identified, a
quantitative synthesis was unable to be performed. This hetero-
geneity was not unexpected given the broad nature of the review
question and was why a scoping review methodology was utilised.
Quantitative comparisons of the performance metrics reported in
the various studies could also not be made due to the range of
different NLP methods, outcome measures and evaluation strate-
gies used, and this should be considered for future reviews with
more specific questions and aims. Resource limitations and the
variety of study designs also meant a formal critical appraisal of the
methodological quality of the included studies was not performed.
However, the ‘level of readiness’ assessmentwas performed instead
to flag to clinicians which algorithms may be appropriate to
consider for clinical implementation. Finally, given that included
studies were limited to those published within the last 10 years and
written in English, this review cannot draw conclusions regarding
older or non-English applications of NLP in the ICU.

5. Conclusion

This scoping review has provided an overview of the variety of
ways inwhich NLP techniques have been used on data generated in
an ICU context. Relatively few studies were intended for a clinical
audience or described the clinical impact of their findings. Future
research in this area should ensure clinicians are involved in the
development of algorithms intended for clinical use and include
implementation and evaluation of their algorithms’ clinical impact.
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