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In this study, we propose a novel approach for breast cancer classification that integrates the Seagull 
Optimization Algorithm (SGA) for feature selection with the Random Forest (RF) classifier for 
effective data classification. The novelty of our approach lies in the first-time application of SGA for 
gene selection in breast cancer diagnosis, where SGA systematically explores the feature space to 
identify the most informative gene subsets, thereby improving classification accuracy and reducing 
computational complexity. The selected features are subsequently classified using RF, known for 
its robustness and high accuracy in handling complex datasets. To evaluate the effectiveness of the 
proposed method, we compared it with other classifiers, including Linear Regression (LR), Support 
Vector Machine (SVM), and K-Nearest Neighbors (KNN). The proposed SGA-RF combination achieved 
a best mean accuracy of 99.01% with 22 genes, outperforming other methods and demonstrating 
consistent performance across varying feature subsets. The mean accuracies ranged from 85.35 to 
94.33%, highlighting a balance between feature reduction and classification accuracy. Future work 
will explore the integration of other nature-inspired algorithms and deep learning models to further 
enhance performance and clinical applicability.
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Cancer remains one of the leading causes of mortality worldwide, posing significant challenges to public health 
systems. Characterized by the uncontrolled proliferation of abnormal cells, it affects millions of individuals 
across diverse populations, regardless of age, gender, or ethnicity1–4. Early diagnosis and effective classification 
of cancer types are critical for improving survival rates and guiding personalized treatment strategies. Advances 
in biomedical research have highlighted the importance of high-dimensional datasets, such as gene expression 
profiles, in uncovering potential biomarkers for cancer diagnosis and prognosis. However, the complexity and 
redundancy inherent in these datasets necessitate robust computational approaches for feature selection and 
classification to enhance diagnostic accuracy and clinical outcomes5-6.

Breast cancer, in particular, remains one of the most prevalent and life-threatening diseases affecting millions 
of women worldwide. The increasing incidence rate underscores the urgent need for precise diagnostic methods 
to ensure early detection and effective treatment. Despite advances in medical imaging and biomarker discovery, 
gene expression analysis remains central to understanding the molecular basis of breast cancer and enabling 
precision medicine7. However, gene expression datasets often contain thousands of genes, many of which are 
redundant or irrelevant to the classification task. This high dimensionality can lead to overfitting, increased 
computational cost, and reduced model interpretability. Therefore, effective feature selection methods are 
essential to identify a subset of biologically meaningful genes that contribute most to the classification task, 
improving classification performance and providing insights into the underlying biology of breast cancer8.
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Nature-inspired optimization algorithms have shown significant promise in addressing the challenges posed 
by high-dimensional data. These methods mimic natural processes such as evolution, foraging, and social 
interactions to identify optimal solutions in complex search spaces. Leveraging these algorithms for feature 
selection in breast cancer classification represents a promising avenue for enhancing diagnostic accuracy and 
computational efficiency9.

Motivation.
The motivation for this study stems from the following key challenges and opportunities:

•	 Addressing Redundancy: Gene expression datasets often contain redundant and irrelevant features, which 
complicates the identification of crucial biomarkers. This research aims to develop effective methods for se-
lecting informative genes, thereby improving classification accuracy and model interpretability10.

•	 Advancing Cancer Classification: Accurate classification of tumor characteristics is essential for effective 
diagnosis and treatment planning. The proposed approach seeks to improve classification accuracy, ultimately 
contributing to better patient outcomes11.

•	 Leveraging Nature-Inspired Algorithms: Nature-inspired algorithms, such as the Artificial Bee Colony 
(ABC) and Differential Evolution (DE), have demonstrated success in complex optimization problems. Their 
application in gene selection offers the potential to identify optimal gene subsets more effectively12.

•	 Enhancing Computational Efficiency: By reducing the number of selected features without compromising 
classification accuracy, the proposed method aims to enhance computational efficiency, making it more fea-
sible for large-scale applications13.

•	 Exploring Interdisciplinary Applications: The integration of optimization, machine learning, and bioinfor-
matics encourages interdisciplinary collaboration, potentially leading to novel insights and methodologies.

This study proposes a novel hybrid approach that combines the Seagull Optimization Algorithm (SGA) for 
feature selection with the Random Forest (RF) classifier for effective data classification. By addressing the 
challenges of high dimensionality and redundancy, this work aims to improve the precision and reliability of 
breast cancer classification, ultimately contributing to the broader goals of precision medicine and improved 
patient care.

Background
Over the years, various feature selection methods and classifiers have been employed in breast cancer 
classification. Traditional feature selection techniques, such as statistical tests, principal component analysis 
(PCA), and minimum redundancy maximum relevance (mRMR), have provided foundational insights. 
However, these methods often struggle to balance relevance and redundancy, especially when dealing with 
non-linear relationships inherent in gene expression data. More advanced methods, such as wrapper and 
embedded approaches, offer improved performance but come at the cost of increased computational complexity. 
For example, wrapper methods evaluate feature subsets based on classifier performance, making them 
computationally intensive for high-dimensional datasets. Embedded methods, while more efficient, are often 
limited by the assumptions of the underlying model, reducing their generalizability14.

In recent years, nature-inspired optimization algorithms have emerged as powerful tools for feature selection. 
These algorithms draw inspiration from biological and physical processes, such as genetic evolution (Genetic 
Algorithms), swarm intelligence (Particle Swarm Optimization, Ant Colony Optimization), and animal foraging 
behaviors (Cuckoo Search, Grey Wolf Optimizer). Such methods excel in exploring and exploiting the feature 
space, striking a balance between local and global search strategies to identify optimal feature subsets. Among 
these, the Seagull Optimization Algorithm (SGA) has gained attention for its unique approach to optimization. 
Inspired by the social and migratory behavior of seagulls, SGA efficiently explores the search space through 
a combination of random exploration and targeted exploitation. Its ability to avoid local optima and adapt to 
complex search landscapes makes it particularly suitable for high-dimensional feature selection tasks. However, 
its application to breast cancer classification remains relatively unexplored, presenting an opportunity to advance 
the state-of-the-art15.

Classifier selection is another critical aspect of breast cancer classification. Random Forest (RF), a robust 
ensemble learning method, has proven effective in handling high-dimensional data due to its ability to aggregate 
multiple decision trees. RF’s inherent feature importance metrics and resilience to overfitting make it an ideal 
choice for this study. Other classifiers, such as Support Vector Machines (SVM), Logistic Regression (LR), 
and K-Nearest Neighbors (KNN), have also been widely used, each offering unique strengths and limitations. 
A comparative analysis of these classifiers provides valuable insights into the effectiveness of the proposed 
method16–18.

Contributions
The primary contribution of this study is the development of a novel approach that integrates the Seagull 
Optimization Algorithm (SGA) for feature selection with Random Forest (RF) for breast cancer classification. 
This approach addresses key challenges in handling high-dimensional gene expression data and demonstrates 
superior performance in terms of accuracy, computational efficiency, and feature interpretability.

	1.	 Novelty in Feature Selection: The application of SGA for feature selection represents a significant advance-
ment in the field. By leveraging the migratory and social behavior of seagulls, SGA effectively explores the 
feature space to identify biologically relevant genes. This algorithm balances exploration and exploitation, 
ensuring robust identification of optimal feature subsets while avoiding local optima. To the best of our 
knowledge, this is the first study to apply SGA in the context of breast cancer classification.

Scientific Reports |        (2025) 15:10944 2| https://doi.org/10.1038/s41598-025-95786-1

www.nature.com/scientificreports/

http://www.nature.com/scientificreports


	2.	 Integration with Random Forest: The use of Random Forest (RF) as the classification model further 
strengthens the proposed approach. RF’s ability to handle high-dimensional data, combined with its feature 
importance metrics, complements the SGA’s feature selection process. Together, SGA and RF provide a com-
prehensive framework for tackling the challenges of high-dimensional data while delivering accurate and 
interpretable results.

	3.	 Comparative Analysis: This study conducts a detailed comparative analysis of the proposed SGA-RF 
method against other widely used classifiers, including Logistic Regression (LR), Support Vector Machines 
(SVM), and K-Nearest Neighbors (KNN). The results demonstrate that the SGA-RF combination consist-
ently outperforms these classifiers across various evaluation metrics, including accuracy, precision, recall, 
and F1-score.

	4.	 Empirical Validation: The efficacy of the proposed method is validated through experiments on high-di-
mensional breast cancer gene expression datasets. The results highlight the method’s ability to achieve high 
classification accuracy with a minimal number of selected features. Specifically, the study reports a best mean 
accuracy of 99.01% with just 22 selected genes, showcasing the efficiency and precision of the approach.

	5.	 Practical Implications: The proposed method has significant implications for clinical applications. By reduc-
ing the dimensionality of gene expression data while maintaining high classification accuracy, this approach 
facilitates the development of cost-effective diagnostic tools. Furthermore, the identification of biologically 
relevant genes provides insights into the molecular mechanisms of breast cancer, potentially guiding future 
research and treatment strategies. Figure 1, shows various techniques to visualize breast cancer images.

Paper organisation
The paper’s organization is as follows: Sect. 1 introduces the research context, highlighting challenges posed 
by complex gene expression data. Section 2 reviews existing literature, emphasizing gene selection importance 
and classification methods. Section 3 explains the methodology integration. Section 4 details the experimental 
setup, including dataset specifics, parameters, and evaluation metrics. Section 5 presents and discusses results, 
comparing our approach to baseline models. Section 6 concludes and Sect. 7 outlines potential future research 
directions for enhancing our approach, summarizing progress and emphasizing the hybrid approach’s potential 
impact on cancer classification and gene expression profiling.

Related work
In this section, we review the existing literature on breast cancer classification and diagnosis, focusing on recent 
advancements in deep learning and machine learning methodologies. We explore various techniques and models 
that have been proposed to enhance the accuracy and efficiency of breast cancer detection, including feature 
extraction methods, ensemble learning strategies, and the application of transfer learning. By synthesizing 
these studies, we aim to highlight the progress made in the field and identify potential gaps that our research 
seeks to address. Hanan et al. present a computer-aided diagnosis method for breast cancer classification using 
deep neural networks (ResNet 18, ShuffleNet, Inception-V3Net) and transfer learning. The method achieves 
binary classification accuracies of 99.7%, 97.66%, and 96.94%, and multi-class accuracies of 97.81%, 96.07%, and 
95.79%, respectively19. Mahmoud Ragab et al. developed the EDLCDS-BCDC for breast cancer diagnosis using 
ultrasound images. The method preprocesses images, segments them with the Chaotic Krill Herd Algorithm, 
extracts features using VGG-16, VGG-19, and SqueezeNet, and classifies them with Cat Swarm Optimization 
and a Multilayer Perceptron. Simulations demonstrate its superior performance over recent methods20. Sahu 
et al. introduced a predictive model that integrates an artificial intelligence-based learning approach with a 
multivariate statistical method. Data mining plays a crucial role in automating the diagnostic process, especially 
when dealing with noisy datasets from various repositories. Their study proposes a hybrid feature selection 

Fig. 1.  Different techniques to visualize breast cancer Images.
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technique that leverages Principal Component Analysis (PCA) for preprocessing and extracting the most 
relevant features, followed by classification using an Artificial Neural Network (ANN). The effectiveness of 
the proposed method was evaluated on the Wisconsin Breast Cancer Dataset from the UCI Machine Learning 
Repository, employing 10-fold cross-validation during the classification phase21. Nonita Sharma et al. propose 
a snapshot ensembling technique to create an efficient model for disease diagnosis. Using t-SNE for enhanced 
scatter plots, the model integrates predictions from various base models to improve accuracy. Applied to the 
Wisconsin Breast Cancer Dataset (WBCD), it achieved 86.6% accuracy, outperforming state-of-the-art models 
like averaging (81%) and stacked ensemble (84.7%), showcasing its effectiveness22. Jiande Wu et al. developed a 
machine learning approach for classifying triple-negative breast cancer (TNBC) and non-TNBC patients using 
gene expression data. They analyzed RNA-Seq data from 110 TNBC and 992 non-TNBC tumor samples from 
The Cancer Genome Atlas to identify relevant genes for feature selection. Four classification models—Support 
Vector Machines, K-Nearest Neighbor, Naïve Bayes, and Decision Tree—were evaluated at various feature 
selection thresholds to train and validate the models for distinguishing between the two breast cancer types23. 
Mihir Sewak et al. addressed the Wisconsin Diagnostic Breast Cancer (WDBC) classification using an ensemble 
of Support Vector Machines (SVMs). They trained SVMs with linear, polynomial, and RBF kernels on a subset 
of the WDBC dataset, selecting the top five models for ensemble classification. The final prediction was based on 
majority voting, achieving over 99% accuracy, including 100% accuracy in identifying benign tumors24. Y. Nguyen 
Tan et al. developed a federated learning (FL) framework for feature extraction, leveraging transfer learning for 
image preprocessing, SMOTE for balanced classification, and FeAvg-CNN + MobileNet to enhance privacy. Their 
approach, tested on mammography datasets, outperformed existing methods, demonstrating its effectiveness 
for AI-driven healthcare applications25. Despite the significant advancements in breast cancer classification 
using deep learning and machine learning methods, previous approaches exhibit certain limitations that our 
study aims to address. Many existing methods, such as deep neural networks (ResNet 18, ShuffleNet, Inception-
V3Net) and ensemble techniques, face challenges related to overfitting, high computational cost, and reduced 
interpretability due to complex model architectures and large feature sets. For instance, deep learning models 
require extensive computational resources and are prone to overfitting when dealing with limited data, while 
feature selection methods often struggle with maintaining a balance between accuracy and model complexity. 
Moreover, hybrid approaches combining feature extraction and classification frequently suffer from diminished 
interpretability, making it difficult to identify biologically meaningful features. In contrast, our proposed Seagull 
Optimization Algorithm (SGA) combined with the Random Forest (RF) classifier addresses these challenges by 
efficiently selecting a compact set of biologically relevant genes, reducing feature dimensionality, and improving 
classification accuracy. The SGA-RF model enhances generalizability and performance while maintaining low 
computational cost, outperforming state-of-the-art methods in terms of accuracy, precision, recall, and F1-score. 
This demonstrates the effectiveness of the SGA-RF approach in balancing performance and interpretability, 
providing a robust and scalable solution for breast cancer classification.

Some limitations of related methods in the literature review section are:

	1.	 High Dimensionality and Overfitting: Many existing gene selection and classification methods struggle 
with high-dimensional data, leading to overfitting and reduced generalization performance.

	2.	 Computational Complexity: Traditional methods like wrapper and embedded approaches often suffer from 
high computational costs, especially when dealing with large feature sets, making them impractical for re-
al-time applications.

	3.	 Sensitivity to Noise and Irrelevant Features: Filtering-based approaches, such as mRMR and Information 
Gain, can be sensitive to noise and irrelevant features, leading to suboptimal feature subsets and reduced 
classification accuracy.

	4.	 Scalability Issues: Swarm-based and evolutionary algorithms often face scalability issues when applied to 
large datasets, resulting in slower convergence and increased processing time.

	5.	 Lack of Robustness Across Datasets: Many existing models perform well on specific datasets but fail to 
generalize effectively across different datasets due to variations in feature distributions and sample sizes.

	6.	 Limited Handling of Imbalanced Data: Classification models like SVM and k-NN can struggle with class 
imbalance, resulting in poor recall or precision for minority classes.

	7.	 Inadequate Handling of Multi-Modality Data: Most existing models are limited to single-modality data, 
which restricts their ability to capture complex biological interactions and improve predictive accuracy.

	8.	 Manual Parameter Tuning: Several optimization-based methods require manual tuning of hyperparame-
ters, which can be time-consuming and may lead to suboptimal model performance.

These limitations can be used to justify the advantages and improved performance of the proposed SGA + RF 
approach. In this study, we selected the Seagull Optimization Algorithm (SGA) for feature selection based on 
its superior performance in handling high-dimensional gene expression data compared to other nature-inspired 
algorithms such as Genetic Algorithms (GA), Particle Swarm Optimization (PSO), and Grey Wolf Optimizer 
(GWO). SGA demonstrates a more effective balance between exploration and exploitation, which allows it to avoid 
local optima and enhance search efficiency. Unlike GA, which relies on crossover and mutation operations that 
may increase computational complexity and lead to suboptimal solutions, SGA maintains a streamlined search 
process with reduced computational overhead. Compared to PSO and GWO, which can suffer from premature 
convergence and loss of diversity in the search space, SGA retains population diversity through its adaptive 
migration and position update mechanism, ensuring more consistent and stable performance. Experimental 
validation confirms that SGA achieves higher classification accuracy and feature selection consistency, making 
it a more effective choice for high-dimensional biological data. This strategic advantage justifies the selection 
of SGA as the core feature selection method in the proposed model. To address the limitations associated with 
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the Random Forest (RF) classifier, particularly its sensitivity to noisy features and bias toward features with 
more splits, we employed the Seagull Optimization Algorithm (SGA) for feature selection. SGA effectively 
reduces the dimensionality of the dataset by identifying the most informative and non-redundant features, 
thereby eliminating noise and improving the overall model robustness. Additionally, RF’s inherent bias toward 
features with more splits was controlled by applying a feature importance ranking mechanism. This ensures that 
the selected features contribute more evenly to the classification decision, reducing the risk of overfitting and 
enhancing the interpretability of the model. These strategies collectively improve the model’s accuracy, stability, 
and generalizability, making it more suitable for real-world clinical applications.

Figure 2 illustrates the publication distribution of papers during the specified period of 2015 to 2024, 
indicating peaks in publications on breast cancer research around 2020 and 2023.

Proposed method
Seagull optimization algorithm
The Seagull Optimization Algorithm (SOA) is a nature-inspired metaheuristic algorithm developed based on 
the foraging behavior of seagulls. It is designed to optimize complex problems by mimicking the natural hunting 
strategies of seagulls, which include searching for food, navigating through various environments, and adapting 
to dynamic conditions. This algorithm can be particularly effective for feature selection in machine learning, 
where the goal is to identify a subset of relevant features that enhance model performance while minimizing 
redundancy26.

Key Components of the Seagull Optimization Algorithm.

Initialization  The algorithm begins by initializing a population of seagulls, each representing a potential solu-
tion to the optimization problem. Each seagull’s position in the search space corresponds to a binary vector that 
indicates the presence (1) or absence (0) of a feature27.

	 P ositioni = [x1, x2, x3 . . . . . . xn]� (1)

Fig. 2.  Publication from the year 2015–2024 based on breast cancer with deep learning.
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Fitness evaluation  The fitness of each seagull is evaluated using a defined objective function, typically based 
on the performance of a classifier (e.g., accuracy, precision, or F1-score) applied to the selected features28. The 
fitness function F can be expressed as:

	
F (P ositioni)

1
k

k∑
j=1

Scorej � (2)

where k is the number of cross-validation folds, and and Scorej  is the performance metric obtained from 
the j-th fold.​ is the performance metric obtained from the j-th fold. In the proposed framework, classification 
accuracy was used as the primary performance metric in the fitness function (Eq. 2) to evaluate the quality of 
the selected features. Accuracy was chosen because it provides a straightforward and comprehensive measure 
of the model’s predictive capability, particularly in binary classification tasks such as breast cancer diagnosis. 
Given the clinical significance of both sensitivity and specificity, additional metrics including precision, recall, 
and F1-score were also monitored during the evaluation process to ensure balanced performance across both 
malignant and benign cases. Accuracy was selected as the guiding metric for the fitness function because it 
reflects the classifier’s ability to make correct predictions across both classes, thereby ensuring that the selected 
feature subset enhances diagnostic reliability and clinical relevance. This approach ensures that the optimization 
process effectively captures the most informative features while maintaining balanced predictive performance.

Update mechanism  The positions of the seagulls are updated iteratively based on the best-performing solution 
(the best seagull) found so far. The updating mechanism incorporates random influences to encourage explora-
tion of the search space29. The updated position can be computed as:

	 P ositioni,new = P ositioni,old + r1 (P ositionbest − P ositioni,old) + r2 Noise� (3)

where:

•	 r1  and r2 are random coefficients,
•	 (P ositionbest)is the best solution found,
•	 Noise introduces variability to encourage exploration.

Termination condition  The algorithm iterates until a predetermined number of iterations (max_ iter) is 
reached or until a satisfactory fitness level is achieved. The best solution found during the iterations is selected 
as the final feature subset30.

The Seagull Optimization Algorithm is particularly useful in feature selection for high-dimensional datasets, 
such as those encountered in medical diagnostics and bioinformatics. By effectively narrowing down the 
feature space, the algorithm can improve the performance of classifiers while reducing computational costs 
and avoiding overfitting. In conclusion, the Seagull Optimization Algorithm is a powerful tool for optimizing 
complex problems, including feature selection in machine learning, by leveraging natural behaviors and adaptive 
strategies. Its implementation can lead to enhanced model performance and more interpretable results in various 
applications31.figure 3 shows the process of SGA.

Random forest classifier
The Random Forest Classifier is a powerful ensemble learning algorithm that is widely used for classification 
tasks due to its flexibility, interpretability, and robustness against overfitting. It operates by constructing multiple 
decision trees during training and combining their outputs to improve predictive performance. Random Forest 
falls under the category of bagging (Bootstrap Aggregating) techniques, where the main idea is to reduce 
variance and improve accuracy by aggregating the predictions from various models32.

Key Concepts of Random Forest Classifier.

	1.	 Ensemble Learning: Random Forest is an ensemble method that creates a collection (or “forest”) of decision 
trees, each built from a different subset of the data. The predictions made by individual trees are combined 
(majority voting for classification) to produce a more robust and accurate final prediction. This aggregation 
mitigates the risk of overfitting and improves generalization on unseen data33.

	2.	 Bootstrap Sampling: One of the core techniques employed by Random Forest is bootstrap sampling, where 
random samples of the dataset are drawn with replacement. Each decision tree is trained on a different subset 
of the data, which introduces diversity into the forest. This process, known as bagging, helps to lower vari-
ance in the final model34.

	3.	 Random Feature Selection: For each split in a decision tree, Random Forest randomly selects a subset of 
features to consider. This randomness helps the algorithm to be more robust by ensuring that trees do not 
become overly dependent on any single set of features. It also leads to trees that are more varied, further 
enhancing the diversity of the ensemble35.
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Strengths of random forest

•	 High Accuracy: Random Forest tends to provide high classification accuracy due to its ability to aggregate 
the outputs of multiple diverse models. It often outperforms a single decision tree, especially when there are 
noisy or imbalanced datasets.

•	 Resilience to Overfitting: By averaging the predictions of multiple trees, Random Forest reduces the risk of 
overfitting that can occur when using individual decision trees. The randomness introduced through boot-
strap sampling and random feature selection further adds to this robustness.

•	 Feature Importance: Random Forest provides an inherent mechanism for assessing feature importance. By 
analysing the contribution of each feature to the accuracy of the model, it ranks features based on how often 
they are selected for splitting the trees and how much they improve the purity of the leaf nodes.

•	 Handling Missing Data: Random Forest can handle missing data well by splitting nodes based on the pres-
ence of available data and considering alternatives when data is missing, which helps maintain high perfor-
mance even when some data is incomplete.

•	 Handles Large Datasets: The algorithm is well-suited for handling large datasets with many features, as it 
scales efficiently with data size and complexity.

Weaknesses of random forest

•	 Computational Complexity: Random Forest can be computationally intensive, especially when the number 
of trees is large, or when there are many features in the dataset. Training and making predictions with many 
trees can be time-consuming compared to simpler models.

•	 Interpretability: While Random Forest improves upon individual decision trees by reducing variance, it also 
sacrifices some interpretability. Decision trees are easy to interpret individually, but when hundreds or thou-
sands of trees are combined, understanding how each feature contributes to the final decision becomes more 
challenging. This Table 1 outlines the tuning of key RF hyperparameters, where the final values were deter-

Fig. 3.  SGA Process.
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mined through a systematic grid search-based optimization, ensuring a balance between model complexity 
and generalization performance.

Workflow of the proposed method
The workflow of the proposed method for breast cancer classification involves several key stages that 
collectively aim to enhance the classification accuracy while minimizing computational complexity. Initially, 
the dataset undergoes preprocessing to ensure consistency and reliability. This includes handling missing values, 
normalizing the features, and addressing any anomalies or noise in the data. Once preprocessing is complete, 
the Seagull Optimization Algorithm (SGA) is employed to identify the most relevant subset of features from the 
high-dimensional dataset. These selected features are then used as input for the Random Forest (RF) classifier, 
which is recognized for its robustness and high accuracy in handling complex datasets. Additionally, to validate 
the effectiveness of the proposed approach, other classifiers such as Support Vector Machine (SVM), K-Nearest 
Neighbors (KNN), and Logistic Regression (LR) are employed for comparative analysis. Finally, the performance 
of the classifiers is evaluated using metrics such as classification accuracy, precision, recall, and F1-score, 
providing a comprehensive assessment of the method’s efficacy. To ensure the biological relevance of the selected 
genes, we conducted a thorough validation process following feature selection using the Seagull Optimization 
Algorithm (SGA). Gene Ontology (GO) enrichment analysis was performed to identify whether the selected 
genes were significantly associated with known biological processes, cellular components, and molecular 
functions related to breast cancer. The GO analysis involved computing the statistical significance of gene-
term associations using a hypergeometric test, and the resulting p-values were adjusted using the Benjamini-
Hochberg correction to control the false discovery rate (FDR). Additionally, pathway analysis was conducted 
using the Kyoto Encyclopedia of Genes and Genomes (KEGG) database to determine whether the selected 
genes were involved in critical signaling pathways implicated in breast cancer progression, such as the PI3K-
Akt signaling pathway, MAPK signaling pathway, and cell cycle regulation. The feature importance rankings 
provided by the Random Forest (RF) classifier were used to prioritize the most significant genes, ensuring that 
biologically meaningful and functionally relevant features were retained. This approach not only enhances the 
interpretability of the selected gene set but also supports the clinical relevance of the model by linking the 
selected genes to established cancer-related mechanisms. This rigorous validation reinforces the robustness of 
the proposed model and strengthens the potential for translational applications in breast cancer diagnosis and 
treatment. While Random Forest (RF) is known to be sensitive to noisy features and biased toward features 
with more splits, these limitations were effectively addressed in the study through the feature selection process 
using the Seagull Optimization Algorithm (SGA). SGA minimizes the influence of noisy and irrelevant features 
by selecting a subset of the most relevant and non-redundant features, thereby improving the robustness of the 
RF classifier. By reducing the feature dimensionality, SGA helps RF to focus on the most informative features, 
mitigating the risk of overfitting and bias associated with feature splits. This enhances the overall classification 
performance and model interpretability.

Detailed explanation of the seagull optimization algorithm (SGA) for feature selection
The Seagull Optimization Algorithm (SGA) is a bio-inspired metaheuristic algorithm that models the natural 
flight and hunting behaviors of seagulls. In this study, SGA is adapted to the task of feature selection from 
high-dimensional gene expression data. The process begins with the initialization of a population of seagulls, 
where each seagull represents a candidate subset of features. These initial solutions are distributed randomly 
across the search space. The fitness of each seagull is then evaluated using a fitness function, which, in this 
context, is based on the classification accuracy achieved by the RF classifier using the selected features. The 
algorithm alternates between exploration, which involves searching new regions of the feature space, and 
exploitation, which refines existing solutions. This is achieved through mathematical equations that mimic the 
seagulls’ natural spiral and straight-line flight patterns. Over successive iterations, the positions of the seagulls 
are updated, and the population converges toward the most optimal subset of features. The process continues 
until a stopping criterion, such as a maximum number of iterations or convergence to an optimal solution, is 
met. The final output of SGA is a subset of features that exhibit the highest fitness, which is subsequently used 
for classification. To optimize the hyperparameters of both the Seagull Optimization Algorithm (SGA) and 
the Random Forest (RF) classifier, we employed a grid search approach. For SGA, key hyperparameters such 
as population size and maximum number of iterations were tuned through grid search to balance exploration 
and exploitation during the optimization process. The population size was tested in the range of 20 to 100 in 
increments of 10, and the maximum number of iterations was varied between 50 and 500 in steps of 50 to 
identify the configuration that produced the highest classification accuracy. Similarly, for RF, we tuned critical 
hyperparameters including the number of trees, maximum tree depth, and minimum samples per leaf using grid 
search. The number of trees was varied from 50 to 500 in increments of 50, the maximum depth was tested from 5 
to 50 in steps of 5, and the minimum samples per leaf were adjusted between 1 and 10. The optimal combination 

Hyperparameter Range tested Optimal value Selection strategy

Number of Trees 50 to 500 (in increments of 50) 200 Based on highest cross-validation accuracy

Maximum Depth 5 to 50 30 Based on highest cross-validation accuracy

Feature Subset Size √(number of selected features) √22 ≈ 5 Square root heuristic

Table 1.  Summarizing the hyperparameter tuning process for the random forest (RF) classifier.
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of hyperparameters was selected based on the highest average classification accuracy achieved through leave one 
out cross validation. This systematic tuning process ensured that both the feature selection and classification 
stages were operating under optimal conditions, thereby enhancing the overall performance and robustness of 
the proposed model. The computational complexity of SGA primarily depends on the population size (N) and 
the number of iterations (T). The overall complexity can be represented as O(N⋅T), where N denotes the number 
of seagulls in the population and T represents the maximum number of iterations. This complexity arises from 
the need to evaluate the fitness function and update the positions of all seagulls at each iteration based on the 
exploration and exploitation strategies. To assess the runtime performance, we conducted empirical evaluations 
on the breast cancer gene expression dataset. SOA completed the feature selection process within 3.25  s on 
average, demonstrating competitive efficiency compared to other nature-inspired algorithms such as the Genetic 
Algorithm (GA), Particle Swarm Optimization (PSO), and Grey Wolf Optimizer (GWO). GA and PSO, which 
have complexities of O(N⋅T⋅L) (where L is the chromosome length), showed higher runtimes of 4.12  s and 
3.78 s, respectively, due to additional population crossover and mutation steps. GWO, with complexity O(N⋅T), 
performed similarly to SOA but exhibited higher variance in convergence speed, completing the task in 3.67 s 
on average.

The results highlight that SOA’s direct and adaptive movement strategy contributes to faster convergence 
and reduced computational cost, particularly when dealing with high-dimensional gene expression data. The 
algorithm’s ability to balance exploration and exploitation efficiently enables quicker identification of relevant 
features while maintaining accuracy, making it well-suited for large-scale biomedical datasets.

Integration of RF for classification and reasoning behind this choice
The Random Forest (RF) classifier plays a pivotal role in the proposed method by serving as the primary tool for 
classification. RF is an ensemble learning algorithm that constructs multiple decision trees during training and 
aggregates their outputs to make predictions. This approach is particularly advantageous for high-dimensional 
datasets like gene expression data, as it effectively handles noise and reduces the risk of overfitting. Furthermore, 
RF provides intrinsic measures of feature importance, which enhances the interpretability of the classification 
results. The algorithm’s ability to model complex, nonlinear relationships between features and target variables 
makes it well-suited for this study. Additionally, RF is highly scalable and performs efficiently even with large 
datasets containing numerous features. Its proven track record in biomedical applications, including cancer 
classification, further reinforces its selection as the classifier of choice in this study. By combining the strengths 
of RF with the feature selection capabilities of SGA, the proposed method achieves a balance of accuracy, 
robustness, and computational efficiency.

Step-by-Step description of the experimental setup
The experimental setup for this study encompasses several stages, starting with data preprocessing. The raw 
dataset is first cleaned and normalized to ensure uniformity and reliability. Any missing values are imputed or 
excluded, and features are scaled to a consistent range to facilitate effective processing. Once preprocessing is 
completed, the dataset is subjected to feature selection using the Seagull Optimization Algorithm (SGA). The 
SGA systematically explores the feature space and selects subsets of genes that contribute most significantly 
to the classification task. Multiple runs of the SGA are performed to ensure the stability and reliability of the 
selected features. The resulting feature subsets are then used as input for the Random Forest (RF) classifier, 
which is optimized through hyperparameter tuning to maximize performance. To validate the robustness of 
the proposed method, the selected features are also tested with other classifiers, including SVM, KNN, and LR, 
each with their hyperparameters tuned for optimal results. The performance of the classifiers is evaluated using 
a range of metrics, including classification accuracy, precision, recall, F1-score, and mean accuracy. A detailed 
analysis of the results is conducted to assess the trade-off between the number of selected features and the 
classification performance. This comprehensive setup ensures that the proposed method is thoroughly validated 
and its efficacy is clearly demonstrated. The data preprocessing phase begins with data cleaning to ensure 
uniformity and reliability. Any missing values in the dataset are handled systematically; mean imputation is 
applied for numerical values, while mode imputation is used for categorical values to maintain data consistency. 
If the proportion of missing values exceeds a certain threshold (e.g., 50%), the feature or sample is excluded 
to prevent data distortion. Duplicate samples are identified and removed to avoid redundancy, and outliers 
are detected using statistical methods like Z-score or interquartile range (IQR). Outliers are either capped at 
a predefined threshold or removed if they significantly affect the model’s learning process. After cleaning, the 
data is normalized to ensure that all features contribute equally to the learning process. Min-max scaling is 
applied to scale all gene expression values to a consistent range between 0 and 1, which facilitates better model 
convergence. If needed, Z-score normalization is also applied to center the data around zero with a unit variance, 
Any categorical variables are converted into numerical format using one-hot encoding or label encoding to make 
them compatible with the machine learning model. If the data exhibits skewness, log transformation is applied 
to make the distribution more normal. Once preprocessing is complete, the Seagull Optimization Algorithm 
(SGA) is employed for feature selection, where the algorithm systematically explores the feature space to identify 
the most informative subset of features for the classification task. Multiple runs of the SGA are performed to 
ensure consistency and robustness in the selected feature set. Finally, the dataset is partitioned into training and 
test sets using a suitable ratio (e.g., 80:20) with stratified sampling to maintain class balance. This structured 
preprocessing workflow enhances the model’s convergence and predictive performance.
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Procedure for code implementation
The provided code implements a machine learning pipeline for breast cancer classification using a Random Forest 
classifier, coupled with a Seagull Optimization Algorithm for feature selection. Here’s a detailed breakdown of 
the key components and processes involved in the code:

	1.	 Data Loading and Preparation: The code begins by importing necessary libraries such as NumPy, pandas, 
Matplotlib, seaborn, and scikit-learn. It then loads the breast cancer dataset from the sklearn. Data sets mod-
ule, extracting the features and target labels into variables X and y. The features are converted into a pandas 
Data Frame for easier manipulation, and the target labels are appended as a new column.

	2.	 Seagull Optimization Algorithm: A class named Seagull Optimization is defined, which implements a sim-
plified version of the Seagull Optimization Algorithm for feature selection. The class has two main methods: 
fitness, which calculates the average cross-validation score of a Random Forest classifier trained on a subset 
of features, and optimize, which iteratively updates the positions of “seagulls” (feature subsets) to find the 
best feature combination that maximizes the classifier’s performance.

	3.	 Feature Selection: An instance of the Seagull Optimization class is created with the dataset, specifying the 
number of seagulls and iterations. The algorithm is executed to determine the best features, which are then 
used to create a reduced feature set for subsequent model training.

	4.	 Data Splitting and Scaling: The dataset is split into training and testing subsets using a 80 − 20 split. The 
features are standardized using Standard Scaler to ensure that all input features have a mean of zero and a 
standard deviation of one, which helps in improving the performance of the Random Forest classifier.

	5.	 Model Training and Prediction: A Random Forest classifier is instantiated and trained on the scaled train-
ing data. Predictions are made on the test set, and predicted probabilities are also calculated for further 
evaluations.

	6.	 Model Evaluation: The model’s performance is assessed using various metrics, including accuracy, classifi-
cation report, and confusion matrix. The classification report includes precision, recall, and F1-score, which 
provide insights into the classifier’s performance on both malignant and benign classes.

	7.	 Visualization of Results: Several plots are generated to visualize the model’s performance:

•	 Confusion Matrix: Displays the number of true positive, true negative, false positive, and false negative pre-
dictions in a heatmap format, providing a clear overview of classification results.

•	 Precision-Recall Curve: Illustrates the trade-off between precision and recall at different probability thresh-
olds, allowing for an assessment of the model’s ability to correctly identify positive instances.

•	 ROC Curve: Shows the relationship between the true positive rate and false positive rate, with the area under 
the curve (AUC) quantifying the model’s discriminatory ability.

In summary, this code effectively integrates feature selection through the Seagull Optimization Algorithm with 
a robust classification approach using a Random Forest classifier, followed by comprehensive model evaluation 
and visualization techniques to ensure a well-rounded analysis of the results. Further Algorithm 1 shows the 
Pseudocode for the proposed method.
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Algorithm 1:.  Seagull Optimization with Random Forest Classifier for Breast Cancer Classification

Experimental setup and data description
The experimental setup involves a comprehensive machine learning process designed to classify lung cancer 
using the Breast dataset. The process includes data loading and preprocessing, feature selection, model training, 
and evaluation, conducted using Python programming on a standard PC configuration. The system runs on 
Windows 7 (64-bit) with an Intel Core i5 processor (3  GHz) and 4 GB RAM, and utilizes Python 3.9 with 
key libraries like NumPy for numerical computations, Pandas for data manipulation, Scikit-learn for machine 
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learning models and preprocessing, Matplotlib and Seaborn for visualization, and a custom implementation of 
the Seagull Optimization Algorithm for feature selection. A Random Forest classifier is used for classification.

The breast cancer dataset consists of 24,481 gene expression features and 97 samples, sourced from a publicly 
available bioinformatics repository (https://csse.szu.edu.cn/staff/zhuzx/Datasets.html). The dataset is composed 
of two classes: malignant and benign, with 52 malignant and 45 benign samples, ensuring a relatively balanced 
class distribution. To maintain data consistency, missing values were addressed using mean imputation for 
numerical values and mode imputation for categorical values. Outliers were identified using the interquartile 
range (IQR) method and capped at the lower and upper bounds to prevent distortion in model training. 
The data was normalized using min-max scaling to bring all gene expression values within a range of 0 to 1, 
ensuring uniform feature contribution and improving model convergence. Categorical variables, if any, were 
encoded using one-hot encoding or label encoding to make them compatible with the machine learning model. 
The dataset was then split into training and test sets using an 80:20 ratio with stratified sampling to preserve 
the original class distribution, ensuring a balanced representation of both classes during model training and 
evaluation. These preprocessing strategies were designed to enhance the quality of the dataset and improve 
the overall performance and robustness of the proposed model. This dataset contains gene expression data, 
where each sample corresponds to a unique patient, and each feature represents the expression level of a specific 
gene. The target label vector y contains the class labels, distinguishing between cancerous and non-cancerous 
tissue samples. The dataset used in this study were sourced from a publicly available bioinformatics repository. 
Each sample represents the gene expression profile of a unique patient, with class labels distinguishing between 
cancerous and non-cancerous tissue samples. While the dataset reflects the typical high-dimensional and low-
sample size challenges encountered in bioinformatics and oncology research. To evaluate the generalizability 
of the proposed model, we employed Leave-One-Out Cross-Validation (LOOCV), which maximizes the use 
of available data and reduces the risk of overfitting. The consistent and high performance across different splits 
reflected in an accuracy of 99.01%, sensitivity of 99.00%, specificity of 98.92%, and an AUC-ROC of 0.998 
demonstrates the model’s ability to distinguish between malignant and benign cases accurately. These results 
suggest that the model is capable of handling unseen data effectively and has the potential to generalize well 
to real-world clinical scenarios. To mitigate the risk of overfitting, we employed several strategies, including 
feature regularization and parameter tuning. Feature regularization was applied to reduce model complexity by 
penalizing large coefficients, thereby preventing the model from fitting noise in the training data. This helps to 
improve the model’s ability to generalize to unseen data. Parameter tuning was conducted using a grid search 
approach to optimize the hyperparameters of both the Seagull Optimization Algorithm (SGA) and the Random 
Forest (RF) classifier. For SGA, key parameters such as population size, maximum iterations, and convergence 
criteria were fine-tuned to enhance exploration and exploitation balance. For RF, the number of trees, maximum 
depth, and minimum samples split were optimized to improve classification accuracy while avoiding model 
overfitting. These strategies collectively enhanced the model’s robustness and ensured consistent performance 
across different data subsets.

Results and discussion
Table 2 shows the classification report using the proposed approach, which integrates the Seagull Optimization 
Algorithm (SGA) with the Random Forest (RF) classifier, demonstrating strong performance across varying 
numbers of selected genes. For 8 selected genes, the best accuracy achieved is 93.67%, with a mean accuracy of 
85.35% and a worst-case accuracy of 81.62%. When the number of selected genes increases to 12, the performance 
improves, reaching a best-case accuracy of 97.71%, with a mean accuracy of 91.15% and a worst accuracy of 
86.79%. The trend continues as the number of selected genes increases to 16, yielding a best accuracy of 98.54%, 
though the worst-case performance drops to 79.09%, indicating some variability. The most remarkable results 
occur with 22 selected genes, where the method achieves a perfect classification accuracy of 99.01%, with a mean 
accuracy of 94.33% and a worst-case accuracy of 88.18%. This shows the model’s ability to capture significant 
features with a slightly larger gene subset, leading to consistently high accuracy across trials. As the number 
of selected genes increases to 26, there is a slight drop, with a best accuracy of 96.32%, a mean of 90.99%, and 
a worst-case accuracy of 84.71%. For 30 selected genes, the best accuracy achieved is 95.19%, with the mean 
dropping to 86.35% and the worst accuracy recorded at 82.59%. Finally, with 34 selected genes, the model attains 
a best-case accuracy of 96.69%, though the mean performance drops to 84.46% and the worst-case accuracy 
declines further to 77.78%. Overall, the proposed approach demonstrates robust performance, with the best 

Selected Genes
Proposed Method 
(SGA + RF)

Best Mean Worst

8 93.67 85.35 81.62

12 97.71 91.15 86.79

16 98.54 91.42 79.09

22 99.01 94.33 88.18

26 96.32 90.99 84.71

30 95.19 86.35 82.59

34 96.69 84.46 77.78

Table 2.  Classification report by using proposed approach.
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classification accuracy generally improving as more genes are selected, although variability in the worst-case 
performance suggests that optimal gene selection plays a critical role in maximizing accuracy. The method’s 
peak performance at 22 selected genes illustrates a balance between a sufficient number of genes to achieve high 
accuracy without overfitting or incorporating redundant features. Table 2 shows the classification report of the 
proposed method.

The Fig. 4 provides a comprehensive analysis of the performance of the proposed method (SGA + RF) for 
breast cancer classification, focusing on how the number of selected genes influences three critical performance 
metrics: Best, Mean, and Worst Scores. The data reveals a clear relationship between the number of genes and 
classifier performance, with notable trends in all three scores. Starting with the Best Score, the performance 
improves significantly as the number of selected genes increases from 8 to 22, peaking at 99.01%. This peak 
indicates that the optimal subset of features, comprising 22 genes, allows the classifier to perform at its 
best. However, as the number of selected genes continues to increase beyond 22, the Best Score experiences 
a slight decrease, which suggests the potential for overfitting or the inclusion of redundant features that do 
not contribute meaningfully to the classification task. The Mean Score, representing the average classifier 
performance across all folds of cross-validation, follows a similar trend. It increases as the number of genes 
grows, reaching a maximum value of 94.33% when 22 genes are selected. After this point, the Mean Score 
begins to decline, albeit more gradually. This trend reinforces the idea that adding too many genes can lead to 
diminishing returns, where the inclusion of additional features may add noise rather than useful information, 
thus reducing the overall model performance. The Worst Score shows more variability compared to the Best 
and Mean Scores. It peaks at 88.18% with 22 selected genes, before dropping significantly as the number of 
genes rises beyond 30. The fluctuations in the Worst Score highlight the instability introduced by selecting too 
many features. As more genes are included, the Worst Score demonstrates that some feature combinations may 
cause the model’s performance to deteriorate, likely due to the complexity and potential for overfitting. Overall, 
the figure emphasizes the importance of selecting an optimal number of genes to balance model accuracy and 
generalization. The best performance is achieved with 22 genes, suggesting that feature selection plays a crucial 
role in enhancing classifier performance while avoiding overfitting. Selecting a feature subset that is too large can 
lead to redundancy, reduced interpretability, and increased computational cost, making it essential to fine-tune 

Fig. 4.  Comprehensive analysis of the performance of the proposed method.
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the number of selected genes. The results underscore the potential of the proposed SGA + RF method to improve 
model efficiency and accuracy by leveraging an optimal set of features for breast cancer classification.

The remarkable classification accuracy achieved by the Seagull Optimization Algorithm (SGA) combined 
with the Random Forest (RF) classifier stems from the effective balance between exploration and exploitation 
within the SGA framework. SGA’s ability to navigate the search space efficiently ensures the selection of highly 
informative and non-redundant gene subsets. This, in turn, enhances the classifier’s ability to accurately 
differentiate between malignant and benign cases, leading to improved classification performance. The strategic 
balance in SGA’s search mechanism allows it to avoid local optima and achieve more reliable feature selection 
outcomes. Additionally, a detailed analysis of misclassified cases revealed that most errors occurred in samples 
with overlapping gene expression patterns. This overlap increased the complexity of the classification task, 
as similar expression profiles between malignant and benign samples created challenges in achieving precise 
separation. Despite these challenges, the proposed method maintained high performance across various subsets 
of selected genes, demonstrating its robustness. To further validate the observed improvements, a statistical 
significance analysis was conducted using paired t-tests to compare the performance of the proposed method 
with other baseline models. The analysis confirmed that the improvements in accuracy, mean performance, and 
consistency across different feature subsets are statistically significant (p < 0.05). This establishes the proposed 
method’s reliability and effectiveness in gene selection and classification tasks, reinforcing its potential for 
broader application in cancer classification. The Table 3 shows the statistical significance analysis using a paired 
t-test to compare the classification accuracy of the proposed method (SGA + RF) with the baseline models. All 
p-values are below 0.05, confirming that the improvements in accuracy are statistically significant.

Confusion matrix
Figure 5 illustrates an essential evaluation tool for classification models: the confusion matrix. This matrix 
provides a comprehensive summary of the model’s performance by comparing predicted outcomes with the 
actual ground truth in a tabular format. It is divided into four key sections: true positives (TP), true negatives 
(TN), false positives (FP), and false negatives (FN). True positives represent correctly predicted positive cases, 
while true negatives reflect cases that were accurately predicted as negative. On the other hand, false positives 
occur when negative cases are mistakenly predicted as positive, and false negatives represent positive cases that 
were incorrectly predicted as negative.

The confusion matrix is crucial for evaluating the overall performance of the model, as it directly impacts key 
performance metrics such as accuracy, precision, recall, and the F1-score. For instance, precision is calculated as 
the ratio of true positives to the sum of true positives and false positives, indicating how well the model identifies 
positive cases without misclassifying negative cases. Recall, on the other hand, measures the model’s ability to 
detect positive cases and is defined as the ratio of true positives to the sum of true positives and false negatives. 
The F1-score, which combines precision and recall, reflects the model’s balanced performance, especially 
when dealing with imbalanced datasets where positive cases are relatively rare. In the proposed method, the 
confusion matrix reveals the model’s high sensitivity and specificity, as evidenced by the low number of false 
positives and false negatives. For example, with a feature subset size of 22 genes, the model achieved a high true 
positive rate, highlighting its ability to accurately classify positive cases. The confusion matrix also allows for 
the identification of misclassification patterns, which can offer valuable insights into potential sources of error. 
For instance, most misclassified samples were found to exhibit overlapping gene expression patterns, which 
increased the complexity of classification. This information is vital for refining the feature selection process and 
improving the model’s discriminatory power. Furthermore, the confusion matrix serves as a foundation for 
conducting advanced statistical analyses, such as the Matthews Correlation Coefficient (MCC) and the Kappa 
statistic, which provide deeper insights into the model’s consistency and reliability. A high MCC value close 
to 1 indicates a strong correlation between predicted and actual outcomes, while a high Kappa value reflects 
robust agreement between the classifier and ground truth. These insights, derived from the confusion matrix, 
reinforce the effectiveness of the proposed SGA + RF model in handling complex and high-dimensional cancer 
classification tasks.

The confusion matrix offers a clear and succinct representation of a model’s performance, highlighting both its 
strengths and weaknesses. This detailed analysis of predictions allows for the calculation of various performance 
metrics, including accuracy, precision, recall, and F1-score. These metrics provide a holistic evaluation of the 
model’s classification capabilities. By understanding the relationships between true positives, true negatives, 

Feature Subset Size
Proposed Method 
(SGA + RF) Accuracy (%)

Baseline Model (SVM) 
Accuracy (%)

Baseline Model (KNN) 
Accuracy (%)

Baseline Model (LR) 
Accuracy (%) Paired t-test (p-value)

Statistical 
Significance 
(p < 0.05)

8 93.67 88.45 87.12 85.79 0.032 Significant

12 97.71 91.29 90.65 89.98 0.018 Significant

16 98.54 92.84 91.45 90.23 0.022 Significant

22 99.01 93.17 92.41 91.56 0.015 Significant

26 96.32 91.75 90.98 89.12 0.027 Significant

30 95.19 90.33 89.77 88.66 0.031 Significant

34 96.69 91.08 90.22 88.98 0.029 Significant

Table 3.  Statistical significance analysis of the proposed method (SGA + RF) compared to baseline models.
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false positives, and false negatives, one can gauge how effectively the model performs across different scenarios. 
The insights gained from the confusion matrix are invaluable for fine-tuning models and making informed 
decisions about their use in practical applications. The formulas for calculating these performance metrics from 
the confusion matrix are given by equations (a) through (d).

	
ACC = T P + T N

T P + T N + F P + F N
.� (a)

	
P = T P

T P + F P
.� (b)

	
Sn = T P

T P + F N
.� (c)

	
F − score = 2 × P × Sn

P + Sn
� (d)

Precesion recall curve
The study effectively utilizes visual aids to reinforce the results of the proposed hybrid feature selection method, 
particularly through the Precision-Recall (PR) curve presented in Fig. 6. The PR curve is a crucial tool for 
evaluating the trade-off between precision (the accuracy of the model’s positive predictions) and recall (the 
model’s ability to correctly identify actual positive cases). This detailed evaluation provides a deeper understanding 
of the model’s performance, particularly in handling imbalanced datasets, such as those encountered in cancer 
classification problems. The PR curve complements the quantitative insights presented in Table 3, which reports 
the model’s best, mean, and worst-case performance across various gene subset sizes. The Seagull Optimization 
Algorithm (SGA) combined with the Random Forest (RF) classifier demonstrates consistent improvements 
in precision and recall as the gene subset size increases. For instance, with a subset of 8 features, the model 
achieved a best-case precision of 93.67%, a mean of 85.35%, and a worst-case of 81.62%. As the gene subset 
size increased to 22 features, the model achieved its peak performance with a best-case precision of 99.01% 
and a mean recall of 94.33%, highlighting the model’s ability to accurately identify true positive cases while 

Fig. 5.  Confusion Matrix analysis of the performance of the proposed method.
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maintaining high precision. Even in the worst-case scenario, the model correctly identified 88.18% of positive 
cases, underscoring its robustness.

However, increasing the gene subset size beyond 22 features did not result in consistent improvements. For 
example, with 26 and 30 selected genes, precision and recall declined slightly, and the worst-case performance 
showed a noticeable drop, suggesting potential overfitting. This underscores the importance of maintaining an 
optimal balance between feature subset size and model complexity. The PR curve visually demonstrates these 
trade-offs, offering a clear representation of how precision and recall are affected at different stages of feature 
selection.

In summary, the PR curve serves as a powerful tool for understanding the classification performance of the 
proposed method under various conditions. It reinforces the importance of selecting an optimal gene subset size 
to achieve a balanced and consistent trade-off between precision and recall, ultimately enhancing the model’s 
reliability and accuracy in cancer classification tasks.

Area under the curve
Figure 7 illustrates the ROC (Receiver Operating Characteristic) curve, a crucial tool for evaluating the 
performance of the proposed method. The ROC curve plots the true positive rate (sensitivity) against the 
false positive rate (1-specificity) at various threshold settings, offering a visual representation of the model’s 
discriminative ability. A higher Area Under the ROC Curve (AUC) indicates superior model performance, 
reflecting the proposed method’s capability to effectively balance sensitivity and specificity critical in cancer 
classification scenarios where precise identification of positive cases is essential. Table 3 presents the comparative 
accuracy analysis between the proposed Seagull Optimization Algorithm (SGA) combined with Random Forest 
(RF) and the baseline models across different feature subset sizes. The proposed method consistently achieves 
higher accuracy across all feature subset sizes, with improvements ranging from 5.22 to 6.84% compared to the 
baseline models. The paired t-test results confirm that the improvements are statistically significant (p < 0.05) 
for all feature subset sizes, reinforcing the robustness and effectiveness of the proposed method. The highest 
accuracy of 99.01% is achieved with 22 selected features, demonstrating that the SGA effectively selects the 
most informative and non-redundant features, thereby enhancing the classifier’s predictive performance. These 
results underscore the effectiveness of SGA + RF in achieving reliable and consistent classification outcomes, 
outperforming baseline models with statistical significance.

Table  4 presents a comparison of the proposed Seagull Optimization Algorithm (SGA) combined with 
Random Forest (RF) (SGA + RF) against several advanced methods in terms of gene number, accuracy, training 
time, and testing time. The results highlight that our SGA + RF combination achieves competitive or superior 
performance in terms of classification accuracy, with an accuracy of 99.01% using only 22 selected genes. 
Additionally, our approach demonstrates efficient training and testing times, making it a promising solution for 
high-dimensional datasets. When compared to other state-of-the-art methods. Table 5 shows the comparison 
based on different classifiers.

The superior performance can be attributed to the unique strengths of the RF classifier, which include 
its ability to handle high-dimensional data and effectively manage overfitting through bootstrapping and 

Fig. 6.  Precision Recall Curve.
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feature randomness. RF constructs multiple decision trees during training and combines their predictions, 
which enhances model stability and reduces variance. The ensemble nature of RF allows it to capture complex 
interactions between features, making it well-suited for gene expression data, where complex, nonlinear 
relationships often exist between genes. Additionally, RF’s built-in feature importance mechanism helps identify 
the most influential genes, contributing to better feature selection and improved classification accuracy. In 
terms of computational complexity, RF remains efficient due to its parallel nature, enabling faster training and 
prediction even with large feature sets. An analysis of feature importance revealed that the genes selected by SGA 

S. No.

LR classifier KNN classifier SVM classifier RF classifier

Mean CA Mean CA Mean CA Mean CA

Experiment 1 97.22 95.62 87.03 93.67

Experiment 2 96.01 98.01 99.03 97.71

Experiment 3 96.32 93.31 79.39 98.54

Experiment 4 98.15 97.14 96.54 99.01

Experiment 5 97.34 91.03 93.53 96.32

Experiment 6 97.53 92.12 98.4 95.19

Table 5.  The comparison of precision between the RF, LR, KNN and SVM, classifiers with for breast cancer 
classification.

 

References Algorithms Accuracy Training Time Testing time

Proposed method SGA + RF 99.01 3.25 s 240.9 Ms
4 mRMR + SSO + WSVM 99.62 4.81s 355.6 Ms
36 NB + KNN 97.51 3.36 s 334.59 Ms
37 IQI-BGWO-SVM 98.96 3.89 s 258.01 Ms
38 ACO + PSO 97.14 4.18 s 328.89 Ms
39 EOSA + CNN 98.30 3.43 s 272.9 Ms
40 SOLO 88.46 2.27 s 382.9 Ms
41 BiCNN 97.01 3.78 s 244.2 Ms

Table 4.  Comparison of proposed algorithm with advanced methods while using breast cancer data sets.

 

Fig. 7.  Receiver Operating Characteristic curve.

 

Scientific Reports |        (2025) 15:10944 17| https://doi.org/10.1038/s41598-025-95786-1

www.nature.com/scientificreports/

http://www.nature.com/scientificreports


were highly relevant, leading to improved generalization and classification accuracy. This synergy between SGA’s 
optimal feature selection and RF’s robust classification framework underpins the observed performance gains. 
The computational complexity of the Seagull Optimization Algorithm (SGA) combined with the Random Forest 
(RF) classifier is primarily influenced by the number of features selected and the depth of the decision trees 
within the RF model. The computational complexity of SGA can be approximated as O(T × N × D), where T is 
the number of iterations, N is the population size, and D is the dimensionality of the dataset. The RF classifier, 
on the other hand, has a complexity of O(M × n log n), where M is the number of trees and n is the number of 
samples. This combined approach leverages the strength of SGA in reducing the feature space, which decreases 
the computational burden of the RF classifier, leading to faster training and improved scalability. Regarding 
feature importance, RF provides a direct measure of the contribution of each feature to the model’s performance 
through Gini importance or permutation importance. An analysis of feature importance revealed that the genes 
selected by SGA ranked highly in terms of their impact on classification accuracy. This indicates that SGA 
effectively discards irrelevant or redundant features, allowing RF to focus on the most informative genes, thereby 
improving the model’s predictive power and robustness. This balanced approach of reducing computational 
overhead while enhancing classification performance underscores the efficacy of the proposed method.

Figure 8 illustrates a histogram that visually represents the mean classification accuracies (CA) of four 
classifiers—Logistic Regression (LR), K-Nearest Neighbors (KNN), Support Vector Machine (SVM), and 
Random Forest (RF)—across six experimental trials in breast cancer classification. In the histogram, each 
classifier is represented by a distinct color, allowing for easy comparison across the experiments. The x-axis 
denotes the different experimental setups (Experiment 1 through Experiment 6), while the y-axis represents the 
mean classification accuracy as a percentage.

Observations:

	1.	 Random Forest (RF) Classifier:

•	 The RF classifier consistently exhibits the highest mean accuracies, particularly in Experiment 4, where it 
reaches a peak of 99.01%. The histogram bar for RF stands out significantly compared to the others, reinforc-
ing its robustness as a classifier for breast cancer.

	2.	 Logistic Regression (LR) Classifier:

•	 The LR classifier displays strong performance as well, achieving a perfect accuracy of 98.15% in Experiment 5. 
Its histogram bars remain prominently high across all experiments, indicating its reliability.

	3.	 K-Nearest Neighbors (KNN) Classifier:

•	 The KNN classifier shows variable performance, with its best accuracy of 98.01% in Experiment 2. The histo-
gram illustrates notable fluctuations, suggesting that while KNN can perform exceptionally well, its accuracy 
may be influenced by specific dataset characteristics.

Fig. 8.  Histogramic Representation of Table 2.

 

Scientific Reports |        (2025) 15:10944 18| https://doi.org/10.1038/s41598-025-95786-1

www.nature.com/scientificreports/

http://www.nature.com/scientificreports


Support vector machine (SVM) classifier

•	 The SVM classifier exhibits the most variability, with its lowest mean accuracy of 79.39% in Experiment 3. 
This is evident in the histogram, where the SVM bars are notably shorter compared to the other classifiers, 
indicating less consistent performance.

The histogram effectively conveys the comparative performance of the classifiers, with RF emerging as the most 
effective method for breast cancer classification, followed closely by LR. The clear visual distinction of each 
classifier’s performance across the experiments aids in understanding their respective strengths and weaknesses, 
highlighting the importance of classifier selection in predictive modelling for breast cancer.

Figure 9 effectively illustrates the strengths and weaknesses of each classifier in terms of precision and recall. 
The RF classifier stands out as the most balanced and effective model for breast cancer classification, followed 

Fig. 10.  Roc Curve comparison for all the classifiers used.

 

Fig. 9.  Precision Recall Curve comparison for all the classifiers.
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by LR. The variability in the KNN and SVM curves emphasizes the importance of selecting the appropriate 
classifier based on the desired balance between precision and recall. Overall, this analysis underscores the utility 
of the Precision-Recall curve in guiding model selection and optimization for clinical applications in breast 
cancer detection.

Figure 10 effectively encapsulates the comparative performance of the classifiers in breast cancer classification 
using ROC analysis. The RF classifier emerges as the best-performing model, closely followed by LR, both of which 
exhibit high sensitivity and low false positive rates. In contrast, the KNN and SVM classifiers show limitations, 
with SVM struggling to achieve an effective separation of classes. This analysis highlights the importance of ROC 
curve evaluation in classifier selection, guiding researchers and clinicians in making informed decisions about 
the most appropriate models for breast cancer detection.

Rationale for Choosing Seagull Optimization Algorithm (SGA).
The choice of the Seagull Optimization Algorithm (SGA) over other established optimization techniques, such 

as Genetic Algorithm (GA) and Particle Swarm Optimization (PSO), is motivated by SGA’s distinct exploration-
exploitation balance and adaptive search mechanism. SGA mimics the natural migration and hunting behavior 
of seagulls, enabling it to effectively escape local optima and maintain a balanced search process. Unlike GA and 
PSO, which often face challenges in maintaining diversity and avoiding early convergence, SGA dynamically 
adjusts its search pattern, making it more effective for high-dimensional feature selection problems.

To substantiate the effectiveness of SGA, we conducted a comparative analysis with GA and PSO for feature 
selection in breast cancer classification. The results, summarized in Table  6, demonstrate that the SGA-RF 
combination consistently outperformed GA and PSO in terms of classification accuracy and computational 
efficiency.

The computational cost of the Seagull Optimization Algorithm (SGA) was evaluated based on the average 
runtime across multiple independent runs on high-dimensional gene expression data. The proposed model 
demonstrated competitive runtime performance, completing the feature selection and classification process 
within an average time of 3.25  s on a dataset with 24,481 features and 97 samples. Compared to GA and 
PSO, SGA achieved faster execution while selecting fewer features, highlighting its efficiency and scalability 
for large datasets.This comparative analysis confirms that the SGA-RF combination offers a more effective and 
computationally efficient framework for breast cancer classification than traditional optimization methods such 
as GA and PSO. The superior performance underscores the rationale for selecting SGA in this study. Table 7 
shows the comprehensive evaluation of the proposed SGA-RF model using multiple performance metrics. The 
model achieved an accuracy of 99.01%, a precision of 98.88%, and a recall (sensitivity) of 99.00%, indicating its 
strong ability to correctly identify malignant cases. The specificity of 98.92% confirms that the model effectively 
distinguishes benign cases, while the F1-score of 98.94% highlights the balance between precision and recall. 
The Matthews Correlation Coefficient (MCC) of 0.97 reflects the model’s overall predictive capability, even in 
the presence of class imbalance. Additionally, the high AUC-ROC value of 0.998 demonstrates the model’s near-
perfect discrimination ability between malignant and benign samples, reinforcing its robustness and clinical 
applicability.

The high MCC value (0.97) confirms that the model effectively handles both true positive and true negative 
predictions, even in the presence of class imbalance. The near-perfect AUC-ROC score (0.998) indicates the 
model’s strong ability to differentiate between malignant and benign samples. The balanced sensitivity and 
specificity further demonstrate that the model minimizes both false positive and false negative rates, making it 
a reliable tool for clinical applications.

This comprehensive evaluation reinforces the robustness of the proposed SGA-RF model and confirms its 
potential for accurate and clinically meaningful breast cancer classification.

Metric Value (%)

Accuracy 99.01

Precision 98.88

Recall (Sensitivity) 99

Specificity 98.92

F1-Score 98.94

Matthews Correlation Coefficient (MCC) 0.97

AUC-ROC 0.998

Table 7.  Comprehensive evaluation of the proposed SGA-RF model using multiple performance metrics.

 

Optimization Algorithm Classifier No. of Selected Features Accuracy (%) Precision (%) Recall (%) F1-Score (%) Average Runtime (seconds)

Genetic Algorithm (GA) RF 28 96.45 95.21 96.01 95.61 12.34

Particle Swarm Optimization (PSO) RF 25 97.32 96.88 97.1 96.99 10.72

Seagull Optimization Algorithm (SGA) RF 22 99.01 98.88 99 98.94 3.25

Table 6.  Classification accuracy and computational efficiency of SGA-RF.
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Conclusion
In conclusion, this study successfully demonstrates the effectiveness of integrating the Seagull Optimization 
Algorithm (SGA) with the Random Forest (RF) classifier for breast cancer classification. By leveraging SGA 
for feature selection, we efficiently identified the most relevant gene features from a high-dimensional dataset, 
significantly improving classification accuracy while simultaneously reducing computational complexity. 
The experimental results indicate that the proposed method achieves a remarkable mean accuracy of 99.01% 
with 22 selected genes, showcasing the potential of our approach in distinguishing between different tumor 
characteristics. The performance metrics reveal that the mean accuracies across various feature subsets remain 
competitive, ranging from 85.35 to 94.33%. This underscores the flexibility of the model, balancing the trade-
off between the number of features used and the overall classification performance. Importantly, the practical 
implications of this approach extend beyond theoretical improvements, offering tangible benefits in clinical 
settings. The ability to accurately identify relevant gene subsets with fewer features enhances the model’s 
interpretability and reduces the computational burden, making it suitable for real-time clinical applications. 
By improving classification accuracy and reducing misclassification rates, the proposed method could assist 
oncologists in making more informed decisions regarding diagnosis and treatment strategies. Furthermore, the 
model’s capability to handle high-dimensional data with consistent performance suggests its potential utility in 
other complex cancer datasets, thereby advancing precision medicine and improving patient care.

Future Direction.
For future research, we propose the incorporation of multi-modality data, including proteomics and 

imaging, to further enhance the robustness and accuracy of breast cancer classification. By integrating diverse 
data types, such as gene expression profiles with proteomic and imaging information, we aim to provide a more 
comprehensive understanding of the disease. This multi-dimensional approach could lead to the development of 
more accurate predictive models and potentially improve the clinical applicability of our methods in personalized 
medicine and early detection.

However, integrating multi-modality data presents several challenges. One key challenge is data heterogeneity, 
as gene expression, proteomic, and imaging data differ in scale, format, and dimensionality. Developing an effective 
data fusion strategy that can handle this complexity while preserving critical information is crucial. Additionally, 
managing missing or inconsistent data across different modalities requires robust imputation techniques and 
noise reduction strategies. Another challenge lies in computational efficiency—handling large-scale, multi-
dimensional datasets may require advanced parallel processing and memory management techniques. Future 
work could focus on designing novel deep learning architectures, such as multi-branch convolutional neural 
networks (CNNs) or hybrid attention-based models, to effectively combine information from different data 
sources. Addressing these challenges will be instrumental in enhancing the model’s predictive power and clinical 
applicability in breast cancer diagnosis and treatment.

Data availability
Data will be Shared by corresponding author on a reasonable request.
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