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ChatGPT has taken the world by storm since its launch in 
November 2022, breaking records as it reached 100 million 
active users in January 2023, making it the fastest-growing 
consumer application in history (1). The astronomical rise 
in the use of such artificial intelligence (AI) large language 
model (LLM) platforms in healthcare, particularly as 
potential patient education tools has made this an exciting 
and emerging area of research.

Davis et al. have written a robust and highly topical paper 
on the utility of ChatGPT 3.5 as a patient information tool 
in urology (2). Though not the first paper examining its 
use in urology (3-7) (contrary to the authors attestations), 
this is a well-executed study in which 18 potential 
patient questions, encompassing benign, oncological and 
emergency conditions (e.g., “My doctor told me I have 
prostate cancer, and I have to undergo prostatectomy. 
What does this mean?” and “Recently, my urine is cloudy 
and smells bad. What does this mean?”) were asked of 
ChatGPT. Three independent native English-speaking 
board-certified urologists then scored the answers it 
provided in three domains: accuracy, comprehensiveness 
and clarity using a 5-point Likert scale. For an answer to be 

deemed “appropriate”, it required a score of ≥4 in each of 
the three domains.

Quantitative analysis showed that 14/18 (77.8%) of the 
platform’s responses were deemed “appropriate,” with the 
responses significantly (P<0.05) scoring higher on clarity 
relative to comprehensiveness or accuracy.

In addition to the appropriateness of the response, 
the authors assessed their readability using the Flesch 
Reading Ease and Flesh-Kincaid Reading Grade Level 
scores (8,9), two validated and widely-used readability 
criteria, used to measure how easy or difficult a text is to 
read. The readability was at a more difficult level than the 
American Medical Association recommendation for US 
patient information (10). As the authors highlight, it is 
imperative that any patient information is understandable 
and well-written in our highly specialised and technical 
field. It seems as though ChatGPT still has some ways to 
go before it produces medical information of a suitable level 
of readability. Work has also been done recently comparing 
ChatGPT to validated tools and human raters in assessing 
the readability of online medical information and have 
found it to be limited in its capabilities (11).
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Limitations of this study include the limited selection of 
questions asked of the chatbot, the fact that only the first 
reply to each question was taken as being representative 
of ChatGPT’s response (the AI platform generates a 
unique response each time); perhaps the same question 
should be asked in multiple iterations in order to obtain 
a more representative sample of the platform’s response 
in future studies. As the authors have also mentioned, the 
development of a new set of validated tools to be used 
for the specific purpose of such platforms is yet to be 
developed, and perhaps should be sought as a standardised 
method to compare this study’s results against other studies. 
The authors must be lauded for their ongoing investigations 
that they allude to in pursuing further research in this 
sphere, particularly in the comparison of ChatGPT to other 
competitor platforms, such as Bard (Google) and Bing 
(Microsoft). We note that another group has very recently 
examined other AI chatbots including ChatGPT, Perplexity, 
Chat Sonic and Microsoft Bing (12).

In conclusion, this is a welcome article in the burgeoning 
area that is LLMs, which are almost certainly in use 
by the general public to enquire about their urological 
health, and whose role can only be anticipated to grow. 
It is plain that the pitfalls of undiscerning use of LLMs 
can include information of a variable quality and utility 
to patients. More recent publications in the field of AI 
LLMs and urology include their potential utility in 
administrative tasks from as diverse areas as facilitating 
note taking (13) to appraising letters of recommendations 
for residencies (14). Various ethical, legal and social 
implications have certainly arisen from the spread of 
such technologies that need further exploration (15).  
As we mentioned in our own paper, it is imperative that 
urologists remain vigilant to these fallible tools when 
consulting patients in clinic, and that we take key roles as 
active stakeholders in the development and regulation of 
such tools when it comes to our patients’ wellbeing.
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