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Abstract

Artificial intelligence has been successfully applied to numerous health care and non-

health care-related applications and its use in emergency medicine has been expand-

ing. Among its advantages are its speed in decision making and the opportunity for

rapid, actionable deduction from unstructured data with that increases with access to

larger volumes of data. Artificial intelligence algorithms are currently being applied to

enable faster prognosis and diagnosis of diseases and to improve patient outcomes.1,2

Despite the successful application of artificial intelligence, it is still fraught with limi-

tations and “unknowns” pertaining to the fact that a model’s accuracy is dependent on

the amount of information available for training the model, and the understanding of

the complexity presented by current artificial intelligence and machine learning algo-

rithms is often limited in many individuals outside of those involved in the field. This

paper reviews the applications of artificial intelligence and machine learning to acute

care research and highlights commonly used machine learning techniques, limitations,

and potential future applications.
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1 INTRODUCTION

The medical community is currently experiencing an upsurge in the

applications of machine learning and artificial intelligence research,

due in part to the ease of deployment of related algorithms to cog-

nitive, cloud-based computing platforms, made possible by major

technological firms. These techniques have been used to evaluate

issues in a range of medical disciplines including mental health, oncol-

ogy, and cardiovascular care.1,2 Artificial intelligence is a computer

science area that emphasizes the creation of intelligent machines that

have human-like working and reaction. Machine learning, a subset of

artificial intelligence, is a data analysis method that makes analytical

model building automated, based on the theory that systems can
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identify patterns, learn from data, and make decisions with minimal

to no human intervention. Machine learning algorithms can be used

to identify patterns in unstructured data through supervised or

unsupervised learning, using them as the basis for reaching reliable

conclusions. Several machine learning techniques are being used with

increasing frequency in emergency medicine, with specific techniques

being well suited to acute care research. These tools have the poten-

tial to evaluate large datasets with exceptional precision, often in

short periods of time (ie, minutes). Although these techniques show

promise, there are limitations to their application that are important

for acute care research. The purpose of this article is to (1) identify

commonly used machine learning techniques that may apply to acute

care research, and (2) outline the steps an investigator may take

when planning a study using machine learning techniques to address

potential limitations andmitigate bias.
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TABLE 1 Comparison between regressionmodels andmachine learning techniques

Characteristics

Traditional statistical

regressionmodels (linear

or logistic)

ML Techniques

ANN SVM NB

Purpose Inference about the

relationship between

variables

Maximize prediction accuracy

Transparency High transparency with

model building

Variable depending on theML technique. Interpretation of the internal working

can be difficult and limited (ie, “black box”)

Prediction accuracy Variable High High High

Training and testing Single dataset used for

model development

Training and testing sets required and additional training improves the

prediction accuracy

Human dependency High Low Low Low

ML, machine learning; ANN, artificial neural network; SVM, support vector machine; NB, Naïve Bayes classifier

2 OVERVIEW OF MACHINE LEARNING
TECHNIQUES

2.1 How do machine learning techniques work?

Machine learningmodels use various techniques to recognize patterns

in data. Machine learning techniques can be thought of similar to how

providers use pattern recognition to identify critical conditions on an

ECG such as ventricular fibrillation or ST-segment elevation myocar-

dial infarctions.3 Machine learning models “learn” patterns through

incremental and iterative exposure to problem-solving, and various

techniques can be used to “teach” machine learning models how to

understand systems for which solutions are sought. Machine learn-

ing techniques are broadly grouped into 4 categories; “supervised”

(learning by example in which inputs and outputs are already defined),

“semi-supervised” (learning based on predefined parameters), “unsu-

pervised” (independent identification of patterns), and “reinforcement

learning” (independent learning within the parameters of defined

boundary conditions) (Figure 1).4

These techniques can be applied to different datasets depending

on required outcomes. For example, supervised learning may be used

when known factors are being “taught” to the machine learning algo-

rithm. An example of this may involve training an algorithm to iden-

tify predictors of cardiac arrest based on ECGdata. Here, investigators

identify dysrhythmias such as ventricular fibrillation and apply super-

vised learning techniques to the data analysis. Semi-supervised learn-

ing techniques can be applied to the same ECG data. Investigators may

input broad parameters such as a heart rate and QRS width into the

machine learning model but not specifically define ventricular fibrilla-

tion. In an unsupervised approach, the machine learning technique can

identify patterns on its own that may be associated with the outcome

of interest, potentially identifying previously unknown ECG variables

associated with cardiac arrest. Finally, reinforcement learning allows

for a combination of semi-supervised (specific parameters) and unsu-

pervised (independent analysis) techniques.

Machine learning algorithms (especially when using reinforcement

learning) can apply complex and extensive models to data analysis and

attempt to replicate the workings of the human brain’s neural network

for inferencing. The framework of thesemachine learning techniques is

not often linear, instead, it is a network of computations that iteratively

train themodels,with increasing accuracy as themodels are exposed to

more data.4

2.2 Why use machine learning?

The efficacy of various traditional statistical analysis tools (eg, logis-

tic regression) in drawing useful conclusions from datasets vary,

depending on unique cases and the needs of the investigators. Several

key differences between machine learning and traditional statistical

regressionmodels are detailed in Table 1. Machine learning algorithms

further enrich the existing analytic toolset by allowing for nuanced

analyses of larger data sets and identification of patterns that may not

be easily observed (eg, in a large dataset) or that might be challenging

with conventional statistical analyses (eg, comparing time-dependent

variables at multiple, variable intervals). In addition, machine learn-

ing models continue to “learn” with the addition of new data, thus

continually improving themodel’s accuracy.4

3 COMMONLY USED MACHINE LEARNING
TECHNIQUES

3.1 Artificial neural network

Artificial neural network is a widely used machine learning technique

that is available ondifferent computing frameworks. It intends tomimic

the neural network and decision making skills of the human brain.5

Structurally, artificial neural network can be conceptualized using 3

layers; an input neuron layer, a hidden neuron layer, and an output

neuron layer (Figure 2). The neurons are connected in a way that the

outputs of each neuron in the preceding layer serve as input for the

succeeding layer of neurons. Artificial neural network systems use a

set of well-defined input parameters (a dataset) to reach an output.
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F IGURE 1 Classification of machine learningmodels. This figure represents a broad classification of the types of learning, category of
algorithm, andmethods of machine learning. ML, machine learning; SVR, support vector regression; GPR, Gaussian process regression

F IGURE 2 Input parameters of patients and generating a decision
based on connections for artificial neural networks.5 All the neurons
represented by a large circle of a layer are connected to the neurons in
the adjacent layer using nodes. The output of each neuron is multiplied
with amultiplication factor represented by a dark small circle. This
artificial neural network has 2 output modes that represent 1 possible
output each

Generally, the dataset is divided into unequal parts. The large por-

tion is used for “training” (a subset of available data that the machine

learningmodel depends on for data characterization) the artificial neu-

ral network algorithm and the smaller portion for “testing” (evalua-

tion and comparison of chosen model with other ones to determine

which is the best fit to the trained model) or “cross-validation” (used

for tuning a model’s hyperparameters).6–8 In machine learning, a vari-

able whose value is set before the learning process begins (such as a d-

dimer threshold for the workup of a pulmonary embolism) is termed as

a hyperparameter. Artificial neural networks use a technique known as

“backpropagation” where the output serves as feedback to continually

refine themodel.9,10

In addition, artificial neural network algorithms reorganize them-

selves during the training process.10 Unlike other computer programs,

which follow a code or set of instructions, artificial neural networks are

capable of developing grounds for working to make decisions.11 Artifi-

cial neural networks have an excellent ability to accurately predict out-

comes even when some of the neurons fail to work as required. This

ability is called “fault tolerance” and can give comparable and accept-

able output even in the absence of some variables forming the input

data set.12 Disorganized data with “noise” has less effect on artificial

neural networks compared to other analytical tools. This also helps

artificial neural networks tomake decisionsmore rapidly and precisely

than manually performed analytical methods, making it an attractive

machine learning technique for use in acute care research.13

Although there are many strengths to artificial neural networks,

there are some key limitations. To make a precise decision, an arti-

ficial neural network algorithm needs to maximize the number of

input prognostic parameters (eg, age, sex, medical history).11,14,15

Therefore, an artificial neural network often requiresmore data points

than other machine learning techniques. However, large datasets with

multiple patients and data points, such as those from a health system’s
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electronicmedical record, areuniquely suited for analysiswith artificial

neural network.5,11,14 Clinicians might be unaware of the connection

strength between nodes, the multiplication factor, and the threshold

value used by artificial neural network at each stage, and the reasoning

behind every conclusion might remain unknown.9 Each artificial neu-

ral network decision is based on trial and error because a model learns

the patterns of interest.8 A “black box” situation occurs when an out-

put is obtained with little or no information on the internal processes

leading to the generation of the observed results. Training results in

internal changes to parameters like threshold values and the multipli-

cation factor of the artificial neural network. This resultant “black box”

can shroud themethodologybehind artificial neural network’s decision

making process.16

Artificial neural network algorithms have numerous applications

including speech recognition, image processing of biometrics, retina

scanning, fingerprint scanning, and capturing of facial features.11

Artificial neural networks have been applied in medicine to aid in

the diagnosis, mortality predictions, and estimation of the cost of

treatment.17,18 They have also been used to determine the risk of coro-

nary arterydisease, using variables relating toECGcharacteristics, car-

diac image data, and cardiovascular drug dosing, with results often out-

performing current techniques.9 A key example of artificial neural net-

work application is its use in the prediction of successful extubation

for patients in the ICU.18 In this study, the authors used data from

3602 patients split into a 9:1 ratio (n = 3242:n = 360) for training

and testing, respectively. Overall, 5.1% of patients were not success-

fully extubated, and a total of 37 prognostic parameters were evalu-

ated in the artificial neural network algorithm including age, comor-

bidities, pre-extubation vital signs, and weaning parameters such as

rapid shallow breathing index.18 Overall, the artificial neural network

outperformed other parameters with an area under the curve (AUC)

of 0.85.18

3.2 Convolutional neural networks

A similar process to artificial neural network is convolutional neu-

ral networks that deal primarily with images, whereas an artificial

neural network can work both with images and other forms of data.

Convolutional neural networks performs image recognition and deci-

sion making through the iterative application of transfer learning.19

Transfer learning refers to the derivation of the solution to a problem

through dependence on stored solutions to previously resolved prob-

lems. Every layer of convolutional neural networks can recognize a

feature that can be a pattern, texture, color, shape, etc.19 These layers

are connected by a single node that transfers data to the next layer.

The decision making layers have simple neurons and are connected

similar to artificial neural network.19 Weights are used to connect

each neuron in 1 layer to every neuron in the next layer. Weight

determines the strength of the connection between the neurons.

Increased weights on the inputs, thereby influences the output. A

key advantage is that convolutional neural networks requires less

computing hardware compared to artificial neural network.19

F IGURE 3 Separating hyperplanes in support vector machines.26

The plane in the figure divides the data set into 2 categories based on
the criteria given into the support vector machinemodel. This plane is
called a separating hyperplane. Yellow and purple markers represent
different categories of data. There can bemultiple hyperplanes
depending on the various criteria that are uploaded to the support
vector machine

3.3 Support vector machines

Support vector machines are another commonly used machine learn-

ing technique and generally considered to be one of the most

accurate and discriminative classification methods.20,21 The com-

plexity of the model is balanced against the risk of over fitting it

with data in the training or derivation sets.20 Fitting of complex

non-linear relationships in data are permitted by kernel functions

that identify clusters of similar data.22-24 Support vector machines

are trained to determine boundaries known as “separating hyper-

planes” (Figure 3). The hyperplane separates one population (or sev-

eral) from another along an imaginary boundary that is equidis-

tant from each population. For example, imagine 2 cohorts pre-

senting to the emergency department (ED) for evaluation of chest

pain; one group has aortic dissection as the cause of their chest

pain and another group does not. Systolic blood pressure may differ

between these 2 groups, and support vector machines can be trained

to determine the boundary or distance between the systolic blood

pressures of these 2 cohorts. This is a 1-dimensional example using

blood pressure as the only variable to create this separating hyper-

plane. A support vector machine also has the ability to create

these hyperplanes using multiple input variables and thereby, multi-

dimensional hyperplanes.25

Training a support vector machine model involves learning the

weights of different features that maximize the separation, or margin,

between different classes, as defined by the separating hyperplanes.

The weight of a feature represents how well it describes the object

or outcome of interest. For example, a table has 4 vertical legs and a

horizontal platform. The legs and the platform are the features that

best describe a table’s form. In the aortic detection example, a history

of connective tissue disorder or widened mediastinum on chest x-ray

may help to better describe the characteristic of the cohort with aortic
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dissection than systolic blood pressure and therefore carry more

weight in the support vector machinemodel.

Support vector machines can classify large numbers of variables

despite small sample sizes. The generalizability, modularity, and scal-

ability of a support vector machine make it more accurate than other

existing machine learning methods when applied to datasets with

multiple variables.27 This algorithm can potentially handle millions

of features with minimal impact on computational time while mini-

mizing the number of potential misclassifications, compared to other

methods.28 Multi-class support vector machines with multiple hyper-

planes can categorize each of these different data points into dif-

ferent hyperplanes and can increase the accuracy of the resulting

outcome.28 Data points may fall into a common region and create a

“grey zone” with limited ability to discriminate between populations.3

A support vector machine needs datasets with both positive and neg-

ative outcomes (eg, the dataset must include both patients who do

and do not have the disease or outcome of interest) to allow it to

accurately identify the hyperplane that differentiates the outcomes of

interest.3

Support vector machines have been used in acute care research,

and in one example, the authors used support vectormachines to iden-

tify the glottic opening from video laryngoscopes.29 In this study, 7

providers intubated amannequin10 times and recorded the intubation

attempts using a video laryngoscope. Each recording was partitioned

into 1-second time epochs and evaluated for the presence or absence

of the glottic opening. The authors divided the recordings into train-

ing and testing sets and evaluated the accuracy of a number ofmachine

learning algorithms to determine the sensitivity and specificity of each

for detecting the glottic opening.29 Support vector machines outper-

formed several other machine learning techniques with a sensitivity of

70% and a specificity of 90%.29 Other studies have used support vec-

tormachinemodels to detect acute coronary syndromeand sepsiswith

high accuracy.30,31

3.4 Naïve Bayes classifier

Naïve Bayes classifier is a well-established classification technique

that has been used and proven reliable for nearly 50 years.32 Naïve

Bayes works on the principle of checking the probability of whether

a variable is within a possible class (or outcome). It then identifies the

most probable class of the data to assign the variable to and assigns it

to that class. Naïve Bayes not onlyworkswell for independent parame-

ters in the data set but also variables that are highly dependent on each

other.33

One key feature to naïve Bayes is transparency in the decision

making process of this classifier—investigators can control what vari-

ables are included in the classification process.34 This also allows

naïve Bayes to be combinedwith other probabilistic classifiers thereby

improving the accuracy of the results, similar to aBayesian approach.35

For example, the use of naïve Bayes is analogous to the identifica-

tion of fruit as a pear on the basis of the shape, color, size, etc. Each

of these parameters is independent of each other; however, they all

contribute to the provision of an accurate depiction of a pear as a

fruit. Naïve Bayes also works well with small data sets (10–30 obser-

vations) and can potentially classify and differentiate data in these

situations.

Given that many providers think in a Bayesian manner (ie, is

this patient high risk for acute coronary syndrome?), naïve Bayes is

uniquely suited for assisting with diagnostic processes in emergency

medicine. This model could aid in decision making, and with enough

refinement, might even be used as a final check for providers when

finalizing a diagnosis. The basis of the decision can be used for develop-

ment and further study in this field. As an example, a naïve Bayes classi-

fier was used on 82 pediatric patients presenting to an EDwith asthma

exacerbations to identify which patient would require admission. The

data set initially included 240 elements and 5 prediction models were

considered. Of the tested models, naïve Bayes had the greatest accu-

racy for predicting admission (70.7%) and performed almost as well as

emergency physicians’ judgment (78%).36

4 DEEP LEARNING

Deep learning is a function of artificial intelligence that mimics the

workings of the human neural system to create patterns and process

data for usage in decision making. As a subset of machine learning,

deep learninghasnetworks capableof learningunsupervised fromdata

that is unstructured or unlabeled. Deep learning models can perform

classification tasks directly from images, text, or sound using neural

networks and is therefore an extension of artificial neural network.

Deep learning is also known as a deep neural network or deep neural

learning.37

5 HARDWARE PLATFORMS USED FOR
MACHINE LEARNING

The application of different artificial intelligence and machine learn-

ing techniques to data analysis requires extensive use of computing

resources. This varies, depending on the model type, software plat-

form, and data size/type. The greatest computational burden falls on

the processing and graphics capabilities of computer workstations.

In most cases, speed and accurate predictions/inferencing are most

important. Most applications of machine learning and artificial intel-

ligence algorithms demand processing speeds in excess of 1 trillion

floating-point operations per second (1 TFLOPS). Computers with reg-

ular central processing unit (CPU) capabilities are the least recom-

mended for machine learning in this instance because of their low

TFLOPS ceiling (2 TFLOPS uses up about 120 GB of random-access

memory [RAM]). Graphics processing units perform better compared

to CPUs. A graphics processing unit can perform remarkably higher

FLOPS (∼125 TFLOPS using 16 GB of graphics memory). A tensor pro-

cessing unit is an accelerated processing unit designed uniquely for

machine learning, made available by Google for use on the Cloud. Each

board contains 2 tensor processing unit packages of 2 cores with 8 GB
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of memory in each core. A single package can support 45 TFLOPS, and

a default Cloud tensor processing unit configuration has 4 cores sup-

porting 180 TFLOPS.38 Although tensor processing units are Cloud-

dependent, graphics processing units can be used on the edge within

local workstations. In recent times, tensor processing units running

TensorFlow Lite have been developed for edge computing. Although

these are current approaches, future models may require additional

computing power.

6 DIFFERENCES ACROSS CLASSIFICATION
MODELS

Because emergency medicine involves time-sensitive processes and

decision making needs to be based on accurate, data-based inferenc-

ing in situations with numerous uncertainties, a rapid, accurate data

classification method is ideal, and the implementation of a machine

learning technique that ismost suited formaking inferences on specific

healthoutcomes is of paramount importance.Although thismanuscript

serves as a starting point for discussing the applications of machine

learning in acute care research, it is not a comprehensive review of all

machine learning techniques that may be applied to unique or specific

situations. This represents a primer for those interested in this line of

work and should guide individuals toward examples of how machine

learning techniques have been applied. It also highlights key issues

encountered when attempting to perform machine learning in acute

care research.

The implementation of these machine learning techniques is still

being developed, and their practicality is still under investigation. As

such, there may be machine learning techniques developed in the

future that outperform the methods mentioned here. Although there

is no “one-size-fits-all” machine learning technique, support vector

machines are uniquely suited to acute care research given their gener-

alizability, modularity, and scalability over variable types of data.18 The

accuracy of support vectormachine can continue to improve over time,

if continually trained, and canoften be implemented in short orderwith

limited training sets.39,40 Ideally, however, investigators may select a

panel of machine learning models to ensure consistency with their

results much the same as a sensitivity analysis can confirm other find-

ings in a study.

7 LIMITATIONS OF MACHINE LEARNING
TECHNIQUES

Although machine learning techniques show promise, there are some

unique limitations investigators should be aware of when attempting

machine learning analysis. Depending on the machine learning model

chosen, large datasets may be required for training to ensure predic-

tion accuracy. Furthermore, most datasets need to bemanually labeled

(data that have been annotated and formatted with 1 or multiple

designations) somachine learningmodels can use labeled data as a ref-

erence for training, testing, and validation. Labeling large amounts of

data can be expensive and time-consuming. Tominimize this challenge,

technology companies have created, and are constantly improving on

solutions that minimize the burden of data labeling. One example is

Amazon’s Mechanical Turk(R) (Amazon, Inc.). Deep learning does not

lend itself to easy, linear explanations, presenting a barrier to adoption.

Machine learning techniques are at risk of over-fitting the training

data and under-performing with new data. A solution to over-fitting in

a predictive model is cross-validation, particularly in cases where the

amount of data are limited. In cross-validation, a fixed number of folds

(or partitions) of the data are made, analysis on each fold is run, and

then the average the overall error is estimated.

8 FUTURE OUTLOOK

Considering the rapidly growing needs of the health care industry,

the incorporation of the techniques of artificial intelligence through

machine learning canhelp advanceacute care research.Althoughmany

types of machine learning models are available and may be used, sup-

port vector machine is uniquely suited for acute care research at

this time. The application of machine learning techniques in acute

care research is at its infancy and will continue to expand, poten-

tially providing new insights into how care can be provided to acutely

ill and injured patients. There are key considerations for researchers

and providers to consider with machine learning as these techniques

becomemorewidely used.
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