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ABSTRACT: The presented methodology is based on coarse-
grained representation of biomolecules in implicit environments
and is designed for the molecular dynamics simulations of
membrane proteins and their complexes. The membrane proteins
are not only found in the cell membrane but also in all
membranous compartments of the cell: Golgi apparatus,
mitochondria, endosomes and lysosomes, and they usually form
large complexes. To investigate such systems the methodology is
proposed based on two independent approaches combining the
coarse-grained MARTINI model for proteins and the effective
energy function to mimic the water/membrane environments. The
latter is based on the implicit environment developed for all-atom
simulations in the IMM1 method. The force field solvation
parameters for COGRIMEN were initially calculated from IMM1 all-atom parameters and then optimized using Genetic Algorithms.
The new methodology was tested on membrane proteins, their complexes and oligomers. COGRIMEN method is implemented as a
patch for NAMD program and can be useful for fast and brief studies of large membrane protein complexes.

■ INTRODUCTION
The majority of currently used approaches for molecular
dynamics (MD) simulations of the membrane proteins, both
all-atom and coarse-grained, require one to build the membrane,
stabilize it via relaxation procedures, insert a membrane protein,
relax the whole system, and then run the productive
simulations.1−3 Such an approach is time-consuming and
requires expert knowledge. There is a lack of a simple
methodology for novice and intermediate users who want to
conduct simulations of large systems involving membrane
proteins, which are still difficult to study. About 20%−30% of
genes included in the human genome encode membrane
proteins, so this is a large scientific area for investigations.4

Furthermore, the MD simulations are becoming increasingly
valuable to study the membrane proteins since they can reveal
the dynamic behavior of biological systems not seen in the static
structures.
Advantages of Using Coarse-Grained (CG) Methods.

The atomistic simulations can provide valuable information on
structural and dynamical properties of investigated systems, but
to simulate collective effects such as the formation of large
complexes of many membrane protein, very large membrane
patches are necessary, which can only be realized using the
coarse-grained (CG) methodology.5 Currently, the CG
methods are under active development and numerous new
methods are continuously emerging. However, it is worth noting

that it is impossible to simultaneously represent the structure
and the key thermodynamic properties of the system with pair
potentials, which is known as the representability problem.6 The
solution is to select an appropriate method to answer the current
question. The main reason to use the coarse-grained modeling is
that it provides a significant speedup when compared to classical
all-atom MD simulations. The CG simulations allow the study of
large biological systems by using the simplified but reasonable
models able to reproduce the key experimental data. The idea
behind the CG methods is to represent a group of atoms as one
united bead and to use a longer integration time step, which
enables researchers to study the behavior of the system over
extended periods of time.7−11

The first idea of reducing the amino acid representation by
grouping of adjacent atoms into a bead called a pseudoatom was
based on the uniaxial Gay−Berne model.12,13 This approach was
further developed by grouping each carbon with its bonded
hydrogen atoms into one united atom.14 Precisely, an aliphatic
carbon atom and attached hydrogen atoms were represented as
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one bead. The united-atom representation is widely used
because it is computationally efficient and provides results in
reasonable agreement with available experimental data. The idea
of united atoms was further extended by coarse-grained force
fields in which several heavy atoms were mapped onto one bead.
Currently, the most commonly used coarse-grained force field is
MARTINI,15−17 which is implemented in GROMACS18,19 and
NAMD20,21 programs for MD simulations. In some coarse-
grained methods, the implicit solvent is used instead of water
beads, like in UNRES22,23 and CABS,24 and such a simplification
leads to reduction of the system by at least 1 order of magnitude.
Representing each amino acid, containing on average 20 atoms,
by two beads reduces the number of particles in proteins by a
factor of 10. If we consider large systems, calculation of forces
scales proportionally to the number of particles squared, so the
acceleration may by even of 2 orders of magnitude. The second
factor of the speedup is the time step, which is dependent on the
fastest frequencies of atomic motions, which are about 10 times
slower in CG representation than in the all-atom model so the
time step is proportionally larger. Another source of speedup has
its origin in a fact that the energy landscape is much smoother
and reduces the number of local energy minima that are present
in the case of all-atom molecular dynamics. This assessment of
the possible speedup is very simplified and finally depends on the
application of a particular coarse-grained method and the
investigated system.
The Implicit Solvent Methodology. The lipid composi-

tion of biological membranes is variable and is known to depend
on a number of factors like (a) area of the cell membrane, (b)
cell type, (c) cell age, (d) environment, (e) organelle or (f) the
organism.25,26 The stunning resemblance between the types of
structures of membrane proteins present in various organisms (a
bundle of α-helices or a β-barrel) contrasts with the variable
nature of membrane composition. That suggests that in general
the membrane proteins are tolerant to a certain extent of
differences in bilayer composition.27 For instance G-protein-
coupled receptors (GPCRs), heterologously expressed in the
cells of evolutionarily distant organisms, may retain their activity
(e.g., the cannabinoid receptor in bacterial cells)28 despite the
fact that the bilayer is lacking cholesterol, which is thought to be
indispensable for GPCR function.29 Such experimental data
justifies the usage of a simple, consisting of one phospholipid
type, or even the implicit membrane models in MD simulations.

The speed of calculations makes the implicit solvent models
useful for fast simulations of protein systems. In 1999 Lazaridis
and Karplus developed a Gaussian solvent-exclusion model for
calculations of the solvation free energy. It was combined with
the CHARMM19 united atom force field, to provide an effective
energy function (EEF1)30 for proteins in water solution. Then,
in 2003, Lazaridis made an extension of the EEF1 energy
function to include the membranous environment. The
extension consisted of (i) development of solvation parameters
for united atoms in the membranous phase, (ii) introduction of a
heterogeneous membrane−aqueous system by making the
reference solvation free energy of each atom dependent on the
z-axis coordinate, which is perpendicular to the membrane, (iii)
introduction of the distance dependent dielectric model to
account for the reduced screening of electrostatic interactions in
the membrane, and (iv) an adjustment of the EEF1 aqueous
parameters. The resulting IMM1 method31 parameters were
based on calculations of the potential of mean force between
amino acid side-chains in water, and experimental data for the
transfer of amino acid side-chains from water to cyclohexane.

The other, simplified methodologies were created as well. The
mixed atomistic and coarse-grained force field (PACSAB) was
developed by Emperador et al.32 It uses the pairwise additive
potential for coarse-grained side chains and the atomistic
backbone protein model. PACSAB is a CG protein model based
on an implicit solvent approach, which uses CG representation
of the amino acid side chains, while keeping an atomistic
representation of the backbone in order to describe accurately
secondary structure elements. After the refinement33 PACSAB
was used to study the protein aggregation and protein−protein
recognition in an aqueous environment. Recently, the model
was also used to study the effect of a helical structure on the
ubiquitin dimerization and the conformational ensemble of the
disordered protein activator for hormone and retinoid
receptors.34 Instead of the standard MD, a discrete molecular
dynamics algorithm (DMD)35 is employed, which allows one to
use discretized interaction potentials for efficient sampling of
large protein systems. The DMD algorithm has been
successfully used to study protein−protein flexible docking36

and a simulation of conformational transition pathways in
proteins.37 The PACSAB/DMD method accurately reproduces
the aggregation properties providing images of protein
ensembles exhibiting a folded core and an intrinsically
disordered region.

Another approach, named the Implicit Solvation using the
Superposition Approximation (IS-SPA),38 was used to study the
molecular aggregation. It was demonstrated that the nonpolar
component of the solvation force can be captured implicitly
using the IS-SPA approach, which is based on the Kirkwood
superposition approximation to estimate the mean force of the
solvent from solute parameters. A parabolic first solvation shell
was introduced for fitting the water distributions around a
molecule and the Monte Carlo integration of the mean solvent
force. The accuracy and transferability of the approach was
demonstrated by its ability to capture the position and relative
energies of a desolvation barrier and free energy minimum of
alkane homodimers. The method offers a 2 orders of magnitude
speedup for dilute systems as compared to explicit solvent
simulations.

A large problem with the implicit solvent models is that they
lack certain physical properties compared to explicit solvent
models, e.g., the many-body effects of the neglected solvent
molecules, which are difficult to model as a mean field. Among
various attempts, for proper parametrization of CG force fields
for usage in implicit aqueous systems, the machine learning
approaches were also employed. ISSNet, a graph neural
network, was used to model the implicit solvent potential of
the mean force.39 It is a continuation of the previous machine
learning CG models, CGnet40 and CGSchNet,41 the latter is
based on a graph neural network architecture SchNet.42 ISSNet
can use explicit solvent simulation data to compare the solute
conformational distributions under different solvation treat-
ments. The results indicate that ISSNet models can outperform
the generalized Born and the surface area models in reproducing
the thermodynamics of small protein systems with respect to
explicit solvent. It also demonstrates the great potential of
applying machine learning methods for accurate modeling of
solvent effects.

The methods combining CG representation and the implicit
membrane can be used to study currently unresolved problems
requiring long scales of time and length like crowding of proteins
in the membrane and its surroundings. In the implicit membrane
the real crowding can be studied by using hundreds of copies of
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proteins which is currently not feasible because of large number
of beads representing lipid bilayer and water. The use of such
methodologies could allow simulation times to be extended and
the number of protein molecules in the system to be increased,
which would be beneficial in studying large membranous
systems.
Overview of the COGRIMEN Method. In the COGRI-

MEN method, we employ the MARTINI17 force field to
represent coarse-grained proteins. MARTINI proved to be very
effective in studying membrane behavior and lipid−protein
interactions,43 which can be even more accurate in refined
MARTINI3.44 In standard MARTINI, the hydrophobic effect is
modeled by having stronger pairwise interactions between
similar polar (P-type) and apolar (C-type) bead types compared
to their cross interactions. MARTINI was extensively used to
study membrane proteins and their interactions in the
membrane, e.g., for SARS-CoV and SARS-CoV-2 envelopes
with many spike proteins to study flexibility of these proteins,45

aggregation of membrane proteins with modification of
MARTINI force field to address the excessive aggregation,46

and dimerization of GPCRs.47

In Dry MARTINI,48 the removal of the aqueous phase had to
be somehow compensated with other interactions in the force
field. Instead of introducing a specific term to account for
solvation effects, in Dry MARTINI the strength of existing
pairwise Lennard-Jones (LJ) interactions was adjusted to retain
the hydrophobic/hydrophilic behavior of molecules in standard
MARTINI. The other strategy was employed in COGRIMEN,
being an extension of the IMM1 all-atom methodology toward
CG representation of proteins, since we employed the solvation
parameters. The initial values of these parameters resulted from
adding the corresponding parameters of atoms from which the
beads are made. Then, the Genetic Algorithm (GA) was used to
optimize the solvation parameters for all beads for both the
water and the membrane environments. The fitness function for
the GA was based on MD simulations of nine proteins in the
training set, representing mostly the membrane proteins,
including three trimers. The proteins represented all-α, all-β
and mixed architectures. The protein trimers, together with
complexes of GPCRs with their effector proteins, were simulated
for 10 μs to study their stability in order to assess the method.
Based on obtained results and speed of calculations, the
COGRIMEN can be useful for fast and brief studies of large
membrane protein complexes.

Recently, we used the all-atom IMM1 methodology inside the
Web server GPCRsignal.49 The server is used for dynamical
analysis of the interface between GPCRs and their effector
proteins, i.e., G proteins and arrestins. GPCRsignal provides a
possibility of running MD simulations of currently available
GPCR-effector protein complexes with the user defined
mutations. The implementation of COGRIMEN and testing it
using GPCR complexes enables the use of COGRIMEN to
study GPCR oligomers and the phenomena of crowding of such
complexes.

■ METHODS
The Coarse-Grained Model. The presented methodology

is based on two independent approaches to study complex
biological systems. We combine the CG model of proteins and
the effective energy function (EEF1) for proteins in solution30 as
well as the implicit membrane model (IMM1).31 The CG model
is the MARTINI force field model of Marrink et al.15,16 with its
extension to proteins.17 The MARTINI model is residue-based,
which means that the parameters of each bead are adjusted to
reflect physical properties of a group of atoms it replaces. An
average bead represents ten atoms (Figure 1), i.e., the amino
acids are represented by two sites on average (one for backbone
and one for side chain), with an exception of glycine and alanine
which are represented by only one bead. In the standard
MARTINI model there are also water beads representing four
water molecules each.

For the COGRIMEN method, we employed all bonded
interactions (bonds, flat angles, dihedrals) from the standard
MARTINI model without modification. Standard nonbonded
interactions are based on van der Waals interactions via
Lennard-Jones potential and the electrostatic interactions via
Coulomb potential. Van der Waals parameters for beads were
taken from standard MARTINI model. In the COGRIMEN
method, we remove explicit membrane and water by introducing
continuous solvation potential and modify the electrostatic
interactions.
Implementation of the Solvent−Membrane Medium.

The solvation term in COGRIMEN (similarly to the EEF1
method)30 is calculated by a combination of experimental
knowledge and theoretical considerations. It is based on
reference solvation parameters, ΔGref (the solvation of reference
molecule) and takes into account a burial of the group (eq 1).

Figure 1. Coarse-grained mapping of amino acids according to MARTINI17 force field (color denotes properties of grains: purple, apolar; blue and
green, intermediate; gray and orange, polar; red, charged). Figure based on Figure 3 from ref 50.

Journal of Chemical Theory and Computation pubs.acs.org/JCTC Article

https://doi.org/10.1021/acs.jctc.2c00140
J. Chem. Theory Comput. 2022, 18, 5145−5156

5147

https://pubs.acs.org/doi/10.1021/acs.jctc.2c00140?fig=fig1&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.2c00140?fig=fig1&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.2c00140?fig=fig1&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.2c00140?fig=fig1&ref=pdf
pubs.acs.org/JCTC?ref=pdf
https://doi.org/10.1021/acs.jctc.2c00140?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


=

= +
>

r rG G h

G h r V h r V

( )d

( ( ) ( ) )
i

i
j i

i ij j j ij i

solv ref free

ref ref free

(1)

where the integral is a solvation correction due to the presence of
additional surrounding groups. Function hfree(r) is the solvation
free energy density at point r. rij is the distance between beads i
and j while Vi is a solvation volume of a particular bead and is
treated as a parameter of the force field. The solvation free
energy of a given conformation of the molecule can be written as
an integral over the space around it. It contains contributions
from solute−solvent energy, solvent reorganization energy,
solute−solvent entropy, and solvent reorganization entropy. Its
magnitude is largest close to the solute and decays to zero far
from the solute. This function is approximated by the Gaussian
distribution and is dependent on solvation parameters (ΔGi
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Since the solvent electrostatic screening is not explicitly
included in the solvent-exclusion model, the distance-dependent
dielectric constant is used in a form ε = r (in a water
environment). We mimic the solvent and membrane environ-
ments by employing the IMM1 method31 developed for all-
atom systems, where the appropriate parameters were modified
in order to reflect the physicochemical properties of CG beads.
According to the IMM1 model, the membrane is parallel to the
XY plane and centered at z = 0. The implicit membrane is
modeled by applying the additional reference solvation terms for
each bead i (eq 3).

= +G z f z G f z G( ) ( ) (1 ( ))i i i
ref ref,wat ref,chex

(3)

where z′ = |z|/(T/2). Parameter T describes thickness of the
hydrophobic part of the membrane. It is assumed that the
interior of the membrane is a nonpolar solvent (chex:
cyclohexane), and near the bilayer interface a smooth transition
occurs so a pure solvent is restored beyond the membrane’s
border. The reference solvation energy depends on an absolute
position and a switching function (eq 4).
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+
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n
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This function assures a transition between interior of the
membrane and the pure water, while n controls the range of z
where the transition between both environments occurs.T and n
are characteristic for a particular type of membrane. Following
the original method, we assumed n = 10, which gives almost
complete change of environment within a range of 6 Å. This
function assures a transition between interior of the membrane
and a pure water. The value 10 for n gives the appropriate
steepness of the transition between nonpolar and polar
environments.31 At the water-membrane interface f = 0.5,
while far from the membrane it is equal to 1. The properties of a
solvent, a solvation free energy and a dielectric constant, are
smoothly changing perpendicularly to the membrane (Figure 2).
The same beads have different solvation parameters for bulk
water and bulk membrane. In the transition phase their
properties are changing smoothly so the interactions between
beads are dependent on where they are located in relation to the
membrane.

The electrostatic interactions in the applied CG model are
present only between beads representing charged groups, and
the vast majority of the beads has effective charge equal to zero.
Again, based on the IMM1 method, we introduce a dielectric
constant as a function of a distance between interacting sites i
and j and it is defined as follows

= r fij (5)

where

= +f a a f f(1 )ij i j (6)

f i and f j are relative positions of beads i and j and are defined by
eq 4. We set a = 0.85, consistently with the original IMM1
model. The exponent 0.85 was found by Lazaridis31 to give
reasonable insertion energies for various polypeptide alpha-
helices. The favorable aliphatic solvation change dominates the
unfavorable polar solvation change. This finding shows that to
reproduce the experiment, it is necessary to include the
strengthening of electrostatic interactions in the membrane.
The solvation parameters required to be assessed for all beads in
MARTINI, for water and membrane environments, are the bead
volume Vi, the correlation length λi, ΔGi

ref, and ΔGi
free. The

ΔGi
ref and ΔGi

free values refer to 298 K. Values at other
temperatures are determined using ΔHi

ref and Δcpiref, and these
parameters were calculated by adding the appropriate atomic
parameters for each bead. They were not adjusted because we
did not conduct simulations in temperatures other than 298 K.

Figure 2. An implicit solvent method IMM1. (A) A continuous change of solvation potential in a water-membrane system. (B) A rhodopsin molecule
simulated in the implicit membrane environment. Pink surfaces denote pure hydrophobic part of the membrane, blue surfaces denote bulk water areas,
while the space between them corresponds to the transition area. Reproduced from Reference 1 by permission from Springer Nature Customer Service
Centre GmbH: Latek, D.; Trzaskowski, B.; Niewieczerzal, S.; Miszta, P.; Mlynarczyk, K.; Debinski, A.; Pulawski, W.; Yuan, S.; Sztyler, A.; Orzel, U.;
Jakowiecki, J.; Filipek, S. Modeling of Membrane Proteins. In Computational Methods to Study the Structure and Dynamics of Biomolecules and
Biomolecular Processes; Liwo, A., Ed.; 2019; Vol. 8, pp 371−451. Copyright 2014, Springer Nature.
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The bead parameters: Vi, λi, ΔGi
ref, and ΔGi

free, were fine-tuned
using a GA procedure based on structural features derived from
MD simulations of a training set of proteins.
Selection of Proteins for Development of Solvation

Parameters. To perform CG MD simulations in implicit
environments, the solvation parameters should be developed for
the membranous and the water implicit environments. We
selected nine proteins representing both environments: two αβ
small cytoplasmic proteins (Figure 3A,B), two all-α (Figure

3C,D) and two all-β (Figure 3E,F) transmembrane proteins, as
well as three transmembrane trimers: all-α, all-β, and mixed
(Figure 3G,H,I). The two cytoplasmic proteins were barstar
protein from Bacillus amyloliquefaciens (PDB id: 1BTA)51 and
bacterial chemotaxis protein CheY from Escherichia coli (PDB
id: 1CHN).52 Among the transmembrane proteins there were
two all-helical proteins: the isolated voltage-sensing domain
from Ciona intestinalis (PDB id: 4G7V)53 and human CB1
cannabinoid receptor (PDB id: 5U09),54 as well as two β-barrel

Figure 3. Training set of proteins taken for development of solvation parameters with their PDB IDs. (A) barstar protein; (B) bacterial chemotaxis
protein CheY; (C) 4TM isolated voltage-sensing domain; (D) 7TM CB1 cannabinoid receptor; (E) the outer membrane protein OmpX; (F) the outer
membrane protein OmpA; (G) trimer of bacteriorhodopsin fromHalobacterium salinarum; (H) trimer of maltoporin from Escherichia coli; (I) a trimer
composed of membranous β-barrel and the extramembrane helical bundle of anchor protein from Yersinia enterocolitica. Colors in panels A−F denote
the secondary elements in particular proteins. Colors in panels G−I denote particular monomers. For membrane proteins the membrane is marked by
red and blue dotted surfaces. The membrane thicknesses for individual proteins and complexes were taken from Orientations of Proteins in
Membranes (OPM) database.60
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proteins from Escherichia coli: the outer membrane protein
OmpX (PDB id: 1QJ8)55 and OmpA (PDB id: 2JMM).56 We
also used trimeric membranous systems: all-helical protein
bacteriorhodopsin from Halobacterium salinarum (PDB id:
1QM8),57 a trimer of β-barrel protein maltoporin from
Escherichia coli (PDB id: 1AF6),58 and a trimeric anchor protein
from Yersinia enterocolitica (PDB id: 2LME) being a hybrid
composed of a membranous β-barrel and the extramembrane α-
helical bundle.59

Preparation of Proteins for MD Simulations. Apart from
proteins in the training set, we also prepared two complexes of
GPCRs with effector proteins as an additional, external test of
COGRIMEN. Two complexes were selected for this purpose: a
complex of β2-adrenergic receptor with a Gs trimer (PDB id:
3SN6)61 and a complex of rhodopsin with arrestin (PDB id:
4ZWJ).62 The fusion protein, lysozyme T4, as well as
nonpeptide ligands were removed from both complexes. The
same was done for the training set of proteins: the fusion protein
and a ligand were removed from the CB1 receptor structure, and
all ligands were removed from other proteins from the training
set. To keep the protein integrity the fragments of loops not
visible in the crystal structures were rebuilt using the BuildLoop
function in the YASARA Structure v.20.12 program.63 Loops
were constructed by searching a nonredundant set of the Protein
Data Bank (PDB) (90% sequence identity cutoff, resolution
better than 2.5 Å). The loops have been built in so as not to
adversely affect the covalent geometry around the anchor
points.64 N- and C-termini not visible in the crystal were not
restored. The conversion of all-atom structures to CG
representations was done using the original MARTINI mapping.
The Fitness Function for Genetic Algorithm. The fitness

function for the development of solvation parameters using
Genetic Algorithm was constructed on the basis of changes in
geometric parameters of proteins, including the overall change
(root-mean-square deviation, RMSD) and changes in the
secondary structure elements during MD simulations. Such
secondary structure parameters were calculated based on centers
of main-chain beads. The fitness function included the following
parameters:

• RMSD (root-mean-square deviation)

• Radius of gyration

• A distance between residues n and n+4 in the α-helix (one
helix turn)

• A distance between residues n and n+4 in the β-sheet

• A dihedral angle between four consecutive beads of α-
helix

• A dihedral angle between four consecutive beads of β-
thread

The formula for calculating the fitness function for one
protein in shown in eq 7.
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The RMSD formula (eq 8) involves a deviation di between the
current and the initial position of the protein beads, during
whole MD simulation, after alignment of protein structures.

= =
N

RMSD
di

N
i1
2

(8)

The parameter descriptions and values in eq 7 are as follows
• wRMSD − weight for RMSD = 1.0 Å−1

• wgyr − weight for radius of gyration = 3.0
• wdih − weight for 1−4 dihedral angles in α-helices or β-

sheets = 2.0
• wdist − weight for distances between residues n and n+4 in

α-helices or β-sheets = 2.0
• rgyr0 − initial radius of gyration in the crystal structure
• θhelix

av − all-atom average 1−4 dihedral angle for α-helices =
58.8°

• θbeta
av − all-atom average 1−4 dihedral angle in β-sheets =

172°
• dhelix

av − all-atom average 1−4 distance in α-helices = 5.8 Å
• dbeta

av − all-atom average 1−4 distance in β-sheets = 10.3 Å
The fitness function for the whole set of proteins used to

develop the solvation parameters was a geometric mean of
fitness functions of individual proteins, to not overcome smaller
values from some proteins.
The Genetic Algorithm Procedure. In order to facilitate

the parametrization process, we used Genetic Algorithms
methodology, a widely recognized class of optimization
algorithms inspired by natural selection. The genome of each
individual was represented as an array of values to be optimized.
For the amino acids, we used 40 coarse-grained bead types for
two environments, water and membrane, for solvation
parameters: Vi, λi, ΔGi

ref, and ΔGi
free. In total 40 × 2 × 4 =

320 values were to be assessed (Table S1). By grouping similar
parameters for similar beads, we obtained 140 parameter values
to be optimized. The values were initialized using a discrete set
of values uniformly distributed within a range predetermined for
each parameter value. The same ranges were used during the
mutation stage. Evaluation of each individual required running
and analyzing a set of 10 ns molecular dynamics simulations for
the training set of proteins. The value of the fitness function for
the entire training set of proteins was the geometric mean of the
fitness values for all proteins.

The population size of 100 individuals was kept constant and
the maximal number of generations was 200. The procedure
might have worked either by a predetermined number of
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generations or until the change in the average fitness value was
lower than a given threshold. The children competed with
parents during selection for the next generation. We also
ensured that each individual in the population was unique and
we recorded every genome that appeared during Genetic
Algorithm optimization. It was done to prevent running
expensive calculations in case any previously eliminated
individual reappeared in a later generation as a result of
crossover and/or mutation. Probability of mutation was set low
at 5%. The parents were selected for mating in a tournament
procedure. In brief, a small number of individuals is picked from
population and the one with the best fitness function is selected
for mating.

The parametrization procedure was implemented in Python
2.7, and we used Distributed Evolutionary Algorithms in Python
(DEAP) framework version 1.2.2.65 The Scalable COncurrent
Operations in Python (SCOOP) module was used for
parallelization (repository fork maintained by Institute for
Theoretical Computer Science, TU Graz, available at https://
github.com/IGITUGraz/scoop). Molecular dynamics simula-
tions using COGRIMEN were run with the modified version of
the NAMD program.
Molecular Dynamics Simulations. MD simulations were

performed in NAMD 2.1466 with modifications allowing for the
introduction of EEF1 and IMM1 as optional methods. With the
modified source code, one can simulate system with these
methods using parallel computing and GPU, which was not the
case in the CHARMM program, where these methods were
originally applied. The most intensive parts of the method,
calculations of nonbonded interactions consuming a vast
majority of processor time, were implemented on GPU to run
on CPU/GPU workstations.

The implicit membrane methods, because of their simplicity,
could facilitate simulating of large systems in long time scales.
Furthermore, a lack of explicit solvent makes it possible to
remove a finite periodic simulation box so the computationally
intensive calculations of periodic electrostatic (e.g., Ewald
summation)67 are not necessary. Recent improvements, like
addition of membrane dipole potential, make the implicit
solvent methods more detailed and reliable.68 Usually, these
models do not include friction terms, however this problem may
be overcome by solving the Langevin equation of motion (eq
9).69
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In the above formula Fi is a force acting on atom i, γi is a
friction coefficient, and Ri describes a stochastic motion. We
applied Langevin dynamics in 298 K with a damping coefficient
of 50 ps−1 and a time step of 20 fs. The cutoff with switching for
nonbonded interactions (van der Waals and electrostatic) was
set at distance 12−14 Å while the cutoff for solvation
calculations at 16 Å. For all membrane proteins, we employed
thickness of membrane from Orientations of Proteins in
Membranes (OPM) database.60 In the OPM database each
protein is positioned in a lipid bilayer of adjustable thickness by
minimizing its transfer energy from water to the membrane, so
the membrane thickness is not related to particular lipids. In the
COGRIMEN method the membrane thickness is treated as a
parameter and can be adjusted to needs, e.g., to simulate the
behavior of proteins in the membrane rafts.

Implementation and Parallelization. The COGRIMEN
modifications to the NAMD code are divided into two main
parts to avoid overflow of computing and to obtain correct
sums/reductions across NAMD spatial decomposition elements
called patches. One part is responsible for computing atom by
atom, and another for computing pair of atoms by pair of atoms.
The first one is written completely separately as additional
computing job in each step of simulation. The second one is
included in computing of nonbonded interactions using of the
existing pair-lists mechanism. The communication is applied by
message passing. The second part is definitely the most
consuming processing time part and it was the reason for
porting it to GPU. Two versions of code are included for running
in CPU-only mode and in GPU mode.

Parallelism is done by the Charmm++ programming
language/interface, so one can utilize any supported underlying
communication mechanism, for example: multicore, Message
Passing Interface (MPI), Transmission Control Protocol
(TCP), or Infiniband. The GPU version is recommended for
longer simulations and/or larger systems. This version is
optimized to limit usage of GPU registers, which allow
avoidance of overuse of GPU slow local memory. To achieve
this goal, IMM1/EEF1 equations are simplified and derived
values along with temporary variables are avoided. We also use
GPU constant memory and texture fetcher units to utilize GPU
cache mechanism.

■ APPLICATION
Simulations of Training Set of Proteins. For develop-

ment of the force field parameters for COGRIMEN, we selected

a set of nine proteins (Figure 3). Since the method was
developed to study the membrane systems, most of proteins
from the training set were transmembrane proteins; however,
two of them are cytoplasmic proteins to contribute to
development of parameters for the aqueous part of the
environment. The proteins contain α-helices, β-sheets, and
coil regions, so the parameters were tested in all major types of
the secondary structure. For the membrane proteins the helical
bundle and the β-barrel proteins are involved, so we do not
confine to all-helical membrane proteins, which are the most

Figure 4. Crystal structures of GPCR complexes with effector proteins.
(A) A complex of β2-adrenergic receptor with Gs trimer (Gαβγ) (PDB
id: 3SN6). (B) A complex of rhodopsin with arrestin (PDB id: 4ZWJ).
In both panels the receptor is colored in green while the contact
between receptor and the effector protein is marked by a semi-
transparent orange rectangle.
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typical human membrane proteins. All selected proteins are
compact, without long and flexible loops, to not artificially
increase the RMSD, which is a part of the fitness function.
Protein oligomers (trimers) were also included in the training
set of proteins to account for protein−protein interactions in
parameter values. The transmembrane proteins contain the
extramembrane parts, especially for maltoporin (PDB id:
1AF6)58 and the membrane anchor domain of the trimeric
autotransporter YadA (PDB id: 2LME),59 so all selected
proteins contribute to development of the solvation parameters
both for aqueous and lipid environments.

In Figures S1−S6, we show structures and statistics from 100
ns MD CG simulation using COGRIMEN for training set of
proteins: from barstar (PDB id: 1BTA)51 to β-barrel platform
protein (PDB id: 2JMM).56 For all those proteins, we have
obtained stable structures, which is confirmed by stable RMSD
and radius of gyration (Rgyr) plots. Barstar was the most stable
protein with a RMSD below 3 Å (Figure S1). Another
cytoplasmic protein, the chemotaxis CheY protein, has a
RMSD of about 4.5 Å (Figure S2). The all-helical protein, the
isolated voltage-sensing domain containing four transmembrane

helices, was very stable with a RMSD of about 3 Å, and the Rgyr
did not change (Figure S3). However, for the CB1 cannabinoid
receptor, containing seven transmembrane helices, the RMSD
was higher, about 6 Å, and the Rgyr dropped from 21 to 20 Å,
indicating that the resulting structure was slightly more compact
(Figure S4). For the next two proteins, being the trans-
membrane β-barrels, the Rgyr did not change for both, but the
RMSD was 6 Å for the outer membrane protein OmpX (Figure
S5) and 11 Å for OmpA (Figure S6). Such a large value of
RMSD is a result of thermal movements of a long, flexible
extramembrane loops. For all proteins, the histograms showing
1−4 distances and 1−4 dihedral angles of α-helical and β-sheet
parts of protein during entire simulation indicate that the
secondary elements are stable, and the maximal percentage
values correspond to the reference values of these geometric
parameters.

The structures and statistics for trimeric proteins are shown in
Figures S7−S9. For the bacteriorhodopsin trimer the RMSD is
about 8 Å and the Rgyr did not change and is about 25.4 Å for the
trimer. The RMSD for the maltoporin trimer is about 7 Å, and
the Rgyr diminished from 33 to 31 Å, indicating slight

Figure 5. Structures and statistics from 10 μs MD CG simulation of complex of β2-adrenergic receptor with Gs trimer (Gαβγ) (PDB id: 3SN6). Top-
left: superimposition of CG structures, initial (green for receptor, red for Gα, blue for Gβ, and yellow for Gγ) and final (cyan for receptor, purple for Gα,
gray for Gβ, and orange for Gγ). Top-right: histograms of 1−4 distance and 1−4 dihedral angle of α-helical and β-sheet parts of the complex during
entire simulation. Bottom: RMSD and radius of gyration plots for receptor, and for trimeric G protein. Dashed vertical lines in histogram plots indicate
the reference values for distances and dihedral angles.
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compacting of the trimeric structure. For the membrane anchor
domain of the trimeric autotransporter YadA the RMSD was 6
Å, and Rgyr increased from 19.5 to 20.5 Å. The obtained results
indicate that the trimers are stable in the long time scales. For all
trimers, as it was for the monomeric proteins, the histograms
showing 1−4 distances and 1−4 dihedral angles of α-helical and
β-sheet parts of protein, indicate that the secondary elements are
stable and the maximal percentage values correspond to optimal
values of these geometric parameters.
Simulations of GPCRs with Their Effector Proteins. To

check whether COGRIMEN could be useful and reliable for
investigations of membrane systems different from proteins in
the training set, we selected two complexes of GPCRs: a
complex of β2-adrenergic receptor with Gs trimer (PDB id:
3SN6) (Figure 4A),61 and a complex of rhodopsin with arrestin
(PDB id: 4ZWJ) (Figure 4B).62 Both complexes are
characterized by a small contact area of receptor with the
effector protein, so they are vulnerable to structural changes and
therefore well suited for verification of the methodology used.

For the first complex (PDB id: 3SN6) the superimposition of
CG structures indicates that the initial and final structures are
similar (Figure 5). In the histograms, showing 1−4 distances and

1−4 dihedral angles of α-helical and β-sheet parts of the whole
complex during the entire simulation, the maximal percentage
values correspond to optimal values of these geometric
parameters, indicating that the secondary elements are stable,
as it is for training set of proteins. The RMSD plot for the
receptor stabilized at about 6 Å while for trimeric G protein the
plot stabilized at a larger value of about 9 Å. This could be a
result of movement of the Gα subunit, which is composed of two
domains, and one of them, not bound directly to the receptor, is
highly movable. The radius of gyration (Rgyr) of the receptor
changes between 23 and 24 Å and finally stabilizes at 23.5 Å. The
same is true for the Rgyr of the G protein, which stabilized at
about 28.5 Å. Regardless of these changes, the final and initial
values of the Rgyr are nearly the same, which might indicate that
the overall shape is the same and the protein is not collapsing, a
danger for implicit solvent force fields.

For the rhodopsin−arrestin complex (PDB id: 4ZWJ) the
superimposition of the final and initial CG structures indicates
that one part of arrestin prefers to interact with the membrane
(Figure 6). Such behavior is implicated by the crystal structure of
the complex, which is not symmetrical. The extensive all-atom
simulations of this complex also confirmed that this lobe of

Figure 6. Structures and statistics from 10 μs MD CG simulation of human rhodopsin bound to arrestin (PDB id: 4ZWJ). Top-left: superimposition of
CG structures, initial (green for receptor and red for arrestin) and final (cyan for receptor and purple for arrestin). Top-right: histograms of 1−4
distance and 1−4 dihedral angle of α-helical and β-sheet parts of the complex during entire simulation. Bottom: RMSD and radius of gyration plots for
receptor and for arrestin. Dashed vertical lines in histogram plots indicate the reference values for distances and dihedral angles.
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arrestin is able to bind to the membrane. Such binding is deeper
compared to crystal conformation.70 The histograms, as for
other simulated proteins, indicate that the secondary elements
are stable during the entire 10 μs simulation. The RMSD plot for
the receptor stabilized at about 6 Å, similarly to the previous
complex, while for arrestin it was about 8 Å. The Rgyr of the
receptor increased slightly from 22.0 to 22.7 Å, while for arrestin
it diminished from 26 to 23.5 Å at first, and for the last 2 μs to
22.5 Å. Such changes indicate large changes of the shape of
arrestin involving independent movements of two lobes of
arrestin, which reflect their natural mobility. Arrestin binds
tightly to phosphorylated C-termini of GPCRs; however, in the
4ZWJ complex (and also in other complexes with arrestin in
PDB) the C-terminus is not visible in the crystal. This could be
another source of instability of both arrestin lobes.

■ CONCLUSIONS
The conducted simulations of training set of proteins, as well as
of GPCR complexes with effector proteins, indicate that the
proposed methodology is able to reproduce the conformations
from crystal structures and is reliable in determining the mobility
of loosely coupled parts of the structure: extramembrane loops
in the case of training set proteins, and the whole domains in the
case of GPCR complexes. COGRIMEN can be useful for fast
and preliminary studies of large membrane protein complexes
since it represents a simple but reliable methodology that can be
used even by nonspecialists. Since MD simulations are
becoming increasingly popular to study larger and larger
complexes to reveal their dynamic behavior and crowding
phenomena, the usage of COGRIMEN could be a valuable
option.

■ ASSOCIATED CONTENT
*sı Supporting Information
The Supporting Information is available free of charge at
https://pubs.acs.org/doi/10.1021/acs.jctc.2c00140.

(Figures S1−S6) Structures and statistics of 100 ns MD
CG simulation using COGRIMEN for training set
proteins−monomers; (Figures S7−S9) Structures and
statistics of 10 μs MD CG simulation using COGRIMEN
for training set proteins−trimers; (Table S1) Values of
solvation parameters developed for MARTINI bead types
in the COGRIMEN method (PDF)

Accession Codes
The code of COGRIMEN 1.0 patch together with build notes
for NAMD 2.14, the parameter files, and the example input files
are deposited on the Web site https://cogrimen.biomodellab.
eu/

■ AUTHOR INFORMATION
Corresponding Author

Sławomir Filipek − Faculty of Chemistry, Biological and
Chemical Research Centre, University of Warsaw, Warsaw 02-
093, Poland; orcid.org/0000-0003-3147-3858;
Email: sh.filipek@uw.edu.pl

Authors
Przemysław Miszta − Faculty of Chemistry, Biological and
Chemical Research Centre, University of Warsaw, Warsaw 02-
093, Poland

Paweł Pasznik − Faculty of Chemistry, Biological and Chemical
Research Centre, University of Warsaw, Warsaw 02-093,
Poland

Szymon Niewieczerzał − Faculty of Chemistry, Biological and
Chemical Research Centre, University of Warsaw, Warsaw 02-
093, Poland

Krzysztof Młynarczyk − Faculty of Chemistry, Biological and
Chemical Research Centre, University of Warsaw, Warsaw 02-
093, Poland; orcid.org/0000-0001-9032-0574

Complete contact information is available at:
https://pubs.acs.org/10.1021/acs.jctc.2c00140

Author Contributions
#P.M., P.P., and S.N. contributed equally to the work.
Notes
The authors declare no competing financial interest.

■ ACKNOWLEDGMENTS
This research was funded by the National Science Centre,
Poland, grant OPUS 2014/15/B/ST4/04949 to S.F. The
calculations were done partly at the Interdisciplinary Centre
for Mathematical and Computational Modelling in Warsaw,
grant no GA71-27 to S.F.

■ REFERENCES
(1) Latek, D.; Trzaskowski, B.; Niewieczerzal, S.; Miszta, P.;

Mlynarczyk, K.; Debinski, A.; Pulawski, W.; Yuan, S.; Sztyler, A.;
Orzel, U.; Jakowiecki, J.; Filipek, S. Modeling of Membrane Proteins. In
Computational Methods to Study the Structure and Dynamics of
Biomolecules and Biomolecular Processes; Liwo, A., Ed.; Springer Nature:
Switzerland AG, 2019; Vol. 8, pp 371−451. DOI: 10.1007/978-3-319-
95843-9_12.
(2) Goossens, K.; De Winter, H. Molecular Dynamics Simulations of

Membrane Proteins: An Overview. J. Chem. Inf. Model. 2018, 58, 2193−
2202.
(3) Rizzuti, B. Molecular simulations of proteins: From simplified

physical interactions to complex biological phenomena. Biochim
Biophys Acta Proteins Proteom 2022, 1870, 140757.
(4) Krogh, A.; Larsson, B.; von Heijne, G.; Sonnhammer, E. L.

Predicting transmembrane protein topology with a hidden Markov
model: application to complete genomes. J. Mol. Biol. 2001, 305, 567−
580.
(5) Ingolfsson, H. I.; Lopez, C. A.; Uusitalo, J. J.; de Jong, D. H.;

Gopal, S. M.; Periole, X.; Marrink, S. J. The power of coarse graining in
biomolecular simulations.Wiley Interdiscip Rev. Comput. Mol. Sci. 2014,
4, 225−248.
(6) Johnson, M. E.; Head-Gordon, T.; Louis, A. A. Representability

problems for coarse-grained water potentials. J. Chem. Phys. 2007, 126,
144509.
(7) Tuerkova, A.; Kasson, P. M. Computational methods to study

enveloped viral entry. Biochem. Soc. Trans. 2021, 49, 2527−2537.
(8) Chavent, M.; Duncan, A. L.; Sansom, M. S. Molecular dynamics

simulations of membrane proteins and their interactions: from
nanoscale to mesoscale. Curr. Opin. Struct. Biol. 2016, 40, 8−16.
(9) Liwo, A.; Czaplewski, C.; Sieradzan, A. K.; Lipska, A. G.;

Samsonov, S. A.; Murarka, R. K. Theory and Practice of Coarse-
Grained Molecular Dynamics of Biologically Important Systems.
Biomolecules 2021, 11, 1347.
(10) Kmiecik, S.; Gront, D.; Kolinski, M.; Wieteska, L.; Dawid, A. E.;

Kolinski, A. Coarse-Grained Protein Models and Their Applications.
Chem. Rev. 2016, 116, 7898−7936.
(11) Riniker, S.; Allison, J. R.; van Gunsteren, W. F. On developing

coarse-grained models for biomolecular simulation: a review. Phys.
Chem. Chem. Phys. 2012, 14, 12423−12430.
(12) Gay, J. G.; Berne, B. J. Modification of the overlap potential to

mimic a linear site-site potential. J. Chem. Phys. 1981, 74, 3316−3319.

Journal of Chemical Theory and Computation pubs.acs.org/JCTC Article

https://doi.org/10.1021/acs.jctc.2c00140
J. Chem. Theory Comput. 2022, 18, 5145−5156

5154

https://pubs.acs.org/doi/10.1021/acs.jctc.2c00140?goto=supporting-info
https://pubs.acs.org/doi/suppl/10.1021/acs.jctc.2c00140/suppl_file/ct2c00140_si_001.pdf
https://cogrimen.biomodellab.eu/
https://cogrimen.biomodellab.eu/
https://pubs.acs.org/action/doSearch?field1=Contrib&text1="S%C5%82awomir+Filipek"&field2=AllField&text2=&publication=&accessType=allContent&Earliest=&ref=pdf
https://orcid.org/0000-0003-3147-3858
mailto:sh.filipek@uw.edu.pl
https://pubs.acs.org/action/doSearch?field1=Contrib&text1="Przemys%C5%82aw+Miszta"&field2=AllField&text2=&publication=&accessType=allContent&Earliest=&ref=pdf
https://pubs.acs.org/action/doSearch?field1=Contrib&text1="Pawe%C5%82+Pasznik"&field2=AllField&text2=&publication=&accessType=allContent&Earliest=&ref=pdf
https://pubs.acs.org/action/doSearch?field1=Contrib&text1="Szymon+Niewieczerza%C5%82"&field2=AllField&text2=&publication=&accessType=allContent&Earliest=&ref=pdf
https://pubs.acs.org/action/doSearch?field1=Contrib&text1="Krzysztof+M%C5%82ynarczyk"&field2=AllField&text2=&publication=&accessType=allContent&Earliest=&ref=pdf
https://orcid.org/0000-0001-9032-0574
https://pubs.acs.org/doi/10.1021/acs.jctc.2c00140?ref=pdf
https://doi.org/10.1007/978-3-319-95843-9_12
https://doi.org/10.1007/978-3-319-95843-9_12?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1007/978-3-319-95843-9_12?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jcim.8b00639?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jcim.8b00639?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1016/j.bbapap.2022.140757
https://doi.org/10.1016/j.bbapap.2022.140757
https://doi.org/10.1006/jmbi.2000.4315
https://doi.org/10.1006/jmbi.2000.4315
https://doi.org/10.1002/wcms.1169
https://doi.org/10.1002/wcms.1169
https://doi.org/10.1063/1.2715953
https://doi.org/10.1063/1.2715953
https://doi.org/10.1042/BST20210190
https://doi.org/10.1042/BST20210190
https://doi.org/10.1016/j.sbi.2016.06.007
https://doi.org/10.1016/j.sbi.2016.06.007
https://doi.org/10.1016/j.sbi.2016.06.007
https://doi.org/10.3390/biom11091347
https://doi.org/10.3390/biom11091347
https://doi.org/10.1021/acs.chemrev.6b00163?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1039/c2cp40934h
https://doi.org/10.1039/c2cp40934h
https://doi.org/10.1063/1.441483
https://doi.org/10.1063/1.441483
pubs.acs.org/JCTC?ref=pdf
https://doi.org/10.1021/acs.jctc.2c00140?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


(13) Berne, B. J.; Pechukas, P. Gaussian Model Potentials for
Molecular Interactions. J. Chem. Phys. 1972, 56, 4213−4216.
(14) Smith, G. D.; Paul, W. United Atom Force Field for Molecular

Dynamics Simulations of 1,4-Polybutadiene Based on Quantum
Chemistry Calculations on Model Molecules. J. Phys. Chem. A 1998,
102, 1200−1208.
(15) Marrink, S. J.; de Vries, A. H.; Mark, A. E. Coarse Grained Model

for Semiquantitative Lipid Simulations. J. Phys. Chem. B 2004, 108,
750−760.
(16) Marrink, S. J.; Risselada, H. J.; Yefimov, S.; Tieleman, D. P.; de

Vries, A. H. The MARTINI force field: Coarse grained model for
biomolecular simulations. J. Phys. Chem. B 2007, 111, 7812−7824.
(17) Monticelli, L.; Kandasamy, S. K.; Periole, X.; Larson, R. G.;

Tieleman, D. P.; Marrink, S. J. The MARTINI coarse-grained force
field: Extension to proteins. J. Chem. Theory Comput. 2008, 4, 819−834.
(18) Berendsen, H. J. C.; van der Spoel, D.; van Drunen, R.

GROMACS: A message-passing parallel molecular dynamics imple-
mentation. Comput. Phys. Commun. 1995, 91, 43−56.
(19) Abraham, M. J.; Murtola, T.; Schulz, R.; Pall, S.; Smith, J. C.;

Hess, B.; Lindahl, E. GROMACS: High performance molecular
simulations through multi-level parallelism from laptops to super-
computers. SoftwareX 2015, 1−2, 19−25.
(20) Kale, L.; Skeel, R.; Bhandarkar, M.; Brunner, R.; Gursoy, A.;

Krawetz, N.; Phillips, J.; Shinozaki, A.; Varadarajan, K.; Schulten, K.
NAMD2: Greater Scalability for Parallel Molecular Dynamics. J.
Comput. Phys. 1999, 151, 283−312.
(21) Phillips, J. C.; Braun, R.; Wang, W.; Gumbart, J.; Tajkhorshid, E.;

Villa, E.; Chipot, C.; Skeel, R. D.; Kale, L.; Schulten, K. Scalable
molecular dynamics with NAMD. J. Comput. Chem. 2005, 26, 1781−
1802.
(22) Liwo, A.; Oldziej, S.; Pincus, M. R.; Wawak, R. J.; Rackovsky, S.;

Scheraga, H. A. A united-residue force field for off-lattice protein-
structure simulations. 1. Functional forms and parameters of long-range
side-chain interaction potentials from protein crystal data. J. Comput.
Chem. 1997, 18, 849−873.
(23) Liwo, A.; Pincus, M. R.; Wawak, R. J.; Rackovsky, S.; Oldziej, S.;

Scheraga, H. A. A united-residue force field for off-lattice protein-
structure simulations. 2. Parameterization of short-range interactions
and determination of weights of energy terms by Z-score optimization.
J. Comput. Chem. 1997, 18, 874−887.
(24) Kolinski, A. Protein modeling and structure prediction with a

reduced representation. Acta Biochim. Polym. 2019, 51, 349−371.
(25) van Meer, G.; Voelker, D. R.; Feigenson, G. W. Membrane lipids:

where they are and how they behave. Nat. Rev. Mol. Cell Biol. 2008, 9,
112−124.
(26) Casares, D.; Escriba, P. V.; Rossello, C. A. Membrane Lipid

Composition: Effect on Membrane and Organelle Structure, Function
and Compartmentalization and Therapeutic Avenues. Int. J. Mol. Sci.
2019, 20, 2167.
(27) Sanders, C. R.; Mittendorf, K. F. Tolerance to changes in

membrane lipid composition as a selected trait of membrane proteins.
Biochemistry 2011, 50, 7858−7867.
(28) Berger, C.; Ho, J. T. C.; Kimura, T.; Hess, S.; Gawrisch, K.;

Yeliseev, A. Preparation of stable isotope-labeled peripheral cannabi-
noid receptor CB2 by bacterial fermentation. Protein Expr. Purif. 2010,
70, 236−247.
(29) Pucadyil, T. J.; Chattopadhyay, A. Role of cholesterol in the

function and organization of G-protein coupled receptors. Prog. Lipid
Res. 2006, 45, 295−333.
(30) Lazaridis, T.; Karplus, M. Effective energy function for proteins

in solution. Proteins 1999, 35, 133−152.
(31) Lazaridis, T. Effective energy function for proteins in lipid

membranes. Proteins 2003, 52, 176−192.
(32) Emperador, A.; Sfriso, P.; Villarreal, M. A.; Gelpi, J. L.; Orozco,

M. PACSAB: Coarse-Grained Force Field for the Study of Protein-
Protein Interactions and Conformational Sampling in Multiprotein
Systems. J. Chem. Theory Comput. 2015, 11, 5929−5938.

(33) Emperador, A.; Orozco, M. Discrete Molecular Dynamics
Approach to the Study of Disordered and Aggregating Proteins. J.
Chem. Theory Comput. 2017, 13, 1454−1461.
(34) Emperador, A. Accurate Description of Protein-Protein

Recognition and Protein Aggregation with the Implicit-Solvent-Based
PACSAB Protein Model. Polymers 2021, 13, 4172.
(35) Emperador, A.; Meyer, T.; Orozco, M. Protein flexibility from

discrete molecular dynamics simulations using quasi-physical poten-
tials. Proteins 2010, 78, 83−94.
(36) Emperador, A.; Solernou, A.; Sfriso, P.; Pons, C.; Gelpi, J. L.;

Fernandez-Recio, J.; Orozco, M. Efficient Relaxation of Protein-Protein
Interfaces by Discrete Molecular Dynamics Simulations. J. Chem.
Theory Comput. 2013, 9, 1222−1229.
(37) Sfriso, P.; Hospital, A.; Emperador, A.; Orozco, M. Exploration of

conformational transition pathways from coarse-grained simulations.
Bioinformatics 2013, 29, 1980−1986.
(38) Lake, P. T.; McCullagh, M. Implicit Solvation Using the

Superposition Approximation (IS-SPA): An Implicit Treatment of the
Nonpolar Component to Solvation for Simulating Molecular
Aggregation. J. Chem. Theory Comput. 2017, 13, 5911−5924.
(39) Chen, Y.; Kramer, A.; Charron, N. E.; Husic, B. E.; Clementi, C.;

Noe, F. Machine learning implicit solvation for molecular dynamics. J.
Chem. Phys. 2021, 155, 084101.
(40) Wang, J.; Olsson, S.; Wehmeyer, C.; Perez, A.; Charron, N. E.; de

Fabritiis, G.; Noe, F.; Clementi, C. Machine Learning of Coarse-
Grained Molecular Dynamics Force Fields. ACS Cent. Sci. 2019, 5,
755−767.
(41) Husic, B. E.; Charron, N. E.; Lemm, D.; Wang, J.; Perez, A.;

Majewski, M.; Kramer, A.; Chen, Y.; Olsson, S.; de Fabritiis, G.; Noe,
F.; Clementi, C. Coarse graining molecular dynamics with graph neural
networks. J. Chem. Phys. 2020, 153, 194101.
(42) Schutt, K. T.; Sauceda, H. E.; Kindermans, P. J.; Tkatchenko, A.;

Muller, K. R. SchNet - A deep learning architecture for molecules and
materials. J. Chem. Phys. 2018, 148, 241722.
(43) Tieleman, D. P.; Sejdiu, B. I.; Cino, E. A.; Smith, P.; Barreto-

Ojeda, E.; Khan, H. M.; Corradi, V. Insights into lipid-protein
interactions from computer simulations. Biophys. Rev. 2021, 13, 1019−
1027.
(44) Souza, P. C. T.; Alessandri, R.; Barnoud, J.; Thallmair, S.;

Faustino, I.; Grunewald, F.; Patmanidis, I.; Abdizadeh, H.; Bruininks, B.
M. H.; Wassenaar, T. A.; Kroon, P. C.; Melcr, J.; Nieto, V.; Corradi, V.;
Khan, H. M.; Domanski, J.; Javanainen, M.; Martinez-Seara, H.; Reuter,
N.; Best, R. B.; Vattulainen, I.; Monticelli, L.; Periole, X.; Tieleman, D.
P.; de Vries, A. H.; Marrink, S. J. Martini 3: a general purpose force field
for coarse-grained molecular dynamics. Nat. Methods 2021, 18, 382−
388.
(45) Wang, B.; Zhong, C.; Tieleman, D. P. Supramolecular

Organization of SARS-CoV and SARS-CoV-2 Virions Revealed by
Coarse-Grained Models of Intact Virus Envelopes. J. Chem. Inf. Model.
2022, 62, 176−186.
(46) Majumder, A.; Straub, J. E. Addressing the Excessive Aggregation

of Membrane Proteins in the MARTINI Model. J. Chem. Theory
Comput. 2021, 17, 2513−2521.
(47) Johnston, J. M.; Wang, H.; Provasi, D.; Filizola, M. Assessing the

relative stability of dimer interfaces in g protein-coupled receptors.
PLoS Comput. Biol. 2012, 8, e1002649.
(48) Arnarez, C.; Uusitalo, J. J.; Masman, M. F.; Ingolfsson, H. I.; de

Jong, D. H.; Melo, M. N.; Periole, X.; de Vries, A. H.; Marrink, S. J. Dry
Martini, a coarse-grained force field for lipid membrane simulations
with implicit solvent. J. Chem. Theory Comput. 2015, 11, 260−275.
(49) Miszta, P.; Pasznik, P.; Niewieczerzal, S.; Jakowiecki, J.; Filipek, S.

GPCRsignal: webserver for analysis of the interface between G-protein-
coupled receptors and their effector proteins by dynamics and
mutations. Nucleic Acids Res. 2021, 49, W247−W256.
(50) Bradley, R.; Radhakrishnan, R. Coarse-Grained Models for

Protein-Cell Membrane Interactions. Polymers 2013, 5, 890−936.
(51) Lubienski, M. J.; Bycroft, M.; Freund, S. M.; Fersht, A. R. Three-

dimensional solution structure and 13C assignments of barstar using

Journal of Chemical Theory and Computation pubs.acs.org/JCTC Article

https://doi.org/10.1021/acs.jctc.2c00140
J. Chem. Theory Comput. 2022, 18, 5145−5156

5155

https://doi.org/10.1063/1.1677837
https://doi.org/10.1063/1.1677837
https://doi.org/10.1021/jp9730858?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/jp9730858?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/jp9730858?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/jp036508g?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/jp036508g?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/jp071097f?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/jp071097f?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/ct700324x?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/ct700324x?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1016/0010-4655(95)00042-E
https://doi.org/10.1016/0010-4655(95)00042-E
https://doi.org/10.1016/j.softx.2015.06.001
https://doi.org/10.1016/j.softx.2015.06.001
https://doi.org/10.1016/j.softx.2015.06.001
https://doi.org/10.1006/jcph.1999.6201
https://doi.org/10.1002/jcc.20289
https://doi.org/10.1002/jcc.20289
https://doi.org/10.1002/(SICI)1096-987X(199705)18:7<849::AID-JCC1>3.0.CO;2-R
https://doi.org/10.1002/(SICI)1096-987X(199705)18:7<849::AID-JCC1>3.0.CO;2-R
https://doi.org/10.1002/(SICI)1096-987X(199705)18:7<849::AID-JCC1>3.0.CO;2-R
https://doi.org/10.1002/(SICI)1096-987X(199705)18:7<874::AID-JCC2>3.0.CO;2-O
https://doi.org/10.1002/(SICI)1096-987X(199705)18:7<874::AID-JCC2>3.0.CO;2-O
https://doi.org/10.1002/(SICI)1096-987X(199705)18:7<874::AID-JCC2>3.0.CO;2-O
https://doi.org/10.18388/abp.2004_3575
https://doi.org/10.18388/abp.2004_3575
https://doi.org/10.1038/nrm2330
https://doi.org/10.1038/nrm2330
https://doi.org/10.3390/ijms20092167
https://doi.org/10.3390/ijms20092167
https://doi.org/10.3390/ijms20092167
https://doi.org/10.1021/bi2011527?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/bi2011527?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1016/j.pep.2009.12.011
https://doi.org/10.1016/j.pep.2009.12.011
https://doi.org/10.1016/j.plipres.2006.02.002
https://doi.org/10.1016/j.plipres.2006.02.002
https://doi.org/10.1002/(SICI)1097-0134(19990501)35:2<133::AID-PROT1>3.0.CO;2-N
https://doi.org/10.1002/(SICI)1097-0134(19990501)35:2<133::AID-PROT1>3.0.CO;2-N
https://doi.org/10.1002/prot.10410
https://doi.org/10.1002/prot.10410
https://doi.org/10.1021/acs.jctc.5b00660?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jctc.5b00660?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jctc.5b00660?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jctc.6b01153?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jctc.6b01153?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.3390/polym13234172
https://doi.org/10.3390/polym13234172
https://doi.org/10.3390/polym13234172
https://doi.org/10.1002/prot.22563
https://doi.org/10.1002/prot.22563
https://doi.org/10.1002/prot.22563
https://doi.org/10.1021/ct301039e?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/ct301039e?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1093/bioinformatics/btt324
https://doi.org/10.1093/bioinformatics/btt324
https://doi.org/10.1021/acs.jctc.7b00698?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jctc.7b00698?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jctc.7b00698?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jctc.7b00698?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1063/5.0059915
https://doi.org/10.1021/acscentsci.8b00913?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acscentsci.8b00913?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1063/5.0026133
https://doi.org/10.1063/5.0026133
https://doi.org/10.1063/1.5019779
https://doi.org/10.1063/1.5019779
https://doi.org/10.1007/s12551-021-00876-9
https://doi.org/10.1007/s12551-021-00876-9
https://doi.org/10.1038/s41592-021-01098-3
https://doi.org/10.1038/s41592-021-01098-3
https://doi.org/10.1021/acs.jcim.1c01240?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jcim.1c01240?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jcim.1c01240?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jctc.0c01253?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jctc.0c01253?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1371/journal.pcbi.1002649
https://doi.org/10.1371/journal.pcbi.1002649
https://doi.org/10.1021/ct500477k?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/ct500477k?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/ct500477k?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1093/nar/gkab434
https://doi.org/10.1093/nar/gkab434
https://doi.org/10.1093/nar/gkab434
https://doi.org/10.3390/polym5030890
https://doi.org/10.3390/polym5030890
https://doi.org/10.1021/bi00196a003?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/bi00196a003?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
pubs.acs.org/JCTC?ref=pdf
https://doi.org/10.1021/acs.jctc.2c00140?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


nuclear magnetic resonance spectroscopy. Biochemistry 1994, 33,
8866−8877.
(52) Bellsolell, L.; Prieto, J.; Serrano, L.; Coll, M. Magnesium binding

to the bacterial chemotaxis protein CheY results in large conformational
changes involving its functional surface. J. Mol. Biol. 1994, 238, 489−
495.
(53) Li, Q.; Wanderling, S.; Paduch, M.; Medovoy, D.; Singharoy, A.;

McGreevy, R.; Villalba-Galea, C. A.; Hulse, R. E.; Roux, B.; Schulten,
K.; Kossiakoff, A.; Perozo, E. Structural mechanism of voltage-
dependent gating in an isolated voltage-sensing domain. Nat. Struct
Mol. Biol. 2014, 21, 244−252.
(54) Shao, Z.; Yin, J.; Chapman, K.; Grzemska, M.; Clark, L.; Wang, J.;

Rosenbaum, D. M. High-resolution crystal structure of the human CB1
cannabinoid receptor. Nature 2016, 540, 602−606.
(55) Vogt, J.; Schulz, G. E. The structure of the outer membrane

protein OmpX from Escherichia coli reveals possible mechanisms of
virulence. Structure 1999, 7, 1301−1309.
(56) Johansson, M. U.; Alioth, S.; Hu, K.; Walser, R.; Koebnik, R.;

Pervushin, K. A minimal transmembrane beta-barrel platform protein
studied by nuclear magnetic resonance. Biochemistry 2007, 46, 1128−
1140.
(57) Takeda, K.; Sato, H.; Hino, T.; Kono, M.; Fukuda, K.; Sakurai, I.;

Okada, T.; Kouyama, T. A novel three-dimensional crystal of
bacteriorhodopsin obtained by successive fusion of the vesicular
assemblies. J. Mol. Biol. 1998, 283, 463−474.
(58) Wang, Y. F.; Dutzler, R.; Rizkallah, P. J.; Rosenbusch, J. P.;

Schirmer, T. Channel specificity: structural basis for sugar discrim-
ination and differential flux rates in maltoporin. J. Mol. Biol. 1997, 272,
56−63.
(59) Shahid, S. A.; Bardiaux, B.; Franks, W. T.; Krabben, L.; Habeck,

M.; van Rossum, B. J.; Linke, D. Membrane-protein structure
determination by solid-state NMR spectroscopy of microcrystals.
Nat. Methods 2012, 9, 1212−1217.
(60) Lomize, M. A.; Lomize, A. L.; Pogozheva, I. D.; Mosberg, H. I.

OPM: Orientations of proteins in membranes database. Bioinformatics
2006, 22, 623−625.
(61) Rasmussen, S. G.; DeVree, B. T.; Zou, Y.; Kruse, A. C.; Chung, K.

Y.; Kobilka, T. S.; Thian, F. S.; Chae, P. S.; Pardon, E.; Calinski, D.;
Mathiesen, J. M.; Shah, S. T.; Lyons, J. A.; Caffrey, M.; Gellman, S. H.;
Steyaert, J.; Skiniotis, G.; Weis, W. I.; Sunahara, R. K.; Kobilka, B. K.
Crystal structure of the beta(2) adrenergic receptor-Gs protein
complex. Nature 2011, 477, 549−555.
(62) Kang, Y.; Zhou, X. E.; Gao, X.; He, Y.; Liu, W.; Ishchenko, A.;

Barty, A.; White, T. A.; Yefanov, O.; Han, G. W.; Xu, Q.; de Waal, P. W.;
Ke, J.; Tan, M. H.; Zhang, C.; Moeller, A.; West, G. M.; Pascal, B. D.;
Van Eps, N.; Caro, L. N.; Vishnivetskiy, S. A.; Lee, R. J.; Suino-Powell,
K. M.; Gu, X.; Pal, K.; Ma, J.; Zhi, X.; Boutet, S.; Williams, G. J.;
Messerschmidt, M.; Gati, C.; Zatsepin, N. A.; Wang, D.; James, D.;
Basu, S.; Roy-Chowdhury, S.; Conrad, C. E.; Coe, J.; Liu, H.; Lisova, S.;
Kupitz, C.; Grotjohann, I.; Fromme, R.; Jiang, Y.; Tan, M.; Yang, H.; Li,
J.; Wang, M.; Zheng, Z.; Li, D.; Howe, N.; Zhao, Y.; Standfuss, J.;
Diederichs, K.; Dong, Y.; Potter, C. S.; Carragher, B.; Caffrey, M.; Jiang,
H.; Chapman, H. N.; Spence, J. C.; Fromme, P.; Weierstall, U.; Ernst,
O. P.; Katritch, V.; Gurevich, V. V.; Griffin, P. R.; Hubbell, W. L.;
Stevens, R. C.; Cherezov, V.; Melcher, K.; Xu, H. E. Crystal structure of
rhodopsin bound to arrestin by femtosecond X-ray laser. Nature 2015,
523, 561−567.
(63) Krieger, E.; Vriend, G. New ways to boost molecular dynamics

simulations. J. Comput. Chem. 2015, 36, 996−1007.
(64) Canutescu, A. A.; Dunbrack, R. L., Jr. Cyclic coordinate descent:

A robotics algorithm for protein loop closure. Protein Sci. 2003, 12,
963−972.
(65) Kim, J.; Yoo, S. Software review: DEAP (Distributed Evolu-

tionary Algorithm in Python) library. Genet. Program. Evolvable Mach.
2019, 20, 139−142.
(66) Phillips, J. C.; Braun, R.; Wang, W.; Gumbart, J.; Tajkhorshid, E.;

Villa, E.; Chipot, C.; Skeel, R. D.; Kale, L.; Schulten, K. Scalable
molecular dynamics with NAMD. J. Comput. Chem. 2005, 26, 1781−
1802.

(67) Ewald, P. P. Die Berchnung optischer und elektrostatischer
Gitterpotentiale. Ann. Phys. 1921, 369, 253−287.
(68) Zhan, H.; Lazaridis, T. Influence of the membrane dipole

potential on peptide binding to lipid bilayers. Biophys. Chem. 2012, 161,
1−7.
(69) Zagrovic, B.; Pande, V. Solvent viscosity dependence of the

folding rate of a small protein: Distributed computing study. J. Comput.
Chem. 2003, 24, 1432−1436.
(70) Lally, C. C.; Bauer, B.; Selent, J.; Sommer, M. E. C-edge loops of

arrestin function as a membrane anchor.Nat. Commun. 2017, 8, 14258.

Journal of Chemical Theory and Computation pubs.acs.org/JCTC Article

https://doi.org/10.1021/acs.jctc.2c00140
J. Chem. Theory Comput. 2022, 18, 5145−5156

5156

https://doi.org/10.1021/bi00196a003?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1006/jmbi.1994.1308
https://doi.org/10.1006/jmbi.1994.1308
https://doi.org/10.1006/jmbi.1994.1308
https://doi.org/10.1038/nsmb.2768
https://doi.org/10.1038/nsmb.2768
https://doi.org/10.1038/nature20613
https://doi.org/10.1038/nature20613
https://doi.org/10.1016/S0969-2126(00)80063-5
https://doi.org/10.1016/S0969-2126(00)80063-5
https://doi.org/10.1016/S0969-2126(00)80063-5
https://doi.org/10.1021/bi061265e?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/bi061265e?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1006/jmbi.1998.2103
https://doi.org/10.1006/jmbi.1998.2103
https://doi.org/10.1006/jmbi.1998.2103
https://doi.org/10.1006/jmbi.1997.1224
https://doi.org/10.1006/jmbi.1997.1224
https://doi.org/10.1038/nmeth.2248
https://doi.org/10.1038/nmeth.2248
https://doi.org/10.1093/bioinformatics/btk023
https://doi.org/10.1038/nature10361
https://doi.org/10.1038/nature10361
https://doi.org/10.1038/nature14656
https://doi.org/10.1038/nature14656
https://doi.org/10.1002/jcc.23899
https://doi.org/10.1002/jcc.23899
https://doi.org/10.1110/ps.0242703
https://doi.org/10.1110/ps.0242703
https://doi.org/10.1007/s10710-018-9341-4
https://doi.org/10.1007/s10710-018-9341-4
https://doi.org/10.1002/jcc.20289
https://doi.org/10.1002/jcc.20289
https://doi.org/10.1002/andp.19213690304
https://doi.org/10.1002/andp.19213690304
https://doi.org/10.1016/j.bpc.2011.10.002
https://doi.org/10.1016/j.bpc.2011.10.002
https://doi.org/10.1002/jcc.10297
https://doi.org/10.1002/jcc.10297
https://doi.org/10.1038/ncomms14258
https://doi.org/10.1038/ncomms14258
pubs.acs.org/JCTC?ref=pdf
https://doi.org/10.1021/acs.jctc.2c00140?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as

