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A B S T R A C T   

In our paper, we present an extension of text embedding architectures for grayscale medical 
image classification. We introduce a mechanism that combines n-gram features with an efficient 
pixel flattening technique to preserve spatial information during feature representation genera-
tion. Our approach involves flattening all pixels in grayscale medical images using a combination 
of column-wise, row-wise, diagonal-wise, and anti-diagonal-wise orders. This ensures that spatial 
dependencies are captured effectively in the feature representations. To evaluate the effectiveness 
of our method, we conducted a benchmark using 5 grayscale medical image datasets of varying 
sizes and complexities. 10-fold cross-validation showed that our approach achieved test accuracy 
score of 99.92 % on the Medical MNIST dataset, 90.06 % on the Chest X-ray Pneumonia dataset, 
96.94 % on the Curated Covid CT dataset, 79.11 % on the MIAS dataset and 93.17 % on the 
Ultrasound dataset. The framework and reproducible code can be found on GitHub at https:// 
github.com/xizhou/pixel_embedding.   

1. Introduction 

Convolutional neural networks (CNNs) remain the standard paradigm in computer vision for image classification tasks. However, 
practical deployment of CNN models [1] relying on specialized hardware, such as Compute Unified Device Architecture (CUDA) 
devices, may not be feasible for all users, especially those who use cloud servers without independent Graphics Processing Unit (GPU) 
devices. Text embeddings, which can map entities (e.g., words) to a high-dimensional space, are widely used in various natural 
language processing (NLP) tasks [2]. The main advantage of embedding models is their high performance in capturing semantic and 
syntactic relationships between entities while maintaining a low computational cost. Based on the studies by Astolfi and López-Monroy 
in this field [3,4], we hypothesized that stablished text embedding architectures like FastText [5] or StarSpace [6] could be adapted to 
capture the spatial relationship features in grayscale images. This involves developing a method to efficiently flatten image pixels, 
extending these frameworks to embed pixels of grayscale medical images for classification tasks. 

In this study, we propose a pixel embedding approach for classifying grayscale medical images as an extension of current text 
embedding architectures. Our approach involves converting each pixel of the image into a token by combining a unique ID and pixel 
value. These tokens are then flattened and arranged in specific sequences: column-wise (c), row-wise (r), diagonal-wise (d), and anti- 
diagonal-wise (v) to generate a document-like text representation. The flattened representation of tokens can be used to train a 
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customized text embedding model that employs an n-gram mechanism for predictive purposes. Based on the extensive pre- 
experiments, we found that by treating an image as a sequence and arranging the pixels in different orders, text embedding models 
with a long n-gram setting (e.g., 10) can successfully capture the spatial relationship of image pixels. Results from evaluating different 
grayscale medical image datasets, varying in size and difficulty, consistently demonstrate the high performance of our proposed 
method. These findings highlight the potential of leveraging text embedding models in grayscale image classification tasks. 

The remainder of the paper is structured as follows: The “Related Works” section provides an overview of pertinent literature. The 
“Aim and Contributions of This Paper” section summarizes the purpose and the main contribution of this study. In the “Method” 
section, we introduce the proposed methodology, the model training settings and the datasets used for benchmarking and evaluation. 
We present the datasets used in this study in detail in the “Datasets” section, followed by the “Statistical Analysis” section. The 
“Results” and “Discussion” sections present and analyze the findings of our study. Finally, in the “Conclusion” section, we conclude the 
proposed method. 

1.1. Related works 

One of the challenges faced by NLP models in grayscale image classification tasks is their difficulty in capturing spatial relationship 
features of the image. This limitation arises due to the models’ reliance on one-dimensional text input, while grayscale image data is 
inherently represented as a two-dimensional matrix [7]. To address this challenge, researchers have proposed several solutions in the 
field. You et al. introduced bidirectional vectors to capture contextual relationships among pixels in remote sensing images [8]. Astolfi 
et al. constructed a bipartite graph network from the image and used a sequence of alphabet symbols to represent different parts of the 
image [3]. Kulkarni et al. focused on the extraction of n-gram features in a single direction and utilized a trained neural network for the 
classification of regions of interest (ROIs) into normal and abnormal categories [9]. López-Monroy et al. deployed visual n-gram 
features in an SVM classifier for histopathology image classification [4]. In their study, a visual n-gram feature was defined as an N × N 
pixel patch, which represented a local region within the input images. 

Radiological grayscale medical images, which are easily accessible in clinical settings, have the potential to aid diagnosis as a non- 
invasive method. This is particularly valuable in areas with limited medical resources where pathology and genetic testing are 
challenging [10,11]. Specifically, during the early stages of urgent public health crises such as SARS-CoV-2, when quantitative 
real-time polymerase chain reaction (qRT-PCR) tests were not widely available, the automated and accurate classification of pneu-
monia using radiological images provided critical diagnostic support. This helped clinicians identify high-risk individuals and slow the 
spread of the pandemic [12,13]. In the field of medical image classification, the emerging deep learning has necessitated larger 
datasets and increased computational resources, such as GPU devices, which has introduced practical implementation challenges. For 
instance, using datasets like Chest X-ray Pneumonia for COVID-19 image classification, researchers employed the MobileNet archi-
tecture with 6.67M parameters, achieving 98.15 % accuracy in a three-class classification task [14]. Another study integrated CNN and 
Graph Neural Network (GNN) for ten-class classification using 17 datasets including, Chest X-ray Pneumonia, achieving 99.22 % 
accuracy but encountering prolonged training times (averaging 359 s per epoch) [15]. Additionally, a study leveraged state-of-the-art 
Tensor Processing Unit (TPU) hardware to train multiple neural networks (ResNet-152-v2, Densenet-201, Efficientnet-B7, and 
Xception), and achieved 99.88 % accuracy in a three-class classification task on the Curated Covid CT dataset with an average pro-
cessing speed of 9 ms per image [16]. Based on the public INbreast and MIAS datasets, a previous study using variational autoencoders 
for classifying normal, benign, and malignant images achieved an AUC of 0.99 with only 228 trainable parameters (with 204.95 K 
FLOPs) [17]. Another study based on BiLSTM, using approximately 1000M parameters on the MIAS dataset for a three-class classi-
fication, achieved 97.60 % accuracy [18]. Furthermore, a study showed that the previously proposed ResNet achieved 99.6 % accuracy 
in a six-class task on the medical MNIST dataset [19]. This performance is comparable to recent networks like MobileNetV2 and 
Inception V3, which achieved approximately 99 % accuracy on the medical MNIST dataset but with an increased parameter count of 
23.9M [20]. 

1.2. Aim and Contributions of This Paper 

Previous studies indicate that current research on medical image classification is limited by the hardware requirements (e.g., GPU) 
for training deep learning networks. There is an urgent need to overcome this dependence on hardware resources for processing medial 
image datasets. This paper aims to propose and evaluate an approach for classifying grayscale medical images using a pixel embedding 
method inherited by text embedding architectures. The primary objective is to demonstrate the effectiveness of employing text 
embedding models and n-grams to capture spatial relationships within images and improve classification accuracy. 

The contributions of this paper are summarized as follows:  

• Development of a pixel embedding approach: We introduce a method that converts image pixels into tokens and arranges them in 
specific orders to generate a document-like representation of the image. This approach could leverage existing text embedding 
models for image classification tasks.  

• Utilization of n-grams for spatial relationship features: By employing n-grams, we aim to capture the spatial relationships between 
pixels within the image enhancing the classification accuracy and performance of the model.  

• Development of highly customized mechanisms integrated within the pixel embedding model: We have implemented 3 specialized 
mechanisms to enhance computational efficiency and mitigate the impact of blank or irrelevant pixels in an image. These include: 
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(i) filtering to eliminate noise and focus on significant pixel data; (ii) sampling strategies that selectively reduce the volume of data 
processed; and (iii) removal of 0-variance columns to discard redundant information.  

• Evaluation on grayscale medical image datasets: We conduct evaluations on multiple grayscale medical image datasets of varying 
sizes and complexities to demonstrate the efficacy of our proposed method. The consistent high performance across different 
datasets highlights the robustness and effectiveness of our pixel embedding model. 

2. Method 

This section provides a detailed description of the stages involved in the embedding model, from image processing to training the 
embedding classifier. Fig. 1 visually represents the core steps of the pixel embedding model. 

2.1. Converting pixel to token 

To use existing text embedding frameworks, grayscale image data in the form of a two-dimensional matrix needs to be flattened into 
a one-dimensional structure. In our model setting, the grayscale image is firstly reshaped into a 28 × 28 dimension. Each pixel of an 
image, X28∗28, is converted into a token by combining a unique ID and normalized pixel expression value as following: 

Image : X28∗28→Text : id1 : w1|id2 : w2|…|id784 : w784, (1)  

where w =
x− min(X)

max(X)− min(X), and min(X) and max(X) represent the maximum and minimum grayscale values in the image X28∗28. 

2.2. N-gram features in different directions 

To capture the spatial relationship between pixels, a mechanism that combines n-gram features with an efficient token flattening 
technique is designed. The token flattening mechanism categorizes the orders or directions of flattening into four types: column-wise 
(c), row-wise (r), diagonal-wise (d) and anti-diagonal-wise (v). A visual illustration of these four flattening orders is provided in Fig. 2 
(a–d). In the default setting, all input tokens are flattened using a combination of the column-wise, row-wise, diagonal-wise and anti- 
diagonal-wise orders together (crdv). This means that the pixels are arranged in a way that captures their spatial relationships in all 
four directions simultaneously. An example of 3 × 3-pixel image patch is used to illustrate this combined flattening process as follows: 

⎡

⎣
1 2 3
4 5 6
7 8 9

⎤

⎦

In the c order, the tokens will be flattened in the following sequence: [1,4,7,2,5,8,3,6,9]. In the r order, the tokens will be flattened in 
the following sequence: [1,2,3,4,5,6,7,8,9]. In the d order, the tokens will be flattened in the following sequence: [1,5,9,2,6,7,3,4,8]. In 
the v order, the tokens will be flattened in the following sequence: [3,5,7,2,4,9,6,8,1]. When all four orders are combined (crdv), the 
tokens will be flattened in the sequence: [1,4,7,2,5,8,3,6,9,1,2,3,4,5,6,7,8,9,1,5,9,2,6,7,3,4,8,3,5,7,2,4,9,6,8,1]. By applying this 
combined flattening mechanism, the model can efficiently capture the spatial relationships between pixels in different directions, 
allowing for a comprehensive understanding of the structure and context of the image. This, in conjunction with the integration of n- 
gram features, enhances the model’s ability to capture fine-grained patterns and dependencies within the image. 

In addition, we propose 3 mechanisms to improve computational efficiency or dampen the effects by blank or irrelevant pixels in an 
image. The filtering mechanism involves applying a filter to remove pixel values in the border regions of the image while preserving 
the center pixels. The selection of filter regions depends on the focus of classification tasks, which can be customized by the user based 
on the status of the input image. A filter with regions (i, j, k, l) means keeping the region of the pixel matrix from the row i to j and 
column k to l. One common filter region, such as (3,26,3,26), indicates that emphasis is placed on the center regions while ignoring the 
border regions. As depicted in Fig. 3 (a and c), the border regions of 2 pixels were removed, and the center pixels were retained from 3 
pixels from the top to 26 pixels from the bottom, and from 3 pixels to the left to 26 pixels to the right. Specific filters could be selected 

Fig. 1. The flowchart of the pixel embedding model.  

W. Liu et al.                                                                                                                                                                                                             



Heliyon 10 (2024) e36191

4

for specific purposes. For example, Fig. 3 (b) illustrated a filter (5,22,3,25) that focused only on the upper regions of the image. In this 
case (referring to the Chest X-ray Pneumonia dataset), the lower region of the image was found to be harmful to the task in the result 
section. The sampler mechanism involves randomly sampling a subset of pixels from the image. In the case of a 28 × 28 pixel image, 
400 pixels are practically selected randomly. This sampling approach helps reduce the computational load by considering only a 
representative subset of pixels, rather than processing the entire image. While this may result in some loss of information, it can still 
capture the essential features of the image while significantly reducing computation time. Finally, the mechanism of removing 0-vari-
ance columns focuses on eliminating columns from the data matrix that contain pixel values with no variance. If a column has pixel 
values that are all the same, it is considered to have no meaningful information and is removed from further computations. This process 
helps eliminate redundant or uninformative pixel values, improving the efficiency and accuracy of subsequent analysis or processing 
tasks [21]. 

2.3. Text embedding model training 

Our text embedding model for grayscale medical image classification is based on StarSpace [6], which utilizes a stochastic gradient 
descent (SGD) optimizer [22]. The model minimizes a loss function that measures the similarity between relevant entities (positive 
pairs of words and labels) and the dissimilarity between irrelevant entities (randomly selected irrelevant word and label pairs). The key 
parameters are as follows: size of embedding vectors [20 (default)], similarity measurement [dot (default)], loss function [hinge 
(default)], and length of word n-gram [10 (default)]. For more detailed information on training the model, including parameter 
settings, please refer to the project website for further details: https://github.com/xizhou/pixel_embedding. 

3. Datasets 

A total of 6 open-access medical image datasets were used for the model evaluation. Medical MNIST dataset [23] is a curated 
collection of grayscale medical images consisting of 58,954 medical images with dimensions of 64*64 pixels, categorized into 6 
distinct classes. Chest X-ray Pneumonia dataset [24] includes chest X-ray images obtained from various healthcare facilities, 

Fig. 2. Schematic illustration of four flatten orders. (a) Column-wise, (b) Row-wise, (c) Diagonal-wise and (d) Anti-diagonal-wise orders.  

Fig. 3. Schematic illustration of three filters applied to grayscale images. (a) A filter is used to remove border regions of 2 pixels, while keeping the 
center from 3 pixels from the top to 26 pixels from the bottom, and from 3 pixels to the left to 26 pixels to the right, denoted as (3,26,3,26). (b) A 
filter with dimensions (5,22,3,25) is used, and (c) A filter with dimensions (3,26,3,26) is used. 
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including hospitals and medical institutions. The dataset comprises a total of 5863 images, categorized into two classes: pneumonia 
and normal. Curated Covid CT dataset [16] is a collection of lung CT scan images for COVID-19 from 7 public datasets containing 
7593 COVID-19 cases, 2618 viral pneumonia cases, and 6893 normal cases. MIAS dataset contains images of 322 mammography 
scans [25]. Ultrasound dataset includes 360 ultrasound images of 6 abdominal organs, including the bladder, bowel, gallbladder, 
kidney, liver, and spleen [26]. MNIST dataset is a collection of 70,000 grayscale images of handwritten digits (0–9), with each image 
sized at 28 × 28 pixels [27]. 

4. Statistical analysis 

The training and test datasets were divided with a ratio of 80:20 for the Medical MNIST, Curated Covid CT, and MIAS datasets. For 
the Chest X-ray Pneumonia dataset, we use the training set (3875 pneumonia and 1431 normal images) and test set (390 pneumonia 
and 234 normal images) that have been divided by previous researchers. In the ultrasound dataset, 300 images are used for training, 
consisting of 50 images per organ. The test set comprises 60 images, with 10 images per organ. MNIST dataset contains 60,000 images 
for training and 10,000 for testing. Ten-fold cross-validation was employed, and several metrics—including precision, recall, sensi-
tivity, specificity, F1-score, and accuracy were used to evaluate the performance of the models across various datasets. Specifically, 
evaluations included 6-category classification on the Medical MNIST dataset, 3-category classification on the Curated Covid CT 
dataset, 6-category classification on the ultrasound dataset, 10-category classification on the MNIST dataset, and binary classification 
on 2 additional datasets. The MNIST dataset is primarily used to evaluate the performance of different pixel embedding 
mechanisms rather than for benchmark comparisons. The results reported in this study were the average of ten-fold cross-vali-
dation on the test set. 

5. Result 

The performance of the pixel embedding model was evaluated across various processing procedures, parameters, and datasets. 
Table 1 presents the accuracy performance of the proposed method. This method incorporates different settings for filtering (f), 
sampling (s), and the removal of 0-variance columns (0), alongside various n-gram (g) configurations, while maintaining the flattening 
methods (crdv) as fixed settings. Increasing the number of n-grams dramatically improved model performance, with configurations 10- 
g (10 g) and 12-g (12 g) achieving the highest accuracy rates. While filtering and sampling strategies tended to reduce model per-
formance, they could be effectively when combined with n-grams. Notably, the combination of filtering with n-grams (f (5,22,3,25)×
10 g) achieved the best performance on the Chest X-ray Pneumonia dataset. Based on these findings, the “10-g (10 g)” has been set as 
the default in our text embedding model for downstream benchmark tests. The marginal benefits of using a larger number of n-grams, 
such as 12-g (12 g), are relatively small compared to the increased computational cost. However, a filtering strategy could be applied 
depending on the particular dataset, such as the Chest X-ray Pneumonia dataset, to optimize performance and resource usage. This 
strategy would involve adjusting the filter size based on the dataset’s characteristics and the specific requirements of the task. 

For the MNIST dataset, 10 g was used as the general setting. 4 different flattening methods (c, r, d, and v) and their combinations 
were evaluated, along with various filters (f), removal of 0-variance columns (0), and sampling of 400 pixels (k). The combinations 
tested included “crdv”, “crdv0”, “crdvf”, “crdvk”, “crdvkf”, and “crdvk0”. All combined results were shown in Fig. 4. It was evident that 
the combination of the 4 flattening methods (crdv) resulted in a significant improvement in accuracy compared to other individual 
flattening approaches (c, cr, and crd). Specifically, the inclusion of a filtering approach (crdvf) achieved an accuracy of 97.74 %, which 

Table 1 
Comprehensive benchmarks of the pixel embedding method incorporating various settings of mechanisms: filtering (f), sampling (k), and removal of 
0-variance columns (0), alongside different n-gram (g) configurations.  

Embedding methods Medical MNIST Curated Covid CT Chest X-ray Pneumonia 

none 98.76 (0.02) 86.51 (0.6) 86.15 (0.82) 
0 95.47 (0.28) 86.33 (0.72) 85.95 (1.42) 
f (2,27,2,27) 98.70 (0.04) 85.22 (1.18) 85.1 (1.85) 
f (3,26,3,26) 98.22 (0.06) 83.59 (0.42) 84.44 (1.29) 
f (5,22,3,25) 97.33 (0.06) 74.65 (0.46) 85.21 (1.01) 
k (100) 98.08 (0.07) 77.33 (0.86) 85.38 (1.06) 
k (200) 98.42 (0.07) 79.73 (0.57) 86.2 (0.63) 
k (400) 98.71 (0.03) 83.49 (1.74) 85.45 (1.16) 
2 g 99.91 (0.01) 96.61 (0.31) 85.45 (1.16) 
5 g 99.93 (0.02) 97.28 (0.1) 89.38 (0.56) 
10 g 99.92 (0.01) 96.94 (0.18) 90.06 (0.46) 
12 g 99.90 (0.01) 96.79 (0.19) 90.38 (0.39) 
0 × 10 g 99.88 (0.01) 96.95 (0.11) 90.02 (0.43) 
f (2,27,2,27)×10 g 99.92 (0.01) 96.83 (0.09) 88.89 (0.53) 
f (3,26,3,26)×10 g 99.93 (0.01) 96.45 (0.15) 88.21 (0.55) 
f (5,22,3,25)×10 g 99.89 (0.01) 93.26 (0.12) 91.41 (0.24) 
k (100)×10 g 99.89 (0.01) 96.36 (0.18) 88.78 (0.37) 
k (200)×10 g 99.91 (0.01) 96.90 (0.09) 88.62 (0.54) 
k (400)×10 g 99.90 (0.01) 96.80 (0.15) 89.10 (0.36)  
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was the highest among the methods evaluated. Incorporating a sampler or combination of a filter and sampler (crdvk and crdvkf) led to 
slight decreases in accuracy by 0.05 % and 0.07 %, respectively. The removal of 0-variance columns (crdv0) resulted in a sharp 
decrease in accuracy of 0.68 %. However, this accuracy was restored to 97.74 % when the sampler (crdvk0) was applied in combi-
nation with the remaining features. 

Table 2 presents the benchmark comparison results for the 5 datasets based on the general settings (crdv and 10 g). For the Medical 
MNIST dataset, text embedding model achieved an accuracy of 99.92 % with a standard deviation of 0.01. This is comparable to the 
mobileNetV2-based deep learning network (99.13 %) using GPU devices [20]. In the case of the Chest X-ray Pneumonia dataset, the 
embedding model achieved an accuracy of 90.06 % with a standard deviation of 0.46. This is higher than the accuracies of 87.28 %, 
88.46 %, 77.56 % and 70.99 % of VGG16, VGG19, ResNet50 and Inception-v3 networks [28]. For the Curated Covid CT dataset, the 
embedding model achieved an accuracy of 96.94 % with a standard deviation of 0.18. This surpassed the accuracy of 95.31 % (median) 
reported in the research paper by Thomas et al. [16]. Our model achieved an accuracy of 79.11 % with a standard deviation of 1.21 on 
the MIAS dataset. The accuracy is inferior to the accuracy of 81.90 % reported in previous study for benign-malignant classifications on 
MIAS [17]. For the Ultrasound dataset, the model’s accuracy of 93.17 % was lower than that achieved in the previous study [26]. 
Additionally, more detailed results including precision, re-call, sensitivity, specificity, and F1-score of the text embedding method are 
reported in Table 3, which demonstrate the effectiveness of the pixel embedding method in classifying medical images, with high 
accuracy and reliability. 

Additionally, the detailed training information for various datasets across the proposed method and other reported methods were 
compared. To facilitate a clear comparison with previous studies, we have included information reported by the authors of previous 
studies using the four datasets mentioned in this study. Training speed, parameters, and hardware are summarized in Table 4. From the 
table, we observed that GPUs were commonly used across most methods, although TPU and CPU + GPU setups were also employed 
based on specific requirements and datasets. Parameter sizes varied significantly, from 228 in Karagoz et al. [17] to as high as 37.9 
billion in Raiaan et al. [29] for the MIAS dataset. The pixel embedding method generally maintains a consistent parameter size of 
around 16.5 K but exhibits variability in processing time depending on the dataset on CPU usage. The parameter calculation formula 
for the pixel embedding method, using 10-g and 20 dimensions, is: 28 × 28 × 20 + 28 × 28 + 1+20xN, where N represents the number 
of labels. In this study, the image size was normalized to 28 × 28 pixels. The parameters of the pixel embedding method across different 
datasets depend on the number of labels, leading to minimal variation in outcomes. The computational time varies primarily based on 
the number of training datasets used. 

Fig. 4. Performance of various processing procedures on the MNIST dataset for image classification. These procedures included different flattening 
methods (c, r, d and v), filters (f), removal of 0-variance columns (0), and sampling processes (k). The accuracy scores of different combinations of 
these procedures were presented. 

Table 2 
Benchmark comparison with the original results mentioned in the research corresponding to the medical image 
datasets. We report mean (%) and standard deviation of the accuracies, averaged over ten runs. Note that the parameter 
settings for the pixel embedding method are: crdv and 10 g.  

Dataset Pixel embedding Previous studies 

Medical MNIST 99.92 (0.01) 99.13 (Dash et al. [20]) 
Chest X-ray Pneumonia 90.06 (0.46) 87.28 (Jain et al. [28]) 
Curated Covid CT 96.94 (0.18) 95.31 (Thomas et al. [16]) 
MIAS 79.11 (1.21) 81.90 (Karagoz et al. [17]) 
Ultrasound 93.17 (1.83) 96.67 (Li et al. [26])  
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6. Discussion 

In this study, we proposed a pixel embedding approach for classifying grayscale medical images by converting the image infor-
mation to token-based document-like text representation. By employing the n-gram features in different directions, we aim to capture 
the spatial relationship features of the image and train a text embedding model for image classification. Compared to the traditional 
vision transformer models which divides the input image into patches and treats each patch as a token within the transformer 
framework, our approach is superior by employing a text embedding framework that represents each pixel of an image as a high- 
dimensional vector. Results from evaluating multiple grayscale medical image datasets, varying in size and difficulty, consistently 
demonstrate the high performance of the proposed method. 

The image size of the dataset used in this study was normalized to 28 × 28. Resizing all the datasets to 28 × 28 is in line with the 
general research procedure of using these data sets, while ensuring the consistency of the data analysis in this study. In addition, our 
results show that we have achieved good accuracy on the distinct data sets after using the normalized image size. As stated in the 
manuscript, when using the smaller image size, it obtained a classification of 99.92 % on the Medical MNIST dataset, and regrading the 
Chest X-ray Pneumonia dataset and Curated Covid CT datasets, 90.06 % and 96.94 % were obtained for pneumonia classification. 
According to the findings of this study, we found that while the utilization of smaller-sized images like 28 × 28 may not effectively 
discern subtle disease disparities through visual observation, the pixel embedding approach proposed in this study can effectively 
detect imperceptible distinctions that elude the naked eye, leading to commendable predictive accuracy. Results showed that this 
method will improve the accuracy and efficiency of future medical data classification in the field of image recognition as a way to fill in 
the image information to text embedding. 

The current deep learning approaches based on convolutional neural networks (CNN) involve direct pixel convolution on the 
image, and these methods has demonstrated promising results in image classification tasks using the image-based high-throughput 
data computation [31]. However, it inevitably relies on corresponding CUDA-based hardware resources, incurring substantial training 
costs and time consumption [32]. In contrast, the method proposed in this study captures the spatial relationship features of the image 
by treating it as a sequence and rearranging the pixels (i.e., tokens) in different orders. Subsequently, text embedding models with an 
extended n-gram configuration are utilized for feature extraction. Comparing with previously proposed deep learning analysis 
methods [33,34] on Medical MNIST dataset, Chest X-ray Pneumonia dataset, and Curated Covid CT dataset, this text embedding-based 
approach surpasses the traditional CNN-based image classification method. It no longer solely treats the image as the processing object 
but converts the image information into text, thereby reducing the computational workload and enhancing computational efficiency. 

Our study demonstrated the importance of integrating multi-directional n-gram features in NLP-based image classification solu-
tions. By considering pixel arrangements in column-wise, row-wise, diagonal-wise, and anti-diagonal-wise orders, we effectively 
capture different orientations and spatial dependencies present in the images. As a result, our approach demonstrates superior per-
formance compared to Kulkarni’s solution [9,35], which only considers n-gram features in a single direction. The notable increase in 

Table 3 
The precision, re-call, sensitivity, specificity, and F1-score of the proposed embedding method in the datasets. We report mean (%) with standard 
deviation of the accuracies, averaged over ten runs. Note that the parameter settings for the pixel embedding method used in the proposed study are: 
crdv and 10-g.  

Dataset Precision Re-call Sensitivity Specificity F1-score 

Medical MNIST 99.92 (0.01) 99.92 (0.01) 99.92 (0.01) 99.98 (0.00) 99.92 (0.01) 
Chest X-ray Pneumonia 94.8 (0.4) 77.78 (1.47) 77.78 (1.47) 97.44 (0.24) 85.44 (0.8) 
Curated Covid CT 97.47 (0.14) 97.4 (0.17) 97.4 (0.17) 98.26 (0.1) 97.43 (0.15) 
MIAS 53.97 (2.16) 69.23 (0.00) 69.23 (0.00) 82.09 (1.57) 60.63 (1.37) 
Ultrasound 94.17 (1.57) 93.17 (1.83) 93.17 (1.83) 98.63 (0.37) 93.02 (1.98)  

Table 4 
Training detailed information. Details across the proposed method and previous studies, including aspects such as training speed, number of pa-
rameters, and hardware used. Note: An entry marked as “Unknown” indicates that the information was not reported in the original papers.  

Method Dataset Parameters Time Hardware 

Asif et al. [14] Chest X-ray Pneumonia 6.67M 29s for inference GPU 
Kaya et al. [30] Chest X-ray Pneumonia 4.75M Unknown GPU 
Rana et al. [15] Chest X-ray Pneumonia Unknown 359s/epoch CPU + GPU 
Pixel embedding Chest X-ray Pneumonia 16.5 K 2.25s/epoch (10 cores) CPU 
Thomas et al. [16] Curated Covid CT 1.15B–1.93B 6.71–11.34 ms/image TPU 
Pixel embedding Curated Covid CT 16.5 K 8.01s/epoch (10 cores) CPU 
Aslan et al. [18] MIAS Unknown Unknown GPU 
Raiaan et al. [29] MIAS 37.9B 3–5s/epoch GPU 
Karagoz et al. [17] MIAS 228 Unknown GPU 
Pixel embedding MIAS 16.5 K 0.80s/epoch (10 cores) CPU 
Hassan et al. [29] Medical MNIST Unknown Unknown GPU 
Dash et al. [20] Medical MNIST 1.24M–23.9M Unknown GPU 
Pixel embedding Medical MNIST 16.5 K 24.83s/epoch (10 cores) CPU  
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classification accuracy from 95.62 % to 97.68 % further validates the effectiveness of our approach (as illustrated in Fig. 4 (“c” and 
“crdv”)). Comparing the visual n-gram approach [4], our strategy is more efficient in terms of computation. For the example, as 
mentioned in the method section, when considering pixel 5 as the center, the visual 2-g method would extract all the pairs as [5-1,5-9, 
5-3,5-7,5-2,5-8,5-4,5-6], resulting in 40 tokens in one image. However, our token flattening method only requires 36 tokens, repre-
sented as [1,4,7,2,5,8,3,6,9,1,2,3,4,5,6,7,8,9,1,5,9,2,6,7,3,4,8,3,5,7,2,4,9,6,8,1], to capture all spatial relations. Moreover, as the 
image size increases, the computational cost of incorporating multi-directional n-gram features is dramatically reduced compared to 
the visual n-gram approach. Furthermore, compared with the vision transformer architecture, which divides the input image into 
patches and treats each patch as a token within the transformer framework, our approach is essentially a text embedding framework 
that represents each pixel of an image as a high-dimensional vector and therefore it showed efficiency in image information 
recognition. 

7. Limitations 

This study has several limitations, and further efforts should be made in future research. First, the n-gram feature approach still 
struggles to effectively capture complete contextual information and dependencies between neighboring pixels, especially when 
compared to traditional CNN architectures. Future research should focus on finding methods that can better preserve the spatial re-
lationships and local context in image data while leveraging the advantages of n-gram features. Second, it is important to consider the 
increased computational complexity associated with converting each pixel into a token and processing them as text embeddings, 
particularly for high-resolution image datasets or datasets with a large sample size. This conversion and subsequent training times may 
be longer, making real-time applications challenging or resource-intensive. Although the current solution of resizing all datasets to 28 
× 28 aligns with the general research procedure, it may not be optimal for capturing fine-grained details in high-resolution images. 
Future studies should explore solutions to optimize the computational efficiency of n-gram feature approach to reduce computational 
demands and make the text embedding model more feasible for real-time applications with limited computational resources. 

8. Conclusion 

This study presented an innovative approach for classifying grayscale medical images using text embedding architectures. The 
findings of this research could provide benefits for traditional computing resources that are involved in grayscale image classification 
tasks, as they can utilize this approach without the requirement of independent CUDA devices. 
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