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+is paper constructs knowledge graphs of speech emotion feature to support the expression of rich semantic information due to
their unique graphical structure and to provide new ideas for studying speech emotion recognition recommendations. Impulse-
coupled neural networks, as a mathematical abstraction of the visual properties of the human eye, have been widely used in various
fields of speech processing. In this paper, we take the classical impulse-coupled neural network model as the research object,
aiming to explore, analyze, and study the method of constructing knowledge maps of speech emotion features based on the
impulse-coupled neural network model, and propose several improved impulse-coupled neural network models, which are used
in the fields of target detection, speech segmentation, and quantization compression.+is paper further constructs various domain
semantic concept maps and performsmultidimensional semantic enhancement understanding of search text based on the concept
maps and the constructed entity-relationship knowledge maps and proposes a knowledge-based interpretable recommendation
method for cloud services and a generalized recommendation and sample enhancement method for cloud scenarios. +e fusion
algorithm based on multiscale analysis can decompose the source speech into subspeech at different scales and then fuse each
subspeech separately, while typical objects in the real world are also composed of many components at different scales. Based on
the factors of different degrees in the speech context, the imagery work ruler evaluation model is refined with the basic principles
of risk perception and risk resolution in the context, and an exploratory design is carried out separately for the verbal description,
graphics, text, color, animation, and sound signals in the audiovisual signal using the workshop format to obtain a large number of
design samples and evaluate the important units in turn, finally integrating the context involved in the study. +e perceptual
design system is given as a specific contextual design method.

1. Introduction

In today’s era of information explosion, personalized rec-
ommendation systems based on speech emotion recognition
are the core technology for user-oriented Internet products.
Recommendation systems can help users get the informa-
tion they need and improve the problem of information
overload. +e technical core of a recommendation system is
to model information such as user history, item attributes,
and context; infer the user’s interests; and recommend items
of interest to the user. +erefore, practical recommendation
algorithms need to be highly scalable and can easily in-
corporate various auxiliary information [1]. Among the
many auxiliary information, there is a special class of in-
formation that possesses a network structure, for example,

online social networks among users, knowledge graphs
among items, or even the interaction between users and
items itself constitute an interaction graph. Network-
structured information provides a rich auxiliary input for
recommendation algorithms, yet how to effectively utilize
such high-dimensional structured data becomes a chal-
lenging problem in recommendation systems.

Network feature learning is gradually becoming a
popular research direction in machine learning. Network
feature learning attempts to learn a low-dimensional rep-
resentation vector for each node in a network while
maintaining its original structural information [2].+ere are
a large number of network structures in the recommender
system. Combining the network feature learning with the
recommender system and using the network feature learning
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method to process the relevant features in the recommender
system can effectively enhance the learning ability of the
recommender system. +is will improve the accuracy and
user satisfaction of the recommender system, thus providing
a better user experience for various Internet applications in
real life. +e negative impact of the information explosion
and the overall economic efficiency can be improved.

Given that current recommendation systems mostly use
collaborative filtering-based, content-based, and knowledge-
based algorithms, they largely do not take into account the
multilayer relationship between products and products. +e
algorithm does not have good performance for all scenes of
source speech and lacks stability and flexibility. Moreover,
since this algorithm is a pixel-level fusion, incomplete fusion
conditions such as source speech containing noise or not
fully aligned will have a great negative impact on the results.
+is project will explore the construction method of a
knowledge graph of speech emotion features in the cloud
service domain based on Pulse-Coupled Neural Network
(PCNN) and contribute to the construction of a domain
knowledge graph. Based on the established domain
knowledge graph, a cloud service recommendation system is
constructed [3]. +e system can have the function of cloud
knowledge adaptive learning, and at the same time, it can
realize the cloud service recommendation based on the
user’s scenario demand based on natural language pro-
cessing and knowledge graph inference according to the
user’s demand.

Pulse-coupled neural networks are two-dimensional
neuronal networks formed by the interconnection of several
neurons, which can well simulate the properties of biological
neurons, where neurons with similar inputs can be triggered
(also called ignition) simultaneously under the simultaneous
action of forced and evoked stimuli. When applying the
impulse neural network to speech feature processing, this
two-dimensional neuron network classifies speech feature
points based on spatial and luminance similarity. Multiscale
analysis-based fusion algorithms can decompose the source
speech into subspeech at different scales and then fuse each
subspeech separately, while typical objects in the real world
are composed of many components at different scales, so
these algorithms can represent the inherent features of
speech well, which is helpful to improve the quality of fused
speech [4]. Conventional fusion algorithms based on mul-
tiscale analysis have predefined transformations, which do
not have a good representation of source speech in all scenes
and lack stability and flexibility, and because these algo-
rithms are pixel-level fusion, incomplete fusion conditions
such as source speech containing noise or not fully aligned
can have a great negative impact on the results, and how to
overcome the problem of fusion quality while ensuring and
how to overcome the low efficiency of general feature-level
algorithms and the difficulty of balancing quality and effi-
ciency are the problems that need to be solved at present.

+e PCNN model is highly valued in the field of feature
recognition because of its spatial proximity and similar
clustering of pixel gray values to issue pulses, which can well
detect the local location information of features. In the
literature [5], it was reported that synchronized pulses could

occur by stimulating the cerebral cortex of small mammals,
and after an in-depth study, a connectivity model with pulse-
emitting properties was proposed. In the literature [6], it was
found that when using the above connectivity model to
process features, not only could it retain the periodic pulse-
issuing characteristics of the model but also its processing
results would not be affected by the change of features, a
simplification and modification scheme of the model was
proposed, and the pulse-coupled neural network model, i.e.,
the traditional PCNN model, was formally proposed.
However, the traditional PCNN model is too complex in its
operation when applied to feature segmentation, and the
parameter settings are highly subjective, so some scholars
have made a series of attempts to improve the PCNN model
feature segmentation method by simplifying the model and
combining other algorithms and have achieved certain re-
sults. +e literature [7] proposed to use of the maximum
entropy criterion as the criterion to determine the best result
of PCNN feature segmentation and achieved the automatic
termination iteration of the PCNN model. +e principle is
that after inputting the target features into the PCNNmodel,
the maximum entropy is calculated for the segmentation
results of each iteration, and the output features are ter-
minated when themaximum entropy no longer changes inN
iterations or changes less than the set value, which is the
feature segmentation result containing the maximum
amount of feature information. +is method reduces the
experimental process of the number of iterations of the
PCNN model and reduces the interference of human sub-
jective judgment on the segmentation results, which is of
great significance in the field of PCNN feature segmentation.
+e literature [8] proposes to use the minimum cross-en-
tropy criterion to implement the number of iterations of the
PCNN feature segmentation algorithm and to realize the
automatic selection of the optimal threshold for feature
segmentation. +e principle is to combine the cross-entropy
algorithm with the PCNN algorithm to automate the setting
of the number of iterations of the PCNN feature segmen-
tation algorithm by judging the difference in the amount of
information contained between the original features and the
segmentation results and selecting the segmentation result
with the minimum cross-entropy as the termination con-
dition. +e literature [9] combines the simplified PCNN
model with a genetic algorithm, which enhances the algo-
rithm’s ability to solve random searches and also makes the
PCNN feature segmentation method with self-contained
bio-visual characteristics have a stronger biomimetic ability,
which not only realizes the automatic segmentation of
features but also automates the setting of key parameters of
the PCNNmodel. +e principle is to convert the connection
coefficients, magnitude coefficients, and attenuation coeffi-
cients in the PCNN model to binary combinations into
chromosomes in genetic algorithms; perform crossover,
mutation, and selection operations; select the best parameter
values using the maximum Shannon entropy as the fitness
objective function; and finally use the maximum entropy as
the criterion for determining the superiority of segmentation
results to achieve automated termination iterations. Anba-
lagan et al. [10] tried to use an adaptive algorithm of the
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grayscale-information histogram to achieve the r-motivated
setting of the temporal decay coefficient of the PCNNmodel,
and the simulation results show that the method can ef-
fectively reduce the number of iterations of the PCNNmodel
while completing feature segmentation, thus reducing the
overall algorithm’s computing power, and the method can
solve the problem of segmentation of multiple target
markers when the background information is very complex.
However, the method only sets the time decay coefficient of
the PCNN model, and other model parameters still need to
be set by manual experiment. +e literature [11] proposed
that when performing PCNN feature segmentation, the
Tsallis entropy of the target feature gray value histogram can
be calculated first, and the two-dimensional Tsallis entropy is
used as the judgment criterion of the feature segmentation
results to realize the automated termination of PCNN
feature segmentation, and the method has a corrective effect
on the decay rate of the dynamic threshold term of the
PCNN model.

+e literature [12] experimented with the automated
setting of the connection coefficients of PCNN models by
performing bilinear interpolation operations on the features
and then determining the connection coefficients based on
the anisotropic diffusion characteristics of the features,
which not only achieved setting the connection coefficients
of PCNN models with objective algorithms but also enabled
the segmentation results to retain more contour information
and edge details. In the literature [13], an automatic pa-
rameter setting method for simplified impulse-coupled
neural networks was proposed. +e method successfully
determines all adjustable parameters in the SPCNN and does
not require any training and experimentation as required by
previous methods. In the literature [14], the GIT-PCNN, an
impulse-coupled neural network model based on grayscale
iterative thresholding, is proposed to replace the traditional
PCNN model with exponentially decaying thresholds with
grayscale iteration-based feature thresholds. +e grayscale
information of the features is cleverly combined with the
local area information of the features excited by the unique
synchronous pulse release feature of PCNN, and the feature
segmentation is completed in one firing without selecting
the network parameters and setting the termination cycle
conditions. +e literature [15] analyzes the mathematical
characteristics of the model itself from the iterative equa-
tions of the PCNN model, reveals that the PCNN model
itself generates disturbances and effects, analyzes the gen-
eration mechanism and elimination methods, and proposes
an adaptive improvement setting method for the PCNN
parameters and improves the model with good results.

Pulse-coupled neural networks have shown unique
advantages in feature segmentation, but there are still
shortcomings in their development. +e main problem is
that PCNNs have complex network structures and more
parameters, and whenever the object changes, the network
model parameters need to be readjusted to obtain satis-
factory results. Up to now, this problem is still solved mainly
by manually selecting parameters through multiple exper-
iments, which greatly limits the popularization and appli-
cation of PCNN. +erefore, the in-depth study of PCNN

network parameter selection methods is still a hot spot and
difficult area in the field of feature processing in the future.

2. Exploring the Application of Impulse-
Coupled Neural Networks in Building
Knowledge Graphs of Speech
Emotion Features

2.1. Modeling of Impulse-Coupled Neural Networks. +e
pulse-coupled neural network is based on synchronous
dynamics to mimic the neuronal activity of the cat’s visual
cortex. More importantly, compared with traditional mul-
tilayer feedforward and convolutional neural networks,
pulse-coupled neural networks are neural networks con-
sisting of dynamic neurons with a single layer of two-di-
mensional locally connected structures that do not require
training [16]. In the process of designing and building the
knowledge graph, the first step is to design the main
structure of the speech emotion feature recognition busi-
ness, which can be used quickly and also provide conve-
nience for later operation and maintenance; the second step
is to carry out data collection and entry, collect entities with
practical meaning by manual and automated means, and
carry out preliminary data cleaning; after getting a cleaner
data set, all instances that appear many times in the data set
and represent the same object are fused with knowledge, and
entities with less information and less meaning are deleted
based on a priori knowledge. +e impulse-coupled neural
network model is researched and developed based on the
visual characteristics of mammals and is widely used in
computer vision.

A PCNN neuron contains two main components, as
shown in Figure 1, the feed-in input and the connection
input, which are connected to adjacent neurons via synaptic
weights K and L, respectively, and retain the previous state
with the presence of attenuation factors e− α and e− β, re-
spectively, and only the feed-in input Kij[n] receives ex-
ternal input stimuli Mij:

Kij[n] � e
−α

Kij[n − 1] + e
−β

􏽘

n

i�1,j�1
Mij · Y[n − i] · X[n − j], (1)

where e−α and e−β are the scaling coefficients of the feed-in
and connection inputs, respectively, n is the number of it-
erations, and Y[n − i] X[n − j] represent the positions of
different neurons. +e feed-in and connection inputs are
modulated by the connection strength to obtain the internal
activity Rk. +e internal activity Rk is compared with the
dynamic threshold f to produce the final output value.

Rk � 􏽘

k

i�1
fk wk( 􏼁. (2)

If the neuron ignites, i.e.,

Mij � 0. (3)

+e threshold value will then increase because of the
influence of the amplitude wk, thus making the neuron less
likely to ignite successfully; if the neuron ignites
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unsuccessfully, the amplitude wk will not affect the threshold
size, and the threshold value will then decay continuously
because of the influence of the factor, thus making the
neuron more likely to ignite. As the feed-in channel, which
affects the transmission distance of the automatic wave
generated by the coupled pulse network, which affects the
decay rate of the feed-in input, the weight matrix directly
affects the transmission speed of the automatic wave, and its
value determines the strength of the synaptic weights.

+ere is a local excitation spreading mechanism in pulse-
coupled neural networks, and when a neuron produces
excitation, it transmits this excitation to the surrounding
neurons, causing excitation in neurons that are otherwise in
an inhibited state [17]. However, this excitation is limited,
and the excitation generated by the excitation of sur-
rounding neurons does not persist. Because of the self-in-
hibitory nature of pulse-coupled neural networks, the
excitation of each neuron is time-limited. For example, when
a person receives a mosquito bite, the pain is felt in the
fingers and transmitted to the brain, but not to the feet or the
lower back or the ears, etc. +is is an example of the local
excitation spreading mechanism of the pulse-coupled neural
network.+erefore, based on this bionic structure, the pulse-
coupled neural network also inherits some of these prop-
erties. For the kind of neural network, different pulse-
coupled neural networks differ only in setting different
parameters to the network, which determines some of the
characteristics of the network. +e periodicity of the im-
pulse-coupled neural network is easily observed when a
feature is decomposed at multiple scales. +e multiscale
decomposition of the feature is first performed, and then, the
output results of each pulse-coupled neural network in the
feature are accumulated separately to calculate the pixel
value of the current feature and generate the number of
iterations with the pixel sum of the feature as in Figure 2.

+e periodicity of the impulse-coupled neural network is
investigated from different observation angles: periodicity of
pulse-coupled neural networks on the same source feature,

on the same scale; periodicity of pulse-coupled neural
networks on the same source feature, on a different scale;
and periodicity on different features, on any scale, in any
shear wave direction.

To simplify the problem and eliminate the interactions
between multiple neurons, the range of pixel bands with
different time ignitions for the single neural case is first
solved. Because the feed-in input is larger than the dynamic
threshold, the neuron ignites and this ignition is due to the
initial value of the neuron [18]. For the feed-in channel,
which affects the transmission distance of the automatic
wave generated by the coupled pulse network and the decay
rate of the feed-in input, the weight matrix directly affects
the transmission speed of the automatic wave, and its value
determines the strength of the synaptic weights. For the
convenience of later description, this time ignition of the
neuron due to the initial value problem is ignored and the
next ignition of the neuron is the initial ignition by default.
At the nth iteration, the

Knn � e
−α

K′ + e
−β

M(x, y) · Xnn · Ynn. (4)

If the ignition is successful, then

Knn � 􏽘
k

i�1
hk vk( 􏼁. (5)

If ignition fails, then

Knn � Rk · L
2
k + 􏽚 Qkxdx. (6)

+erefore, it can be deduced that to achieve the initial
ignition at the nth iteration, the condition needs to be
satisfied that

M(x, y) �
Mij × x + εfree × x

2
× d

1/2
, d≤ d0,

Mij × x + εdecay × x
2

× d
2
, d> d0.

⎧⎪⎨

⎪⎩
(7)
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Figure 1: A framework of the impulse-coupled neural network model.
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To verify the correctness of the formula, the results of the
speech-like processing under this algorithm are used for
verification, but the law is not limited to parameter-adaptive
impulse-coupled neural networks. Because the difference
between parameter-adaptive impulse-coupled neural net-
works and conventional impulse-coupled neural networks is
only whether the parameters are adaptive or not, it is es-
sentially the network parameters that determine the pro-
cessing effect, and the formula is essentially determined by
the parameters of the network, so it does not affect its
correctness [19]. Another point to note is that for the speech
samples, the larger the pixel band is, the more valuable the
pixel value tends to be, i.e., the earlier the initial ignition of
the neuron is achieved, the more important the information
it represents, and as long as these pixel bands are calculated
correctly, then the derived formula is valuable.

Based on this result, it can also be deduced that assuming
that a neuron achieves initial ignition at the kth iteration, the
time difference between its next ignition time and the
current ignition time is l. +erefore, it can be concluded that
the range of pixel bands that achieve ignition at each time
point is determined at the initial ignition, and does not vary
much. Again, it should be noted that the law highlighted
above is for the vast majority of pixel points, and there is a
small percentage of pixel points that do not obey such a law.
Because the law of PCNN is that a certain nerve ignition
affects the surrounding nerves, the current PCNNs are all
stimulatory effects and no inhibitory ones [20]. +at is, a
certain nerve ignition may make the surrounding nerves
ignite earlier, but this transmission will not be unrestricted.

2.2. Knowledge Mapping for Speech Emotion Feature Recog-
nition Based on Impulse-Coupled Neural Networks.
Knowledge graphs are usually constructed in two ways: top-
down and bottom-up. Since the information to be collected
comes from a wide range of sources, each data source needs
to be treated with a targeted approach to extract useful
information from it. +e paper adopts a top-down approach
to construct a knowledge graph of speech emotion features

in four steps: construction of speech emotion features on-
tology, knowledge extraction, knowledge fusion, and
knowledge storage as shown in Figure 3.

In the process of designing and constructing the
knowledge graph, firstly, the main structure of the speech
emotion feature recognition business needs to be designed,
which can be used quickly and also provide convenience for
later operation and maintenance; the second step is to carry
out data collection and entry, collect entities with practical
meaning by manual and automated means, and carry out
preliminary data cleaning [21]. After obtaining a relatively
clean data set, all the instances that appear several times in
the data set and represent the same object are fused with
knowledge, and the entities with less information and less
significance are removed based on a priori knowledge; fi-
nally, all the entities are constructed into a knowledge graph,
which is also randomly sampled and manually annotated to
evaluate the accuracy and reliability of the knowledge graph.

In the process of knowledge fusion, entity alignment is
needed to determine whether two or more entities from
different information sources are the same entity. Due to the
difference between official and unofficial expressions, there
are differences in the representation of the same entities,
which is the main and important problem faced in the
knowledge fusion phase, and therefore, the entity names
need to be standardized. In the process of knowledge fusion,
it is necessary to map certain strings in a piece of text to
corresponding entities in the knowledge base through entity
links to eliminate consistency problems such as entity
conflicts and unclear pointers. Finally from the knowledge
graph used to provide knowledge support to the Q&A
system, the data need to be stored in the database after
knowledge fusion. For storing such a semantic network as a
knowledge graph, a graph database in the form of a “network
data structure” is more suitable as the carrier of the
knowledge graph. +e paper adopts a popular open-source
graph database, Neo4j, for storing knowledge graphs, which
is characterized by its compliance with knowledge graph
storage logic and high-quality visualization of knowledge
graphs.
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Figure 2: Periodic table of the pulse-coupled neural network.
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Information ecology refers to the mutual relationship
between information people and their surrounding infor-
mation environment, that is, it involves the mutual influence
and interaction between the information environment, in-
formation people, information, and information technology.
Information ecology is the use of ecological views and
methods, comprehensive consideration of the relationship
between various elements, and the reasonable deployment of
resources in the information ecosystem, to maintain the
information ecosystem calm, stable, and orderly. +e in-
formation ecosystem mainly includes the following con-
notations: (1) information ecosystem is an organic part of
the large social system and is a dynamic system with di-
versity and complexity. An information ecosystem is a
harmonious, dynamic, and balanced self-organized system
composed of four parts: information subject, information
object, information environment, and information tech-
nology. (2) +e main body of the information ecosystem is
the information person, which refers to the group of indi-
viduals or organizations involved in information activities,
consisting of information producers, information dissemi-
nators, information organizers, information consumers, and
information decomposers, and has the dynamic nature of
role transformation. (3) +e object of the information
ecosystem is information, which is the basic element to
maintain the operation and development of the whole in-
formation ecosystem and is the connecting link between
information people and the information environment. (4)
Information ecosystem environment refers to the collection
of factors outside the information subject that have a direct
or indirect influence on the survival and development of the
information subject. (5) Information ecological technology
is the key to supporting the existence of an information
ecosystem and is the key technology for information subjects
to visualize information objects in the information eco-
system environment, mainly including information storage,
transmission, and processing [22].

Information ecological chain research originates from
the cross-application research of information ecology and
information chain. An information ecological chain is an
artificial system in a specific ecosystem, which concentrates
the constituent elements of information ecology such as
information environment, information people, information,
and information technology. Information is processed and
transmitted in the information ecological chain in a way
similar to the operation of an assembly line and participates
in the flow of the whole ecosystem.+e information subjects

(information people) in the ecosystem are arranged in a
chain-like structure according to the order of information
flow. +e basic structure of the information ecosystem in-
cludes information person, information, and dissemination
path. In the information ecological chain, the information
subject (information person) is the core element, and the
development direction of the information ecological chain is
influenced by the information subject; information is the key
factor in the formation of the information ecological chain;
information environment is the sum of various spatial
factors for the survival of the information subject, and it is
the supporting background for the existence of the infor-
mation ecological chain; information technology is a single
influence factor independent of the information environ-
ment, and it is the supporting condition for the optimization
of the development of the information ecological chain. +e
periodic pulse-coupled neural network on the same source
feature and the same scale has different periodicity on the
same source feature at different scales. In the information
ecological chain, the information subject is supported by
information technology, and the information subject and the
information environment are constantly connected and
interactively influenced by the flow of information [23]. In
the information environment, the information subject forms
a chain dependency relationship through the process of
production, dissemination, organization, consumption, and
decomposition of information through information tech-
nology. +e coordinated development of each information
ecological factor promotes the continuous evolution of the
information ecological chain.

+e information on speech emotion features in the in-
formation ecological chain is collected through a pulse-
coupled neural network and combined into a knowledge
map of speech emotion features, whose subject element
composition is shown in Figure 4. +ere are two conno-
tations of information resources: one is as the glue of in-
formation subjects in the information environment to
maintain or promote the connection or role between each
subject and the other is as the processing object in the whole
information environment, acting as the basic element for the
operation of the whole speech emotion characteristic in-
formation environment. Information people’s demand for
information determines information resources, and infor-
mation resources, as the medium between information
people, are also influencing information people’s demand
for information. In other words, information resources as a
whole reflect a certain value preference of information
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Figure 3: Knowledge graph construction process of speech emotion features.
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people in the information environment, and the value
preference already formed in the information environment
also influences the information people in the information
environment to a certain extent. +e subject elements of the
knowledge map of speech emotion characteristics corre-
spond to information people in the information ecosystem,
which refer to the opinion users who use corresponding
information technology to express their views, emotions,
opinions, and attitudes by releasing opinion information
under a certain space of speech emotion characteristics.
Information people include ordinary Internet users who
account for the majority of the voice emotion feature space,
key node users who play the role of key links, opinion leaders
who have a dominant position in the voice emotion feature,
and control subjects who guide the voice emotion feature.
+ese kinds of information people play different informa-
tion roles in the information ecology.

In the speech emotion trait knowledge mapping, in-
formation environment, information person, information,

and information technology together constitute the infor-
mation ecosystem of speech emotion trait knowledge
mapping. +e environment element, subject element, object
element, and technology element together serve as the four
major information ecological elements of speech emotion
characteristic user topic mapping. +e process of knowledge
fusion requires mapping certain strings in a piece of text to
the corresponding entities in the knowledge base through
entity links to eliminate consistency problems such as entity
conflicts and unclear pointers. Finally, from the knowledge
graph used to provide knowledge support to the Q&A
system, the data need to be stored in the database after
knowledge fusion.+e construction of user topic mapping of
speech emotion features relies on mature knowledge
mapping processing technology, which mainly includes
entity recognition, attribute extraction, relationship ex-
traction, and topic mapping built on the corresponding
model. Among them, entity recognition is the support for
the topic mapping of speech emotion feature users, and
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Figure 4: Topic element composition of the knowledge map of speech emotion features.
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through entity recognition, the nodes constituting the topic
mapping can be accurately located from a large number of
speech emotion feature users. Attribute extraction is an
important component of the topic mapping of speech
emotion feature users, which helps to describe the nodes in
the topic mapping with accurate attributes. Relationship
extraction is the key to building the topic mapping of speech
emotion feature users, and the relationship between nodes
determines the connection between different nodes of the
topic mapping and the mechanism of action. +e con-
struction of the topic mapping lies in selecting the appro-
priate model to identify and extract the node types or edge
relationships in the mapping.

2.3. ExperimentalDesign. To verify the validity of the model,
the following experimental contents and processes are
designed in this chapter: (1) training/testing set division.
Each experiment randomly selects 80% of the data set as the
training set and the remaining 20% as the test set, which is
not involved in training and is only used to verify the model
performance; (2) training and selection of corpus vectors. To
ensure the quality of the corpus vectors, a corpus of news
data from the whole network is used to train the word
vectors. +e corpus collected more than 20,000 real news
data from several news sites, covering 18 channels of society,
sports, news, entertainment, etc., which involved many
fields, and the amount of data was very sufficient.+e corpus
was selected for word vector training to enhance the gen-
eralization ability of the model by enhancing the general-
ization type of the word vector; (3) constructing a
convolutional neural network model. +e Keras deep
learning toolkit is used, and TensorFlow is chosen as the
underlying implementation; (4) hyperparameter tuning.
Considering the influence of hyperparameters on the model
performance, the convolutional kernel size, activation
function, dropout random deactivation ratio, and the
number of iterations are adjusted; (5) comparing the ex-
perimental effects.

+e initial sentiment text is obtained after data collection
and preprocessing, and it needs to be vectorized into
computable numerical data. In this paper, we use word
embedding to map each word into a low-dimensional vector,
which further represents the sentiment text into a high-
dimensional matrix stitched by the word vectors. +e
Word2Vec model is used in the research process to map
each word or word after the word separation process into a
vector, and the cosine similarity is used as a metric to
evaluate the word-level vectors as shown in the following
equation:

G � f
P
(i)⊕f

Q
(j) � f Pi( 􏼁f

Q
(j)

T
. (8)

+e tail of the whole model is two fully connected layers.
+e first fully connected layer is 128 neurons, and the second
fully connected layer is 64 neurons so that the text matrix
after feature extraction can be restretched into a one-di-
mensional vector. +e dropout layer is added to control the
number of randomly deactivated neurons in the fully
connected layer because the use of fully connected layers can

greatly increase the number of parameters in the model and
even cause overfitting, and the dropout randomly designates
some neurons to have zero output in each iteration so that
their connected weights will not participate in the weight
update during the back-propagation training process. +is
controls the number of parameters of the model and fa-
cilitates the computation on the one hand; on the other
hand, it also cuts the nonessential dependence among the
weights, further controls the risk of model overfitting, and
significantly improves the performance of the model on the
test set.

3. Results and Analysis

3.1. Regularized Parameter Analysis. To select the appro-
priate regularization parameters, seven sets of controlled
experiments were conducted. +e experiments were con-
ducted mainly between multifocused samples, which rep-
resent the case where the information of the sample is spread
over the whole sample, and regular samples, which represent
the case where the information of the sample is concentrated
in the center of the feature. +erefore, these two types of
samples can be chosen to test the appropriate values of the
regularization parameters in different situations.

As shown in Figure 5, different values of the regulari-
zation parameter c are different in multifocused and regular
speech samples. +e appropriate value of c can protect the
boundary information of the speech samples, and the
multifocused speech samples with dispersed speech infor-
mation are more suitable for larger c values, while the
regular speech samples with more concentrated speech
information are more suitable for smaller c values. +ere-
fore, based on the above observations, c is set to 5 for
multifocused samples representing a class with scattered
discourse information, while c is set to 0.01 for regular
samples representing a class with more concentrated dis-
course information. firstly, the user input questions and
templates are divided into words, the frequency of each word
is counted, and the value of inverse document word fre-
quency is calculated. When there are N entries, the template
and input data can be represented by an N-dimensional
vector, and the value on the dimension indicates the IDF
value of the word on the input data or module. +e cosine
value of all the templates and the input data is calculated. A
large cosine value indicates that the corresponding vector
angle is smaller, and at the same time, the two are more
similar, and a threshold is set, and the template with a cosine
value greater than the threshold can be used as the answer.
When multiple templates are similar, the template with the
largest cosine value is taken as the user’s intention, and the
corresponding entity relationship is found from the Neo4j
repository to make the answer.

+e random deactivation rate of the dropout layer and
the number of training iterations are also key factors af-
fecting the model performance. +e following is the vali-
dation process of the relevant experiments: firstly, the impact
of the dropout random deactivation rate on the model
performance is tested, and the relevant indexes on the test set
are shown in Figure 6, which shows the trend of the impact
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of dropout random deactivation rate on the model. When
the dropout random deactivation rate is in the range of
0.05–0.1, the indicators of the model reach the optimal effect;
when the random deactivation rate exceeds 0.1, the overall
indicators of the model show a decreasing trend. +erefore,
the best model performance can be obtained by setting the
dropout random deactivation rate between 0.05 and 0.1.

3.2. Validation of the Effect of Hyperparameters on theModel.
+e number of iterations in pulse-coupled neural networks
often depends on the specific task type. Compared with
other hyperparameters, the number of iterations directly
affects the training time of the model and influences the final
fit. If the number of iterations is too small, the model will not
be able to converge to the local minima and lead to
underfitting; conversely, if the number of iterations is too
large, it will increase the time cost of model training on the
one hand and lead to overfitting problems on the other hand,
which will reduce the generalization ability of the model.
Information environment is the sum of various spatial
factors for the survival of the information subject, and it is
the supporting background for the existence of the

information ecological chain; information technology is a
single influence factor independent of the information en-
vironment, and it is the supporting condition for the op-
timization of the development of the information ecological
chain. Figure 7 shows the changes in the model-related
indexes when the number of iterations is 0–400, respectively.
From Figure 7, it can be seen that after 15 iterations, the
model indicators reach their peak, but after 16 iterations, the
indicators have a significant downward trend, indicating
that the model has been overfitted.

As shown in Figure 8, the performance index of the
PCNN algorithm in the extraction of entity relationships in
scientific and technical text data is better than that of the
other methods in the comparison experiments. CNN is an
algorithm that uses convolutional neural networks for re-
lationship classification, while BLSTM has better results for
the processing of dynamic sequence problems like text se-
quences, and the introduction of an attention mechanism
based on BLSTM is to enhance the effect of text semantic
enhancement and improve the overall effect of the model.
+e PCNN algorithm in this paper adds location infor-
mation to the text information and combines word-level
attention mechanism and sentence-level attention
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Figure 5: Effect of regularization parameters on objective performance.
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mechanism of scientific and technical text data. +e im-
provement in accuracy, recall, and F1 value is 2.9%, 1.1%,
and 3.6% for the F1 value.

By combining split-word lexicality, bidirectional long-
and short-time recurrent network, and attention mecha-
nism, this paper is based on CNN’s knowledge graph of
speech emotion features to get textual split-words from
speech emotion feature data using kipa split-words, then
using the split-word vector and character vector represen-
tation obtained by Word2vec as the initial input of the
model, and the output is the entity vector recognized from
speech emotion samples. By combining the subword lexical
vectors and introducing the attention mechanism, the entity
recognition accuracy of the speech emotion features is
improved. For entity-relationship extraction of speech
emotion features, an entity-relationship recognition algo-
rithm based on a multiattention mechanism is proposed,
while two attention mechanisms, self-attention mechanism
and sentence-attention mechanism, are used for entity-re-
lationship classification, and entity-relationship extraction
of large data of speech emotion features is realized.

4. Conclusion

+is paper constructs a knowledge graph of speech emotion
features based on impulse-coupled neural networks com-
bined with a generalized corpus database. In the process of
word embedding, the pretraining results of the BERTmodel
on a massive text data set are fully utilized to dynamically
represent texts with different semantics in different contexts;
based on the PCNN model, the feature extraction layer is
improved and a multiheaded self-attentiveness mechanism
is introduced. In the language recognition model, the results
of the model experiments are compared using the control
variables method based on a large number of data experi-
ments. In the feature extraction process, different weights are
assigned to the words according to their importance to the

classification results to enhance the word dependencies
within the text; to reduce the limitations of the model in
semantic recognition, feature extraction is performed sep-
arately in the subspace of multiple feature representations,
and then, the results are fused to improve the learning ability
of the model. A Chinese named entity recognition model
based on the dual-stream self-attentive multidirectional
graph is proposed. In the data preprocessing stage, a mul-
tidirectional graph method is used to construct the corpus
data into the form of a graph, further enrich and optimize
the relevant entity dictionaries, and effectively reduce the
semantic ambiguity existing in the wordless segmentation of
Chinese words. In the text embedding stage, a method based
on dynamic weighted fusion is adopted, inspired by the
XLNET model. In the text embedding stage, an attention
mechanism approach based on dynamic weighted fusion is
proposed to improve the semantic understanding of the
model.

Data Availability

+e data used to support the findings of this study are
available from the author upon request.

Conflicts of Interest

+e author declares no conflicts of interest or personal
relationships that could have appeared to influence the work
reported in this paper.

Acknowledgments

+is work was supported by Henan Polytechnic.

References

[1] M. A. Alfalahi and M. S. Alfaras, “Application of remote
sensing technique to examine the oil pollution of the shatt Al-
arab water,” Journal of Applied Science and Engineering,
vol. 24, no. 5, pp. 713–718, 2021.

[2] A. Noor, Y. Zhao, R. Khan, L. Wu, and F. Y. Abdalla, “Median
filters combined with denoising convolutional neural network
for Gaussian and impulse noises,” Multimedia Tools and
Applications, vol. 79, no. 25, pp. 18553–18568, 2020.

[3] W. Zhang and J. Qi, “Synchronization of coupled memristive
inertial delayed neural networks with impulse and inter-
mittent control,” Neural Computing & Applications, vol. 33,
no. 13, pp. 7953–7964, 2021.

[4] X. Ji and Lu, “A unified criterion for global exponential
stability of quaternion-valued neural networks with hybrid
impulses,” International Journal of Robust and Nonlinear
Control, vol. 30, no. 18, pp. 8098–8116, 2020.

[5] H. Y. Khaw and Soon, “High-density impulse noise detection
and removal using deep convolutional neural network with
particle swarm optimisation,” IET Image Processing, vol. 13,
no. 2, pp. 365–374, 2019.

[6] A. Pratap and Raja, “Finite-time Mittag-Leffler stability of
fractional-order quaternion-valued memristive neural net-
works with impulses,” Neural Processing Letters, vol. 51, no. 2,
pp. 1485–1526, 2020.

[7] Y. Guo and J. Cao, “Stability and stabilization for stochastic
Cohen-Grossberg neural networks with impulse control and

0

1 2 3 4 5 6

7 8

3

2

1

0

4.0

4.5

5.0

5.5

6.0

6.5

7.0

7.5

8.5

F1 value

Re
ca

ll

Accuracy
CNN
BLSTM
PCNN

8.0

Figure 8: +e recognition accuracy of the PCNN method and
comparison algorithm in various types of relationships.

Computational Intelligence and Neuroscience 11



noise-induced control,” International Journal of Robust and
Nonlinear Control, vol. 29, no. 1, pp. 153–165, 2019.

[8] L. Tang and Yuan, “Optimization of impulse water turbine
based on GA-BP neural network arithmetic,” Journal of
Mechanical Science and Technology, vol. 33, no. 1, pp. 241–253,
2019.

[9] R. Walia and S. Ghosh, “Design of active noise control system
using hybrid functional link artificial neural network and
finite impulse response filters,” Neural Computing & Appli-
cations, vol. 32, no. 7, pp. 2257–2266, 2020.

[10] P. Anbalagan and Ramachandran, “Global robust synchro-
nization of fractional order complex valued neural networks
with mixed time varying delays and impulses,” International
Journal of Control, Automation and Systems, vol. 17, no. 2,
pp. 509–520, 2019.

[11] R. Kumar, S. Sarkar, S. Das, and J. Cao, “Projective syn-
chronization of delayed neural networks with mismatched
parameters and impulsive effects,” IEEE Transactions on
Neural Networks and Learning Systems, vol. 31, no. 4,
pp. 1211–1221, 2019.

[12] K. Guan, “Global power stability of neural networks with
impulses and proportional delays,” Bulletin of the Malaysian
Mathematical Sciences Society, vol. 42, no. 5, pp. 2237–2264,
2019.

[13] S. V. Kumar and C. Nagaraju, “Support vector neural network
based fuzzy hybrid filter for impulse noise identification and
removal from gray-scale image,” Journal of King Saud Uni-
versity - Computer and Information Sciences, vol. 33, no. 7,
pp. 820–835, 2021.

[14] K.Wang and Shang, “Dynamic soft sensor development based
on convolutional neural networks,” Industrial & Engineering
Chemistry Research, vol. 58, no. 26, pp. 11521–11531, 2019.

[15] M. J. Kelly and Baig, “Spectrum of impulse control behaviours
in Parkinson’s disease: pathophysiology and management,”
Journal of Neurology, Neurosurgery & Psychiatry, vol. 91, no. 7,
pp. 703–711, 2020.

[16] H. Li and Zhang, “Global asymptotical stability for a class of
non-autonomous impulsive inertial neural networks with
unbounded time-varying delay,” Neural Computing & Ap-
plications, vol. 31, no. 10, pp. 6757–6766, 2019.

[17] X. Li, S. Song, and J. Wu, “Exponential stability of nonlinear
systems with delayed impulses and applications,” IEEE
Transactions on Automatic Control, vol. 64, no. 10,
pp. 4024–4034, 2019.

[18] T. Wei, X. Li, and V. Stojanovic, “Input-to-state stability of
impulsive reaction-diffusion neural networks with infinite
distributed delays,” Nonlinear Dynamics, vol. 103, no. 2,
pp. 1733–1755, 2021.

[19] L. Li and G.Mu, “Synchronization of coupled complex-valued
impulsive neural networks with time delays,” Neural Pro-
cessing Letters, vol. 50, no. 3, pp. 2515–2527, 2019.

[20] A. Caliskan and Cil, “Regression-based neuro-fuzzy network
trained by ABC algorithm for high-density impulse noise
elimination,” IEEE Transactions on Fuzzy Systems, vol. 28,
no. 6, pp. 1084–1095, 2020.

[21] De Paula, C. G. Marques, F. D. Silva, and W. A. Silva,
“Volterra kernels assessment via time-delay neural networks
for nonlinear unsteady aerodynamic loading identification,”
AIAA Journal, vol. 57, no. 4, pp. 1725–1735, 2019.

[22] P. Mondal and Yirinec, “Diagnostic value of spirometry vs
impulse oscillometry: a comparative study in children with
sickle cell disease,” Pediatric Pulmonology, vol. 54, no. 9,
pp. 1422–1430, 2019.

[23] S. Sokolov, A. Zhilenkov, S. Chernyi, A. Nyrkov, and
N. Glebov, “Hybrid neural networks in cyber physical system
interface control systems,” Bulletin of Electrical Engineering
and Informatics, vol. 9, no. 3, pp. 1268–1275, 2021.

12 Computational Intelligence and Neuroscience


