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a b s t r a c t

The worldwide outbreak of coronavirus disease 2019 (COVID-19) has triggered an unprecedented
global health and economic crisis. Early and accurate forecasts of COVID-19 and evaluation of
government interventions are crucial for governments to take appropriate interventions to contain the
spread of COVID-19. In this work, we propose the Interpretable Temporal Attention Network (ITANet)
for COVID-19 forecasting and inferring the importance of government interventions. The proposed
model is with an encoder–decoder architecture and employs long short-term memory (LSTM) for
temporal feature extraction and multi-head attention for long-term dependency caption. The model
simultaneously takes historical information, a priori known future information, and pseudo future
information into consideration, where the pseudo future information is learned with the covariate
forecasting network (CFN) and multi-task learning (MTL). In addition, we also propose the degraded
teacher forcing (DTF) method to train the model efficiently. Compared with other models, the ITANet
is more effective in the forecasting of COVID-19 new confirmed cases. The importance of government
interventions against COVID-19 is further inferred by the Temporal Covariate Interpreter (TCI) of the
model.

© 2022 Elsevier B.V. All rights reserved.
–

1. Introduction

Worldwide outbreak of coronavirus disease 2019 (COVID-19)
as triggered an unprecedented global health and economic crisis.
OVID-19 has caused more than 233 million infections and more
han 4.7 million deaths worldwide so far.1 Early and accurate
orecasts of COVID-19 and evaluation of government interven-
ions are crucial for governments to take appropriate interven-
ions and contain the spread of COVID-19.

The forecasting of COVID-19 conducts a prediction of con-
irmed cases or other indicators caused by COVID-19 in a fu-
ure horizon. Many works have been proposed to forecast the
rogression of COVID-19 since its global outbreak.
Compartmental models have been widely used for infectious

isease modeling ever since its origin in the early 20th cen-
ury [1]. In [2], Yang et al. employed modified susceptible–exposed
nfected–removed (SEIR) model, taking the move-in and move-
ut parameters into account, to derive the epidemic trend. In [3],
hou et al. adjusted the SEIR model for predicting epidemic
rends by further considering the contact rate and quarantined
roportion of COVID-19 transmission. The major limitations of

∗ Corresponding author.
E-mail address: ghyang@jnu.edu.cn (G. Yang).

1 WHO Coronavirus (COVID-19) Dashboard, as of September 30th, 2021.
ttps://doi.org/10.1016/j.asoc.2022.108691
568-4946/© 2022 Elsevier B.V. All rights reserved.
compartmental models are two-fold: 1) compartmental models
only consider limited parameters; 2) compartmental models are
unable to incorporate covariates for better forecasting. Recently,
researchers have proposed several works to eliminate the limita-
tions of compartmental models by combining them with machine
learning algorithms [4,5].

Statistical models, such as Auto-Regressive Integrated Mov-
ing Average (ARIMA) and Seasonal Auto-Regressive Integrated
Moving Average (SARIMA), were applied to forecast the epidemi-
ological trends of the COVID-19 pandemic in [6–8]. To improve
forecasting accuracy, exogenous variables were considered in
recent studies for COVID-19 forecasting [9,10]. Statistical mod-
els normally rely on multiple assumptions, which limits their
applications.

In addition to compartmental models and statistical mod-
els, machine learning models and deep learning models have
also been widely used in the COVID-19 forecasting problem
[11–13]. In [3], the authors proposed a logistic growth model
for near-term predictions. In [14], Ardabili et al. investigated
several machine learning models, including the multi-layered
perceptron and the adaptive network-based fuzzy inference sys-
tem, to predict the outbreak of COVID-19. As for deep learning
models, long short-term memory (LSTM) networks [2,15–17],
gated recurrent unit (GRU) networks [16], convolutional neural
networks (CNN) [15,17,18], attention-based networks (e.g., Trans-

former [17,19,20], dot-product attention models [21], graph

https://doi.org/10.1016/j.asoc.2022.108691
http://www.elsevier.com/locate/asoc
http://www.elsevier.com/locate/asoc
http://crossmark.crossref.org/dialog/?doi=10.1016/j.asoc.2022.108691&domain=pdf
mailto:ghyang@jnu.edu.cn
https://doi.org/10.1016/j.asoc.2022.108691
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ttention networks [22]), etc., were applied to forecast the COVID-
9. In addition, hybrid approaches that combine different deep
earning methods, such as CNN-LSTM [23], were also investigated
or better forecasting of COVID-19. To the best of our knowledge,
lthough machine learning models and deep learning models
how better model capacity and flexibility in learning from co-
ariates and forecasting epidemic progression, they suffer from
nsatisfying performance of long-term forecasting, overfitting,
nd poor interpretability.
To overcome the aforementioned limitations, we propose the

nterpretable Temporal Attention Network (ITANet) for inter-
retable multivariate time series forecasting and apply it to the
orecasting of COVID-19 epidemic. The model is with an encoder–
ecoder architecture, where both the encoder and the decoder
mploy LSTM for extracting temporal features and multi-head
ttention for capturing long-range dependencies. The model si-
ultaneously takes historical information, a priori known future

nformation, and pseudo future information into consideration.
he pseudo future information is learned with the covariate fore-
asting network (CFN) and multi-task learning (MTL). In addition,
e further propose the degraded teacher forcing (DTF) method

o train the model efficiently. The main contributions of this work
an be summarized as follows:

1. The proposed ITANet has a superior model architecture and
learning capacity for time series forecasting and covariate
importance extraction;

2. The proposed multi-task learning paradigm has the abil-
ity to provide additional supervision information for the
model to achieve better forecasting performance.

3. The proposed degraded teacher forcing method is capable
of training the model efficiently and mitigating train-test
mismatch.

4. The proposed model is capable of providing promising
performance in forecasting of the COVID-19, and evaluat-
ing the importance of government interventions, which is
beneficial for governments to contain the progression of
COVID-19.

The remainder of this paper is organized as follows. In
ection 2, we introduce the related works of this study. In
ection 3, we introduce the architecture and main components of
TANet, as well as the degraded teacher forcing method and the
ulti-task learning paradigm. In Section 4, we introduce experi-
ental datasets, data preprocessing and experimental settings for
omparing our model with existing deep learning models in the
orecasting of COVID-19. In Section 5, we show the experimental
esults of forecasting performance, model uncertainty, model
omplexity, and ablation studies. We further conduct extensive
xperiments to demonstrate the benefits of DTF and MTL on
he forecasting performance and the benefits of DTF on other
odels with encoder–decoder architectures. We also evaluate

he importance of government interventions with the help of
emporal covariate interpreter. Finally, we provide a detailed
iscussion and conclude this work in Section 6 and Section 7,
espectively.

. Related works

.1. COVID-19 forecasting

Multiple types of forecasting models have been applied to
orecasting the progression of COVID-19, including compartmen-
al models [2,3], statistical models [6–8], and deep learning mod-
ls [16,18,20]. However, compartmental models and statistical
odels suffer from limited expression capability and unsatisfying

orecasting performance, while deep learning models are usually

lamed for overfitting issues and poor interpretability.

2

2.2. Incorporating and interpreting covariates

To improve forecasting accuracy, researchers have made huge
efforts to incorporate covariates so that more information could
be utilized. Even for compartmental models and statistical mod-
els, recent studies have proposed to incorporate covariates (e.g.,
changes in the policies [5], number of currently hospitalized
patients [10]) to enhance the models’ performance. For deep
learning models, it would be easier to incorporate covariates
(e.g., mobility information [20]). However, these works usually
simply combined all incorporated covariates together and in-
putted them to the networks. Despite some recent studies [24],
how to make full use of the covariates and how to interpret the
importance of incorporated covariates remain further investiga-
tion.

2.3. Encoder–decoder models and their training strategies

Encoder–decoder models have been widely employed for time
series forecasting in recent years [25,26]. Encoder–decoder mod-
els are usually difficult to train, especially when encoder time
steps or decoder time steps are long. A well applied training
strategy for encoder–decoder models is Teacher Forcing [27],
where the decoder has access to all the observed target values
at every decoding step to mitigate error propagation. However,
since the model cannot always access all the observed target
values during the inference stage in a multi-horizon forecasting
problem, there inevitably exists a gap between the input infor-
mation for training and inference, which is the so called train-test
mismatch. More efficient training strategies should be proposed
to train encoder–decoder models well while mitigating train-test
mismatch.

3. Proposed method

3.1. Interpretable temporal attention network

As shown in Fig. 1, the proposed ITANet is with an encoder–
decoder architecture consisting of an encoder for processing
historical information and a decoder for processing future infor-
mation and forecasting. From the very beginning of the encoder
and decoder, the input transformation layer transforms the in-
puts to high-dimensional features, and the temporal covariate
interpreter (TCI) layer interprets the importance of each input
covariate, respectively. After that, an LSTM layer for extracting
temporal features and a multi-head self-attention layer for cap-
turing long-range dependencies are connected to the TCI layer
on both the encoder side and decoder side. In addition, the
decoder also includes three components: a covariate forecasting
network (CFN) for expanding the future inputs, an encoder–
decoder attention layer for attending the encoder representation,
and a linear layer for final linear regression.

The model takes three types of covariates as inputs, i.e., co-
variates with historical information only (xh), covariates with
historical information and pseudo future information (xpf ) and
covariates with historical information and a priori known future
information (xrf ). The pseudo future information are generated
by the covariate forecasting network. Assuming a τseq-horizon
forecasting problem, the original input lengths of xh, xrf and xpf
are τlag , (τlag + τseq) and τlag , respectively.

3.1.1. Covariate forecasting network
Incorporating more useful covariates and their future informa-
tion into time series forecasting helps to improve the forecasting
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Fig. 1. The network architecture of ITANet.
erformance of the model. Traditional encoder–decoder architec-
ures usually take only the value of the target sequence at the
ast time step before the start point of forecasting, i.e., yt−1, as the
input on the decoder side. In the proposed encoder–decoder ar-
chitecture, we have incorporated covariates with a priori known
future information xrf into the inputs on the decoder side to
achieve potential forecasting performance improvement. How-
ever, covariates that we have a priori on are limited. Therefore,
in this section, we posit that by introducing some critical and
predictable covariates to the inputs on the decoder side, the per-
formance of the model can also be promoted. To that end, we pro-
pose the covariate forecasting network to generate pseudo future
information for some covariates with their historical information
and expand the inputs on the decoder side:

x̂pft:t+τseq = CFN(xpft−τlag :t ). (1)

To avoid overfitting to the historical data, the covariate fore-
casting network is a lightweight encoder–decoder architecture
composed of a single LSTM layer on both the encoder and decoder
sides, instead of a complex network architecture.

3.1.2. Input transformation layer
The covariates considered are either categorical variables or

numerical variables. For categorical variables, we successively
apply label encoding and linear transformation, to transform each
categorical variable to a dci -d representation vector. Here the
dimension dci is determined by an empirical rule [28]:

dci = min(round(1.6 ∗ (nc
i )

0.56), d̃ci ), (2)

where nc
i and d̃ci are the number of categories and the predefined

maximal embedding size for the ith categorical variable, and the
round(·) function returns a rounded integer number. Through
trial and error, the 1.6 and 0.56 in Eq. (2) empirically give good
embedding sizes for categorical variables.

For numerical variables, we simply apply linear transforma-
tion to map the original value to a dn-d representation vector.
fter obtaining the representations for each categorical variable
nd numerical variable, an additional linear transformation is
pplied to transform each representation vector into a h-d hidden
epresentation space.
3

3.1.3. Temporal covariate interpreter
Inspired by the variable selection network in [24], we build

the temporal covariate interpreter to interpret the importance of
the input covariates. Considering the complexity and expression
capability of the network, the temporal covariate interpreter is
composed of a 2-layer feed forward network and a softmax
activation. Let hm

∈ Rh denote the transformed representation of
the ith covariate, covariate-wise importance vector at time step
t , i.e., It ∈ RM , is generated as:

It = ELU
(
hFW1 + b1

)
W2 + b2, (3)

and

hF
= Flatten

(
[(h1

t )
T , . . . , (hm

t )
T ..., (hM

t )T ]
)
, (4)

where ELU is the Exponential Linear Unit activation function [29],
W1, W2, and b1, b2 are learnable weights and biases of the first
and second linear layer, respectively. M is the total number of
covariates, and the Flatten(·) operation is to generate a flatten
vector across all covariates.

After obtaining the covariate-wise importance vector, the out-
put of the TCI layer at time step t can be expressed as:

oTCI
t =

M∑
m=1

I(m)
t hm

t , (5)

where I(m)
t is the mth element of It .

3.1.4. LSTM layer
The long short-term memory (LSTM) architecture was orig-

inally designed to process long sequential data and remember
information for a longer period than the original recurrent neural
network (RNN) [30,31]. An LSTM unit has three gates, i.e., forget
gate, input gate, and output gate, that control the propagation
of two kinds of information, i.e., the cell state and the hidden
state. Here we use an LSTM layer to process the representations
of inputs to extract temporal features, where the hidden states
of all time steps from the LSTM layer are passed to the latter
multi-head self-attention layer. The hidden states also provide
additional positional information for the attention modules, so
that no additional positional encoding is required as inputs to the
encoder and decoder.
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.1.5. Multi-head attention layers
Although the LSTM layer is able to extract temporal features

nd provide positional information, the long-range dependencies
etween the inputs are still difficult to be captured. To solve the
roblem, attention mechanism is introduced. Let Q, K, V denote
he fundamental constituents, i.e., the Query, Key and Value ma-
rices, for calculating the scaled dot-product attention [32], which
s specified as:

ttention(Q,K,V) = softmax
(
QKT

√
dK

)
V, (6)

where dK is the input dimension.
Multi-head attention, as an extension of the scaled dot-product

attention, is more effective and is employed in our model:

MultiHead (Q,K,V) = Concat (Head1, . . . ,HeadH)WO, (7)

and

Head i = Attention
(
QWQ

i ,KWK
i ,VWV

i

)
, (8)

where WQ
i , W

K
i , W

V
i , as well as WO, are learnable weights which

conduct linear transformations from the original representation
space to different sub-spaces, and H is the number of atten-
tion heads. Multi-head attention is expected to learn from those
representation sub-spaces and obtain various features, and thus
enhance the model performance.

Following the multi-head attention module, there is also a feed
forward network with two linear transformations and one ELU
activation in between. Also, a residual connection around each of
the multi-head attention module and the feed forward network
is employed.

On the encoder side, a multi-head self-attention layer is
adopted, where the hidden states from the encoder-side LSTM
layer form the Q, K, V matrices. On the decoder side, a multi-head
self-attention layer and a encoder–decoder attention layer are
adopted. Similarly, the hidden states from the decoder-side LSTM
layer form the Q, K, V matrices to the decoder-side multi-head
self-attention layer. While for the encoder–decoder attention
layer, the K, V matrices come from the outputs of the encoder-
side multi-head self-attention layer and the Q matrix comes from
the outputs of the decoder-side multi-head self-attention layer. It
is worth mentioning that to avoid the information leaking from
the future steps, masked multi-head attention is employed on the
decoder side, which includes an extra look-ahead mask compared
to the module on the encoder side.

3.1.6. Encoder–decoder architecture
Encoder–decoder architectures have been employed in pro-

cessing sequential data since the era of recurrent neural net-
works. Recently, as the development of attention mechanism, the
application of encoder–decoder architectures is becoming even
broader. For multi-horizon forecasting, the decoder, either of an
RNN model or of an attention-based model, normally conducts
one-step training and step-by-step inference. During the infer-
ence phase, the decoder can only access the last target value
before the start point of decoding, therefore the latter decoding
steps would be conditioned on the former predictions of the
decoder itself. Therefore, the step-by-step inference is not quite
effective, especially when the forecasting horizon is long. In this
paper, we employ the generative inference proposed in [33] for
one-step inference: the decoder is fed with the past τseq-step
target values, and outputs the τseq-step forecasting results with
one decoding step.

In summary, the forecasting results ŷ are generated as follows:

ŷ = Dec
(
[xrf , x̂pf , y ], C

)
, (9)
t:t+τseq t:t+τseq t:t+τseq t−τseq:t t−τlag

4

and

Ct−τlag = Enc
(
[xht−τlag :t , x

rf
t−τlag :t , x

pf
t−τlag :t ]

)
, (10)

where the future part of xpf , i.e., x̂pft:t+τseq , is given by the covariate
forecasting network as Eq. (1) shows.

3.2. Degraded teacher forcing

Traditionally, models with encoder–decoder architectures can
be trained with Teacher Forcing [27], in which the decoder has
access to all the observed target values at every decoding step
to mitigate error propagation. However, since the model cannot
always access all the observed target values during the inference
stage in a multi-horizon forecasting problem, there inevitably
exists a gap between the input information for training and infer-
ence. In other words, teacher forcing has advantages in properly
training the model, but also leads to train-test mismatch. To
mitigate train-test mismatch, we propose the degraded teacher
forcing for better training the proposed model. Instead of train-
ing the model with one-step shifted target sequences as the
teacher forcing does, the model is trained with the degraded
forcing sequences (DFS). Applying DTF requires 3 types of forc-
ing sequences, i.e., 0-padding sequences, τseq-step shifted target
sequences and one-step shifted target sequences. The Type 1 DFS
(0-padding sequences) are to mimic the situations that no target
values could be observed. The Type 2 DFS (τseq-step shifted target
sequences) are to mimic the information to the ITANet in the
testing stage. The Type 3 DFS (one-step shifted target sequences)
are used to force the training so that the model can be properly
trained. The combination of the three types of Degraded Forcing
Sequences, i.e., the ratios to use the three types of DFS, is further
determined by hyper-parameter tuning.

When DTF is applied, the training samples {[xhi , x
rf
i , xpfi , ydfsi ], yi}

should be generated at the very beginning of each iteration by the
sliding window method, as presented in Alg. 1.

For generating validation and testing samples, we simply
adopt Type 2 DFS for all samples for one-step inference as we
introduced before.

3.3. Multi-task learning

As illustrated before, the covariate forecasting network is in-
troduced to generate pseudo future information for some useful
covariates. To guarantee the quality of the generated pseudo
future information, and to train the forecasting model prop-
erly, multi-task learning is introduced to train the whole ITANet
with additional supervision from pseudo future known covari-
ates, comparing to the original single-task supervised learning.

Let the task of forecasting COVID-19 confirmed cases be the
primary task, and the tasks of forecasting pseudo future known
covariates be the auxiliary tasks. The primary task is optimized
by minimizing the sum of quantile losses [34] Lq w.r.t multiple
quantiles Q and all time points T to forecast:

LPri =
∑
t∈T

∑
q∈Q

Lq(y
q
t , ŷ

q
t ) (11)

, where

Lq(y
q
t , ŷ

q
t ) = max(q(yqt − ŷqt ), 0)+max((1− q)(ŷqt − yqt ), 0). (12)

The quantile loss is to offer precise numerical forecasting re-
ults and insights of forecast uncertainties by providing multiple
orecasting intervals. The commonly used quantiles include: 0.02,
.1, 0.25, 0.5, 0.75, 0.9, and 0.98.
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Algorithm 1 Method to generate training samples with degraded
forcing sequences embedded in.
Input:

xh: covariates with historical information only
xpf : covariates with historical information and pseudo future
information
xrf : covariates with historical information and a priori known
future information
y: target time series
l: the length of time series
τlag : input horizon
τseq: forecasting horizon
p1, p2, p3: ratios to use 3 types of DFS

1: Initialization: t ← 0, i← 0
2: repeat
3: t ← t + 1, i← i+ 1
4: Slide xh, xpf , xrf from t to t+ τlag , t+ τlag , and t+ τlag + τseq,

respectively, to generate xhi , x
rf
i , and xpfi

5: Slide y from t + τlag to t + τlag + τseq to generate yi
6: Generate a 0-padding sequence of length τseq as a Type 1

DFS yDFS1i
7: Slide y from t + τlag − τseq to t + τlag to generate a Type 2

DFS yDFS2i
8: Slide y from t + τlag − 1 to t + τlag + τseq − 1 to generate a

Type 3 DFS yDFS3i

9: Form a temporary training sample ([xhi , x
rf
i , xpfi ,

{yDFS1i , yDFS2i , yDFS3i }], yi)
10: until t + (τlag + τseq) > l
11: Randomly select yDFS1i , yDFS2i , and yDFS3i with the ratios p1, p2

and p3, respectively, to be the label sequence ydfsi of a training
sample

Output:
training samples {[xhi , x

rf
i , xpfi , ydfsi ], yi}

The auxiliary tasks are optimized by common regression losses
e.g., mean squared error loss, mean absolute error loss, etc.)
r common classification losses (e.g., binary cross entropy, cat-
gorical cross entropy, etc.) accordingly. For each auxiliary task
across all time points T to forecast, the loss function is deter-
ined by:

a
Aux =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
∑
t∈T

LaCLS(y
a
t , ŷ

a
t ), if a is a classification task∑

t∈T

LaREG(y
a
t , ŷ

a
t ), if a is a regression task.

(13)

The whole ITANet, denoted as F , is then jointly optimized as
ollows:
∗
= argmin

F
L

= argmin
F

LPri + λa

N∑
a=1

LaAux
(14)

where N is the number of auxiliary tasks, λa is the weight for
alancing auxiliary tasks and the primary task, and L is the joint
oss function.

To sum up, the procedures for training the proposed ITANet
ith degraded teacher forcing and multi-task learning is shown

n Alg. 2.
Note that the training set is generated at each iteration with

ariations, while the validation set is generated beforehand and
eep unchanged to accelerate the validation process.
5

Algorithm 2 Training the proposed ITANet with degraded teacher
forcing and multi-task learning
Input:

xh: covariates with historical information only
xpf : covariates with historical information and pseudo future
information
xrf : covariates with historical information and a priori known
future information
y: target time series
l: the length of time series
τlag : input horizon
τseq: forecasting horizon
p1, p2, p3: ratios to use 3 types of DFS
V : validation set
Itr: maximum iteration number
λ1, ..., λa, ..., λm: auxiliary task loss coefficients

1: Initialization: initialize the ITANet, i← 0
2: repeat
3: i← i+ 1
4: Run Alg. 1 to get training samples
5: Update F with Adam optimizer based on Eq. (14)
6: until i > Itr , or early-stopping is triggered.
Output:

optimal model F∗ with best L on validation set

Table 1
The exact variables taken in the experiments for three types of inputs.
xh Historical new confirmed cases, 19 government interventions

xpf Date index, month index, state code

xrf Temperature, air quality index

4. Experiments

4.1. Experimental datasets

The variables-of-interest in the experiments, including input
variables (i.e., government interventions, and air quality related
variables) and target variables (i.e., new confirmed cases), were
picked up from the following datasets:

Confirmed Cases, Confirmed Deaths, and Government Inter-
ventions: Oxford COVID-19 Government Response Tracker [35]
is a tool to rigorously and consistently track policy responses
around the world. Government interventions, including pharma-
ceutical interventions and non-pharmaceutical interventions, are
divided into four categories: containment and closure policies,
economic policies, health system policies and miscellaneous poli-
cies. The dataset provides daily updated government interven-
tions, confirmed cases and deaths from more than 180 countries
and regions. The dataset also provides state-level data for some
countries including the United States. Note that miscellaneous
policies are excluded since they are basically described with free
text.

Temperature and Air Quality Index: The temperature and air
quality index data from the World Air Quality Index project. The
dataset provides the values for each air pollutant species (e.g,
PM10, PM2.5) and meteorological data (e.g., wind, precipitation,
temperature), covering about 380 major cities in the world.

Specifically, the exact variables taken in the experiments for
three types of inputs (i.e., xh (variables with historical informa-
tion only), xpf (variables with historical information and pseudo
future information), xrf (variables with historical information and
a priori known future information)) are shown in Table 1:
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Table 2
Hyper-parameters, corresponding tuning spaces, and best hyper-parameter settings of the ITANet for the three states.
Hyper-parameter Tuning Space Best for CA Best for IL Best for TX

dn 4, 8 4 4 4
h 4, 8, 16, 32, 64 16 32 16
H 1, 2, 4, 8, 16, 32, 64 8 16 16
pdrop 0.1, 0.2, 0.3, 0.4, 0.5 0.5 0.5 0.3
(p1 , p2 , p3) (0.1, 0.1, 0.8), (0.15, 0.15, 0.7), (0.25, 0.25, 0.5) (0.15, 0.15, 0.7) (0.15, 0.15, 0.7) (0.25, 0.25, 0.5)

dn: mapped vector dimension of numerical variables;
h: dimension of hidden representations (including combined hidden representation, hidden states of LSTM layers in the CFN or
the main encoder–decoder network) and feed-forward size (inner dimension of feed forward networks within the TCI or following
multi-head attention modules);
H: number of attention heads;
pdrop: dropout rate;
(p1 , p2 , p3): ratios to use 3 types of DFS.
.2. Data preprocessing

The data extracted from above datasets cannot be directly
sed for model training or analysis.
Missing values and abnormal values are common in raw data,

nd thus further data filling and cleaning is required. For nu-
erical variables, we filled the blanks with 0. For categorical
ariables, we filled the blanks with forward filling method, which
orwarded the last observed value to the blanks till the next
bserved value, considering that these categorical variables may
ast for a few days. We checked the codebook of the government
ntervention dataset to make sure there was no abnormal values
n these variables.

On considering the data availability, we conducted the exper-
ments on 3 states of the United States: Illinois, California and
exas. The time series between April 1st, 2020 and April 28th,
021 was chosen and split into three parts:

• training set, from April 1st, 2020 to March 31st, 2021;
• validation set, from April 1st, 2021 to April 14th, 2021;
• testing set, from April 15th, 2021 to April 28th, 2021.

Sliding window method was applied to generate training, val-
dation and testing samples as Alg. 1 shows. Since the available
ata points (in days) were limited, we slid the window by a
tride=1.
To avoid the training being dominated by some large scale

umerical variables, pre-scaling was conducted on all numerical
ariables. The pre-scaler for each variable was generated only
ith the data in the training set. The pre-scaling was done by
-score normalization, where population mean x̄ and population
tandard deviation σ were firstly calculated, and then the original
ata is transformed according to the following equation:

′
=

(x− x̄)
σ

. (15)

.3. Experimental settings

We train the model for 14-horizon forecasting with 28-horizon
nputs under the multi-task learning paradigm and the joint loss
as calculated as Eq. (14). Here we used quantiles including: 0.1,
.5, and 0.9. Due to data availability, the auxiliary tasks include
orecasting the future temperature and Air Quality Index (AQI).
e set λa = 0.1 for all the auxiliary tasks.
Mean absolute error (MAE), root mean square error (RMSE),

nd mean absolute percentage error (MAPE) were introduced as
he performance evaluation metrics:

AE =
1

τseq

τseq∑
t=1

⏐⏐yt − ŷt
⏐⏐ , (16)

RMSE =

√ 1
τseq

τseq∑
(yt − ŷt )2, (17)
t=1

6

Table 3
Forecasting performance of ITANet and baseline models.
Model State MAE RMSE MAPE

CNN
California 1068.15 1273.53 0.5808
Illinois 790.64 900.45 0.3233
Texas 2704.02 2932.47 1.1087

LSTM
California 3986.68 4170.14 2.5184
Illinois 809.13 924.78 0.3135
Texas 1179.96 1584.90 0.6166

Transformer
California 658.54 891.26 0.5413
Illinois 848.7 983.08 0.2862
Texas 1595.42 2049.38 0.4353

TFT
California 993.01 1191.83 0.7656
Illinois 694.77 840.82 0.2274
Texas 1282.84 1664.10 0.6281

ITANet
California 597.69 697.44 0.3950
Illinois 294.46 392.49 0.1215
Texas 875.44 1073.59 0.3462

MAPE =
1

τseq

τseq∑
t=1

⏐⏐⏐⏐yt − ŷt
yt

⏐⏐⏐⏐ (18)

, where yt and ŷt denote the true value and predicted value of
new conformed cases at time t, and τseq is the length of time
horizons to forecast.

We compared the proposed ITANet with the other four deep
learning models, including CNN [18], LSTM [16], Transformer [20]
and Temporal Fusion Transformer (TFT) [24]. As naive compart-
mental methods and statistical methods cannot incorporate co-
variates, they were not considered in comparison.

The models were implemented, trained and tested in Python
with TensorFlow 1.15. The models were trained over 100 epochs
and the batch size was set to 256. The models were trained
and tested on a HPC with 2 Intel(R) Xeon(R) Gold 6230 CPUs
(@2.10 GHz), 256 GB RAM, and 2 NVIDIA V100 32 GB GPUs.

Grid search was employed to determine the hyper-parameters
of the neural networks. The hyper-parameter tuning spaces for
the proposed model are listed in Table 2. The model with mini-
mum validation loss was selected as the best model to conduct
the following evaluations and comparisons on the testing set.

5. Experimental results

5.1. Performance evaluation

We compared the proposed ITANet with the other four base-
line models, i.e., CNN, LSTM, Transformer and TFT, evaluated
on the forecasting of the COVID-19 new confirmed cases of 3
states of the United States, i.e., California, Illinois and Texas.
Experimental results are shown in Table 3 and Fig. 2.
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Fig. 2. Examples of COVID-19 forecasting results from Apr. 15 to Apr. 28 by
ITANet and other models.

The ITANet outperforms all the other models in terms of all
evaluation metrics, i.e., MAE, RMSE and MAPE. From Fig. 2, we
can find that the proposed model is better than the others not
only in numerical regression, but also in trend prediction.

5.2. Model uncertainty

In order to study model uncertainty, we trained the proposed
ITANet with quantile loss as defined in Eq. (11), so that the models
provided prediction intervals in addition to precise value predic-
tions. Since the model was trained with 0.1, 0.5, 0.9 quantiles,
we use 0.1 quantile prediction and 0.9 quantile prediction as
the lower bound and upper bound of the prediction intervals,
7

Fig. 3. Prediction intervals for COVID-19 forecasting by ITANet in California,
Illinois and Texas.

respectively. The prediction intervals of new confirmed cases for
14-horizon forecasting are shown in Fig. 3.

From Fig. 3, we can find that the prediction intervals given
by our model can accurately reflect the maximal and minimal
scales of the progression of the COVID-19 epidemic. The predic-
tion intervals can help governments to be fully prepared for the
epidemic, which is of great significance.

5.3. Model complexity

To compare the complexity of the proposed model with the
baseline models, the total number of parameters and floating-
point operations (FLOPs) of each model are listed in Table 4. It
can be seen from Table 4 that with the well designed network
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Table 4
Model complexity of ITANet and baseline models.
Model State No. of Params FLOPs

CNN
California 146.010k 291.476k
Illinois 90.936k 181.332k
Texas 149.482k 298.228k

LSTM
California 53.488k 106.986k
Illinois 53.664k 107.338k
Texas 390.666k 189.184k

Transformer
California 48.368k 97.583k
Illinois 48.544k 97.935k
Texas 48.384k 97.675k

TFT
California 58.896k 114.970k
Illinois 123.062k 274.924k
Texas 786.432k 1610.574k

ITANet
California 32.230k 70.652k
Illinois 32.406k 71.004k
Texas 32.438k 71.212k

Table 5
Ablation studies for multi-task learning and degraded teacher forcing.
Model State MAE RMSE MAPE

ITANet
California 597.69 697.44 0.3950
Illinois 294.46 392.49 0.1215
Texas 875.44 1073.59 0.3462

ITANet w/o MTL
California 1097.59 1351.52 0.6971
Illinois 521.14 598.91 0.1758
Texas 1313.54 1621.78 0.4554

ITANet w/o DTF
California 944.75 1101.76 0.5077
Illinois 863.37 985.63 0.3573
Texas 1206.08 1367.08 0.4676

ITANet w/o MTL&DTF
California 1663.99 1903.21 0.7683
Illinois 858.09 957.54 0.3497
Texas 1913.67 2230.83 0.5367

architecture, the proposed ITANet is very efficient in exploiting
input information and achieves the best performance with the
least computational complexity.

5.4. Ablation studies

In this work, we proposed a covariate forecasting network
ith multi-task learning (MTL) to provide additional supervi-
ion for training a model with better forecasting performance. In
ddition, we also proposed the degraded teacher forcing (DTF)
ethod to train the model efficiently while reducing the train-

est mismatch. In this section, we conducted ablation studies to
nvestigate the advantages of multi-task learning and degraded
eacher forcing. For comparison, three models, i.e., ITANet with-
ut MTL, ITANet without DTF, and ITANet without MTL & DTF,
ere evaluated. Table 5 shows the performance of the three mod-
ls in forecasting COVID-19 new confirmed cases in California,
llinois and Texas under the aforementioned configurations.

From Table 5, we can find that both MTL and DTF have benefits
o the COVID-19 forecasting. Without MTL or DTF, the perfor-
ance of the model drops significantly with a few exceptions.
or training without DTF, the performance loss may due to that
he forecasting horizons are too long. The accumulated training
rrors make the model difficult to train. When DTF is applied,
he model is trained with the guidance of the degraded forcing
equences to mitigate the training errors. At the same time, due
o our elaborate design of the degraded forcing sequences and the
raining procedure, the DTF also avoids great train-test mismatch
hile training the model efficiently. As for the studies for MTL,
e posited that to provide highly relevant future information
8

Fig. 4. The importance of government interventions against COVID-19 in
California, Illinois and Texas.

may help the forecasting, so the performance loss may due to the
reduction of supervision information or network parameters.

From Table 5, we can also find that DTF is more useful than
MTL. The possible reason was that we only provided future
temperature and AQI information for supervision considering
data availability, which may have limited contributions to the
outputs. However, the key idea behind this method provides
a direction for the use of future information for additional su-
pervision by combining the covariate forecasting network and
multi-task learning. Given sufficient useful covariates, the method
is expected to contribute more.
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Table 6
Effectiveness of degraded teacher forcing for other models with encoder–decoder
architectures.
Model State MAE RMSE MAPE

LSTM
California 3986.68 4170.14 2.5184
Illinois 809.13 924.78 0.3135
Texas 1179.96 1584.90 0.6166

LSTM w/ DTF
California 886.51 1128.62 0.6780
Illinois 796.26 911.11 0.3202
Texas 917.86 1304.03 0.3110

Transformer
California 658.54 891.26 0.5413
Illinois 848.70 983.08 0.2862
Texas 1595.42 2049.38 0.4353

Transformer w/ DTF
California 677.26 821.80 0.5342
Illinois 460.62 552.17 0.1585
Texas 921.79 1133.11 0.4028

TFT
California 993.01 1191.83 0.7656
Illinois 694.77 840.82 0.2274
Texas 1282.84 1664.10 0.6281

TFT w/ DTF
California 1426.35 1653.07 0.7120
Illinois 525.92 645.01 0.2209
Texas 1342.25 1563.98 0.5842

Since DTF is also suitable for other models with encoder–
ecoder architectures, such as TFT, LSTM and Transformer, we
lso compared the differences in forecasting performance be-
ween models trained with and without DTF. The results in Ta-
le 6 demonstrate that the proposed DTF training method is
ffective and can achieve a consistent performance improvement
n the models with encoder–decoder architectures.

.5. Covariate importance

One of the motivations of this work is to interpret covariate
mportance in time series forecasting. As for the forecasting of
OVID-19, we hope to determine which interventions are most
mportant and thus provide a guidance for future epidemic con-
ainment. We consider 3 categories of government interventions,
.e., containment and closure policies, health system policies, and
conomic policies, in our experiments, which are denoted by
Ca_b’, ’Ha_b’, ’Ea_b’, where ’a’ is the order of a policy within
ach category of interventions, and ‘b’ is the name of the policy.
ig. 4 shows the importance of each government intervention
egarding the three states obtained by the temporal covariate
nterpreter, where the importance is measured by importance in
ercentage (i.e., the sum of the importance of all covariates is
00 percentages). Note that the importance of those non-policy
ovariates is not shown in Fig. 4.
To better evaluate the importance of government interven-

ions, we scored three categories of interventions, i.e., contain-
ent and closure policies, economic policies, health system
olicies, according to their importance within each category, and
ummed the scores obtained in three states as the final impor-
ance score of each intervention. The scores of all the government
nterventions are shown in Table 7.

From Table 7, we can find that international travel controls,
anceling public events and closing public transport are among
he top 3 important containment and closure policies. Investment
n vaccines, vaccination policy and contact tracing are consid-
red as the most important health system policies. For economic
olicies, the scores are not consistent for different states, but
ay imply that income support and debt/contract relief might
e the most and least important measures, respectively. It is

orth mentioning that the importance of a government inter-

9

vention can be affected by a lot of factors, such as when the
intervention starts, how stringent it is, how long it lasts, etc,
resulting in the differences of the importance of government
interventions between the states. We expect that these findings
can provide valuable suggestions for the governments to choose
more effective control measures to contain the progression of the
COVID-19.

6. Discussion

In this work, we propose a novel forecasting model, i.e., ITANet,
as well as a set of methods to achieve better COVID-19 forecasting
performance. According to the experimental results, the proposed
ITANet outperforms the other baseline models in 14-day COVID-
19 forecasting for three US states. More importantly, the proposed
model is able to reveal the importance of covariates includ-
ing government interventions through the temporal covariate
interpreter. This capability provides an evaluation method on
the government interventions in containing the progression of
COVID-19.

The proposed model makes full use of various kinds of infor-
mation, including historical information, a priori known future
information, and pseudo future information learned with the
covariate forecasting network and multi-task learning. The pro-
posed degraded teacher forcing method is able to train the model
efficiently.

It is worth mentioning that the proposed model is applica-
ble for other time series forecasting problems, in addition to
the forecasting of COVID-19 confirmed cases, which may pro-
vide satisfying performance of long-term forecasting and inter-
pretable covariate importance. The DTF method is also applicable
for training other models with encoder–decoder architectures.

One limitation of this work is that although the proposed
ITANet achieves the best performance in forecasting COVID-19
confirmed cases, it is not able to always keep satisfying forecast-
ing performance at each time step within the 14-day forecasting
horizons. This may be due to the lack of training data or the use of
sliding windowmethod to cut the original time series, resulting in
insufficient feature capture. The model can be further improved
to support longer-term COVID-19 forecasting by designing better
attention mechanisms.

Another limitation is that although the proposed model is
able to interpret the covariate importance at each forecasting
horizon, the actual effectiveness of a government intervention is
not provided. It is complicate to determine the actual effective-
ness of a government intervention, since it can be affected by a
lot of factors (e.g., duration, strictness of the intervention). It is
our future direction to fully determine the effectiveness of these
interventions.

7. Conclusion

In this work, we proposed a method based on ITANet, a novel
deep neural network, to conduct COVID-19 forecasting and infer
the importance of government interventions. We used the co-
variate forecasting network and multi-task learning paradigm to
introduce more supervision information for training the model
to improve forecasting performance. We further proposed the
degraded teacher forcing method to train the model efficiently
while mitigating train-test mismatch. The ITANet was compared
with other deep learning models, including CNN, LSTM, Trans-
former and Temporal Fusion Transformer. The experimental re-
sults demonstrated the effectiveness of our proposed model in
the forecasting of COVID-19.
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Table 7
The importance ranking scores of government interventions.
Intervention Category Interventions California Illinois Texas Total Score

Containment and closure policies

C1_School closing 8 2 4 14
C2_Workplace closing 1 4 6 11
C3_Cancel public events 6 1 8 15
C4_Restrictions on gatherings 2 8 2 12
C5_Close public transport 3 7 5 15
C6_Stay at home requirements 7 3 3 13
C7_Restrictions on internal movement 4 6 1 11
C8_International travel controls 5 5 7 17

Health system policies

H1_Public information campaigns 3 1 1 5
H2_Testing policy 4 2 4 10
H3_Contact tracing 7 3 5 15
H4_Emergency investment in healthcare 5 6 2 13
H5_Investment in vaccines 2 7 7 16
H6_Facial Coverings 1 4 6 11
H7_Vaccination Policy 6 5 3 14

Economic policies

E1_Income support 3 4 2 9
E2_Debt/contract relief 1 1 3 5
E3_Fiscal measures 2 2 4 8
E4_International support 4 3 1 8
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