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Abstract 

We ha v e subjected se v eral analogs of DNA that ha v e been widely used as antisense oligonucleotide (ASO) inhibitors of gene expression to 
comparative molecular dynamics (MD) calculations of their ability to f orm duple x es with DNA and RNA. The analogs included in this study are the 
phosphorothioate (PS), peptide nucleic acid (PNA), locked nucleic acid (LNA), morpholino nucleic acid (PMO), the 2 ′ -OMe, 2 ′ -F, 2 ′ -metho xy eth yl 
(2 ′ -MOE) and the constrained cET analogs, as well as the natural phosphodiester (PO) as control, for a total of nine str uct ures, in both XNA–DNA 

and XNA–RNA duple x es. T his is intended as an objectiv e criterion f or their relativ e ability to duple x with an RNA complement and their comparative 
potential for antisense applications. We ha v e f ound that the constrained furanose ring analogs show increased st abilit y when considering this 
st udy’s str uct ural and energetic parameters. T he 2 ′ -MOE modification, e v en though energetically stable, has an ele v ated dynamic range and 
breathing properties due to the bulkier moiety in the C2 ′ position of the furanose. The smaller modifications in the C2 ′ position, 2 ′ -F, 2 ′ -OMe 
and PS also form stable and energetically favored duplexes with both DNA and RNA. The morpholino moiety allows for increased tolerance in 
accommodating either DNA or RNA and the PNA, with the PNA being the most energetically stable, although with a preference for the B-form 

DNA. In summary, we can rank the overall preference of hybrid strand formations as PNA > cET / LNA > PS / 2 ′ -F / 2 ′ -OMe > morpholino > 2 ′ -MOE 

for the efficacy of duplex formation. 
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he first reported use of an oligodeoxynucleotide for anti-
ense inhibition was by Zamecnik and Stephenson against the
ous sarcoma virus in 1978 using a natural phosphodiester
ligomer ( 1 ). However, people had difficulty reproducing this
esult, probably due to the prevalence of natural nucleases in
itro ( 2 ). A few years passed before a chemically modified ana-
og resistant to nucleases, methylphosphonate (PMe), was ap-
lied by Ts’o and co-workers ( 3 ). However, this analog also
ad problems since it was uncharged and relatively insoluble
n water ( 4 ). 
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The first analog applied successfully as an antisense in-
hibitor that was both resistant to nucleases and water-soluble
was the phosphorothioate (PS) analog (Figure 1 ) ( 4 ,5 ). This
antisense oligonucleotide (ASO) was used against many bio-
logical systems and was the basis of several drug applications
approved by the Food and Drug Administration (FDA) ( 5 ,6 ).

Over time new analogs were developed and tested ( 6 ), such
as the peptide nucleic acid (PNA) ( 7 ), locked nucleic acid
(LNA) ( 8 ), morpholino nucleic acid (PMO) ( 8 ) and 2 

′ -OMe
analog ( 6 ,9 ) (Figure 1 ). Naturally, each of the authors using
these analogs touted their particular analog as superior to the
ober 16, 2024. Accepted: October 30, 2024 
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Figure 1. Str uct ures of DNA (PO) and eight chemically modified analogs used in this study: phosphorothioate (PS), 2 ′ -OMe, 2 ′ -F, 2 ′ -MOE, peptide nucleic 
acid (PNA), locked nucleic acid (LNA), constrained nucleic acid (cET) and morpholino (PMO) analogs. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

others. However, objective comparative methodology has yet
to be available to evaluate the potential of all these analogs as
antisense compounds. What is needed is an independent and
common approach that measures the basis of the antisense
method, namely the ability to duplex with a target mRNA.
Subsequently, second-generation analogs were developed and
tested ( 6 ), such as the PNA ( 7 ), LNA ( 8 ), PMO ( 8 ) and 2 

′ -OMe
analog ( 6 ,9 ) (Figure 1 ). 

In the present work, we perform molecular dynamics (MD)
( 10 ,11 ) simulations of eight modifications commonly ob-
served in the design of ASOs. The modifications were placed in
the 5 

′ strand of the Drew–Dickerson dodecamer (DDD) with
the sequence d(CGCGAATTCGCG) 2 . To test the stability of
the modifications to form hybrid structures, the complemen-
tary strand was either DNA (XNA–DNA) or RNA (XNA–
RNA). 

Materials and methods 

The starting structure used for all the simulations presented in
this work are based on the high-resolution X-ray crystal of the
DDD with sequence d(CGCGAATTCGCG) from Schofield
and collaborators (PDB 4C64) ( 12 ). Each modified residue
was constructed using Biovia Discovery Studio Visualizer v23
( 13 ). Charges of the modified structures were calculated using
Gaussian 16 ( 14 ) with the HF / 6–31G* level of theory and
basis set. Additional parameterization and charge fitting were
performed using the pyRED webserver ( 15 ). The LEaP pro-
gram was used to generate initial AMBER topology and coor-
dinate files using the OL15 ( 16–18 ) force field for DNA and
OL3 ( 19 ,20 ) for RNA. Parameters for the phosphorothioate
backbone were obtained from the Orozco group ( 21 ). PNA
backbone parameters were obtained from the Trylska group
( 21 ). The general AMBER force field (GAFF2) was employed
as a source for missing parameters ( 22 ). Each modified XNA
was modeled with the DDD sequence and solvated with the
optimal 4-point rigid water model ( 23 ) using a 10 Å buffer
between the solute and the edge of a truncated octahedral pe- 
riodic box. NaCl ions were added to neutralize the charge,
and excess ions were added to reach a 150 mM final con- 
centration. Ions were described with the Joung–Cheatham pa- 
rameters ( 24 ). Initial relaxation of the geometry, heating and 

initial equilibration was performed using a nine-step proto- 
col utilizing the AmberMDprep program ( 25 ). All simulations 
were performed at 310K using a Langevin dynamics thermo- 
stat (collision frequency of 0.01 / ps) ( 26 ), Monte Carlo baro- 
stat and periodic boundary conditions. The SHAKE algorithm 

was employed to perform bond length constraints for hydro- 
gen bound to heavy atoms ( 27 ). The hydrogen mass reparti- 
tion ( 28 ) scheme allowed for a time step of 4 fs. The GPU 

implementation of pmemd was employed for all simulations 
as found in AMBER20 and AMBER22 ( 29 ,30 ). Analysis was 
performed with the GitHub version of CPPTRAJ (v6.15.0) 
( 31 ,32 ). All simulated XNA systems were calculated using 
three independent runs, each 5 μs total sampling time. Cluster- 
ing analysis was performed using the hierarchical algorithm 

utilizing only the central residues and a 3.5 Å epsilon value 
( 33 ). Helicoidal information was calculated using the nas- 
truct command as implemented in CPPTRA J . The stacking 
percentage was calculated using Hayatshahi’s methodology 
( 34 ,35 ). Binding energy analysis using the modified 5 

′ strand 

as ligand and the 3 

′ (DNA or RNA) strand as the receptor was 
calculated using the MM-GBSA protocol as implemented in 

the MMPBSA.py script ( 36 ). The analysis of the loss of duplex 

formation was performed running five independent copies of 
∼300 ns, each starting with a different seed value at different 
temperatures ranging from 300K up to 500K in 10 degree in- 
tervals. The same minimization, heating and production pro- 
tocol was used for each temperature window. The informa- 
tion from all five independent copies was used to perform a 
hydrogen bond analysis between the hybrid duplexes, and the 
average of detected Watson–Crick (WC) contacts was calcu- 
lated. The criterion to consider a fully formed WC contact was 
implemented in the CPPTRAJ nastruct analysis command 

based on the descriptions set by Babcok and Olson ( 37 ,38 ). 
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esults 

t is important to mention that simulation convergence for this
articular size of nucleic acids is achieved on the ∼3–5 μs time
cale ( 10 ,33 ), and statistical confidence and reproducibility are
nhanced with independent replicas for each simulation ( 39 ).

All the modeled systems generated stable duplexes with
NA and RNA strands (Figure 2 ). Visual inspection of the

epresentative structures from the cluster analysis suggests
igh mobility and alternate non-duplex formations, mainly
n the terminal base pairs. Fraying effects at both ends of
ucleic acids from MD simulations have been routinely ob-
erved, even as deep as the sixth position towards the central
ase pairs ( 40 ). Quantitatively, the root mean square struc-
ural deviation is shown in Table 1 , using as a reference the
ost populated cluster structure from the simulations of the

rystal structure. The cET and LNA modifications present the
ighest deviation for the XNA–DNA hybrids. Both systems
ave a constrained furanose moiety that fixes the sugar pucker
n the 3 

′ -endo position ( 41 ,42 ). When these two modifications
re duplexed with an RNA strand, the structural deviation
s within ∼2.5–2.9 Å of the reference structure, which is ex-
ected due to the constrained position of the sugar pucker,
hich favors the RNA structure. The system with the 2 

′ -O-
ethyl modification presents a deviation of 4.5 Å when paired
ith DNA due mainly to fraying effects, which are reduced
hen paired with RNA. Overall, the modifications present less
uplex formation to DNA than to RNA, which suggests that
nteractions caused by either a tether in the C2’ position, a
onstrained furanose ring or lack of it, as with the PNA, fa-
ors the interaction for RNA. 

When the modified strand has the 2 

′ -O-methoxyethyl teth-
rs, the fluctuation of the oligo chain is strongly enhanced by
5 Å (Figure 3 ). The presence of this modification inflicts a

oad on the entire residue that is increased by the reorien-
ation of each nucleotide to complement the DNA strand;
ence, when in the presence of the RNA strand, the struc-
ural stress is greatly reduced, as observed by the root mean
quare fluctuation analysis. The fluctuations for the rest of the
ystems are ∼2–3 Å within each other, with an increase in
ynamics at both ends of the two strands, as previously ob-
erved ( 16 , 17 , 43 ). The fluctuations are reduced within the cen-
ral base pairs for most systems, with slight increases for the
NA and morpholino simulations as they adjust the backbone
onformation to stabilize the pairing with the complementary
trand. 

Another induced structural deviation caused by the modi-
cations in the XNA strand is the overall helical bend of the
NA and RNA hybrids (Figure 3 , bottom). As expected, due

o the high fluctuations observed in the previous analysis, the
ystem with the 2 

′ -MOE shows the highest range of bend val-
es for DNA and RNA. Structures closer to the unmodified
NA or RNA controls are the 2 

′ -F and the PS, due to the fluor
tom’s small influence in the furanose ring or the sulfur atom
n the backbone. Modifications with the constrained furanose
cET and LNA) show lower bend angles that are more con-
istent in accommodating RNA, whereas the PNA seems to
refer to adopt a structure that is more favorable to form hy-
rids with DNA. Interestingly, the morpholino variant shows
he flexibility to adopt conformations that could accommo-
ate hybridization with either DNA or RNA. 
Binding energy calculation using the MM-GBSA method-

logy of the modified oligos is presented in Table 2 . Using
the unmodified DNA–RNA duplexes as a control, we can ob-
serve that the PNA modification enhances the stability of the
formation of the duplex with DNA and RNA by 42.6 and
43.1 kcal / mol, respectively. Both the systems with the fura-
nose modifications (cET and LNA) increase the stability of
the hybrid by an average of ∼7 kcal / mol for DNA and ∼14
kcal / mol for RNA. 

To further compare how the modifications influence the
structure and dynamics of the DNA and RNA hybrids, the
stacking percentage was calculated for each base step for the
modified strand (Figure 4 ). The increment in fluctuations is
propagated to the rest of the bases, affecting the stacking sta-
bility through the simulation. Fraying effects and the breaking
and re-formation of WC pairing in the terminal base pairs are
observed for all the studied systems. High fluctuations and
mobility are introduced by bulky substituents, mainly in the
backbone, as observed primarily for the 2 

′ -MOE modification
in all the base steps. It is interesting to observe a lack of stack-
ing in the 3–4 base step in most of the 2–3 step. This is due to a
fraying effect that opens the end of the chain up to the fourth
base to form a temporary four-base single strand; this frayed
temporary single strand conserves the stacking between steps
2 and 3. In a similar way, the 3 

′ end of the modified strand
frays, forming a temporary single strand but conserving the
stacking in the 10–11 step. The loose stacking within central
base pairs is formed mainly in transient rotations of the back-
bone that flip the nucleobase towards the major groove. The
control simulations as well as the 2 

′ -F and PS systems show
a similar trend. No discernible stacking difference is observed
between the DNA or RNA hybrids which could be theorized
to be sequence dependent. Presented in Figure 5 is the radial
distribution function of Na + ions averaged over all electroneg-
ative sites for each modified ASO. At short distances, the ac-
cumulation of positive ions is higher due to the interaction
of the negative backbone. There is no significant difference
observed regarding the accumulation of the cations from the
simulations, in part because the overall backbone structure is
formed by sequential monomers linked by negatively charged
phosphate groups. 

To further study the stability of the modified ASOs to
form duplexes, a series of simulations at different tempera-
tures was performed (Figure 6 ). In both instances, the modi-
fied backbone with the constrained furanose variants shows
a more stable duplex formation, which is quite noticeable
for cET and LNA when in the presence of the RNA strand.
The 2 

′ -MOE modification shows unfolding (loss of duplex-
ation) at ∼380K for both DNA and RNA system modifica-
tions, showing the lowest H-bond hybridization profile, which
could be explained by the increased fluctuations induced by
the 2 

′ -O-methoxyethyl chain acting as a ballast of the fu-
ranose ring. We carried out a literature search for melting
temperatures of oligo analog duplexes and were unable to
obtain a sufficient number of comparative values. Also the
T m 

depends on parameters such as oligo length and solution
conditions ( 44 ). 

From the base pair and base step helicoidal analysis
(Table 3 ), it is observed that the 2 

′ -MOE modification un-
winds the duplex in both DNA and RNA, also reducing the
overall rise values as observed for double-stranded RNA sim-
ulations ( 42 ). Overall, the 2 

′ -F and PS modifications are in line
with the control values due to the small influence on structure
and dynamics introduced by these modified residues. 
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Figure 2. Depiction of the representative str uct ure of the most populated cluster from the MD simulations. The fraction of the cluster out of the total 
frames calculated is reported in parentheses. Fraction percentage was calculated using all three replicas. 
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Table 1. Root mean square deviation values of the representative struc- 
ture from the most populated cluster verus an a v erage str uct ure from MD 

simulations of the reference crystal str uct ure 

XN A–DN A XN A–RN A 

C2 ′ -F 1.7 2.1 
C2 ′ -MOE 1.9 2.6 
C2 ′ -OMe 4.5 1.4 
cET 7.4 2.5 
LNA 9.5 2.9 
Morpholino 1.5 1.4 
PNA 3.4 2.4 
PS 1.4 2.1 

The comparison was calculated using all the trajectory frames from the three 
independent copies. All atoms are included in the analysis. 
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The shear, stretch and stagger helicoidal parameters, nor-
ally associated with the alignment of base pairing, are close

o the control values for all the modifications in DNA and
NA duplex cases. 
For the constrained cET and LNA variants, which favor

he pairing with RNA, the helicoidal values obtained from the
NA hybrid show more A-like values: reduction of the helical

wist to a value of ∼25.0 

◦, inclination of ∼12.5 

◦, propeller of
7.0 

◦ and increased x -displacement of ∼5–6 Å. 
In the previous analysis presented in this work, we have

bserved the ability of the morpholino variant to accommo-
ate both DNA and RNA complementary strands. The heli-
oidal parameters for this modification show values close to
he control, regardless of the complementary strand. For ex-
mple, the propeller angle for the morpholino–DNA hybrid is
11.3, close to the control of –9.3, and for the RNA hybrid it
s –12.5, close to the measured value of –10.5 for the control.
nother example is observed with the grooves, where the ma-

or groove of the morpholino–DNA hybrid is 19.0, close to
9.3 for the control and 19.4 for the RNA hybrid, close to
he control value of 19.2 Å. The main differences between the
orpholino modification and the control values are observed

n buckle, tip and roll. 
The PNA hybrid forms a stable duplex with DNA and

NA. With a root mean square differentiation difference of
.4 and 2.5 for DNA and RNA, respectively, the main differ-
nce consists of lower twist values, widening the major groove
nd forming a shallow minor groove. Overall, the helicoidal
arameters produce a more A-like type of duplex, as reported
n previous MD simulations ( 45 ,46 ). 

The groove width is highly correlated with the capacity of
ucleic acid structures to bind to proteins. Hence, the type of
odification of the ASO, which modulates the groove width

nd depth to an extent, is important to consider. 
The Zp value is a useful measure to study whether a par-

icular base pair is in the anti-conformation (Zp > 0) or
yn conformation (Zp < 0) ( 47 ). This also translates as a
ethod to assign A- or B-form hybridization qualitatively

 48 ). In Table 3 , we present the average values over the 11
ase steps for each modified ASO. The controls show a Zp
alue of –0.25 and 0.89 for DNA–DNA and DNA–RNA,
espectively. When the modified ASOs are hybridized with
NA, the flexible modifications to remain in a B-like con-

ormation are 2 

′ -F, 2 

′ -MOE, morpholino and PS, correspond-
ng to the previous helical bend analysis. It is interesting to
otice that the XNA–DNA system with 2 

′ -OMe shows an
-type configuration (Zp = 0.98), suggesting that the pres-
ence of the O-methyl group mimics the 2 

′ -hydroxyl group
found in DNA, hence driving the conformation to more RNA
like. The constrained systems cET and LNA, which favor
the anti-conformation due to the covalent bridge in the fu-
ranose ring, show A-type conformations with Zp values of
1.5 each. This is highly augmented when both cET and LNA
are hybridized with RNA, when the Zp values increase to
2.3 and 2.4, respectively. The system with the 2 

′ -OMe also
increases the A-type configuration, preferring to form a du-
plex with an RNA strand. The rest of the modified systems ac-
commodate the hybridization with RNA, forming an A-form
duplex. 

Discussion 

The mechanism of antisense action involves the binding of the
ASO to its complementary target site in mRNA, thus block-
ing its expression. Another mechanism involving RNase H
action has also been described, in which this enzyme cleaves
the RNA strand in a DNA–RNA duplex ( 49 ,50 ). Presumably
this endogenous mechanism results from the need for the cell
to remove unwanted DNA–RNA duplexes. RNase H activ-
ity varies according to the cellular system and the DNA ana-
log used to prevent nuclease degradation. However, since the
RNase H activity also depends on the formation of the DNA–
RNA duplex, the comparative MD calculations of duplexa-
tion of different oligomer analogs should still reflect their rel-
ative antisense efficacy. 

The initial comparison of the PS analog with the natu-
ral PO of DNA in duplexation using MD calculations ( 51 )
has improved the MD methodology ( 10 ). Several MD stud-
ies of individual ASO analogs have been reported, including
PNA ( 52 ,53 ), LNA ( 54 ), MOE ( 55 ) and 2 

′ -OMe and LNA
( 56 ). Also, a study of different PS stereoisomers has been car-
ried out using computational methods ( 21 ). However, these
studies were self-contained and lacked comparison with other
analogs also used as ASO analogs. We here report such a com-
parative MD study using eight of the analogs widely used for
antisense inhibition applications with the natural phosphodi-
ester as a control. 

Although the ability to duplex with a target mRNA se-
quence is crucial for an antisense mechanism, other factors
play a role in the efficacy of ASOs. Among these are the fol-
lowing. (i) Cell uptake; the ASO analog must be able to enter
the cell. Such an ability varies from analog to analog and may
also be partially dependent on charge and sequence. (ii) In vivo
distribution can vary with the analog type and the organism.
Nevertheless, the sine qua non for an antisense inhibition is
the ability of the putative ASO drug to duplex effectively with
its target sequence. 

We mainly carried out this MD study because there is no
comparative study published in which most oligo analogs used
for antisense applications have been directly compared re-
garding their duplex formation with RNA and / or DNA under
the same conditions. While this is a study in silico , it never-
theless provides a useful comparison. It is of interest to com-
pare the results of this study with several experimental com-
parisons of duplex formation with antisense analogs. 

Oligopeptides incorporating nucleic acid bases instead of
typical amino acid side chains have been developed for anti-
sense applications ( 7 ). These peptides offer resistance to nu-
cleases, are water soluble and can be easily conjugated with
cell-penetrating peptides to enhance cellular uptake ( 57 ,58 ).
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Figure 3. Top row: root mean square fluctuation analy sis. B ottom ro w: helicoidal bend analy sis as calculated using the terminal base and the central base 
pairs as anchors. Data were calculated using all the frames from the three independent simulations; error bars represent the SD. 

Table 2. Binding energy values for the modified DNA and RNA hybrids 

DN A–DN A DN A–RN A 

Controls − 103 .3 − 105 .1 
XNA–DNA XNA–RNA 

2 ′ -F − 95 .3 − 96 .9 
2 ′ -MOE − 67 .9 − 84 .8 
2 ′ -OMe − 93 .8 − 103 .4 
cET − 112 .0 − 120 .5 
LNA − 109 .4 − 117 .3 
Morpholino − 90 .9 − 98 .8 
PNA − 145 .9 − 148 .2 
PS − 107 .6 − 104 .0 

Calculation was performed using every 10th frame from the three indepen- 
dent replicas. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

They have been shown to be efficient at duplex formation with
RNA ( 59 ,60 ). Antisense PNAs have successfully targeted var-
ious biological systems, including bacteria ( 61 ). 

LNAs were engineered to be completely resistant to nu-
cleases by locking the sugar moiety’s structure (Figure 1 ),
thereby reducing the flexibility of the ribo-furanoside ring
and improving duplex stability ( 8 ). Comparisons by Kurreck
et al . have shown LNAs to outperform PS oligos, although
production cost and complexity are factors to consider ( 62 ).
Other studies have also touted LNAs’ superiority over other
ASOs ( 63 ). 

Morpholino analogs of oligonucleotides, designed to mimic
natural structures (Figure 1 ), were developed by Summerton
and colleagues. They claim superiority over other analogs in
terms of antisense activity and RNase H function, particularly
surpassing PS analogs ( 64–66 ). Comparative studies among
PNA, LNA and morpholino analogs have highlighted distinct 
advantages for each ( 67 ,68 ), with morpholinos finding thera- 
peutic application across diverse biological systems ( 69 ). 

Early research was conducted with ribo-oligomers with- 
substitutions at the 2’-hydroxyl position (Figure 1 ), such as 
methyl or other alkyl groups, as potential ASOs. These modi- 
fications are known for their nuclease resistance and have be- 
come a major focus of research and development ( 70 ). For 
instance, 2 

′ -OMe analogs have been used effectively to silence 
portions of the human β-globin gene ( 71 ). 

Further advancements include the use of 2 

′ -O-alkyl-RNA 

analogs in RNA biochemistry ( 72 ), as well as hybrid ap- 
proaches combining 2 

′ -O-alkyl ribo- and deoxy-polymers to 

enhance RNase H activity ( 73 ). Chimeric ASO analogs, com- 
bining PS oligos with 2 

′ -O-alkyl co-polymers, have shown 

promise in various applications, including treating muscu- 
lar dystrophy ( 74–76 ). Such combinations aim to improve 
mRNA degradation through enhanced RNase H activity ( 77 ).

Recent innovations include the introduction of 2 

′ - 
fluoroadenosine in ribozymes ( 78 ), and the synthesis of 
uniformly modified 2 

′ -deoxy-2 

′ -fluoro PS oligos for highly 
specific RNA targeting ( 79 ). Recent discoveries have favored 

2-MOE and 2 

′ 4 

′ -constrained ethyl (cET) modifications,
similar to LNAs, alongside GalNAC conjugates for ASOs 
( 80 ). Their work has also led to the concept of gapmers,
where 2 

′ -O-alkyl PS analogs form the ‘wings’ and a PS oligo 

constitutes the ‘gap’, optimizing RNase H activity ( 81 ). 
Overall, while numerous variations exist, the consensus 

supports the future of RNA oligo analogs. Notably, appli- 
cations by Crooke and collaborators often target pre-mRNA 

and exon–intron junctions, addressing abnormal gene expres- 
sion efficiently ( 82 ). 
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Figure 4. Per-step stacking percentages for the modified DNA and RNA duplexes. Analysis was performed using the full trajectory data from the three 
independent replicas. 

Figure 5. Radial distribution function of Na + ions. Analysis was performed using all the frames from the three independent replicas. 
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Figure 6. WC h y drogen-bond fraction counts for XNA–DNA (top) and XNA–RNA (bottom) at different temperatures. The double-stranded fraction 
corresponds to the number of WC-type h y drogen bonds between strands. Data points are a v erage v alues from fiv e independent simulations; bars sho w 

the standard deviation. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Conclusions 

This work presents the results of multi-microsecond molecu-
lar dynamics simulations of a set of commonly used nucleic
acid modifications for antisense therapy. The ability of the
modifications to form stable duplexes with DNA and RNA
was studied based upon structural changes, helicoidal analy-
sis, binding energy and thermal stability. Overall, the furanose-
constrained modifications cET and LNA present structural
and thermal stability to accommodate DNA and RNA com-
plementary strands. The small fingerprint of the modification
(the 2 

′ -O-methoxyethyl bridge in the furanose) decreases fluc-
tuations, allowing for more stable base pairing. This is also
observed with the PS, 2 

′ -F and 2 

′ -OMe for which, due to the
small size of the modification, fluctuations are moderate and
allow for stable duplex formation. On the other hand, the 2 

′ -
MOE introduces a high level of fluctuations due to the 2 

′ -O-
methoxyethyl chain. This reduces stability and enhances pair- 
ing dynamics, thus increasing the probability of fraying and 

breaking WC bonds. The PNA and morpholino cases were 
observed to adopt both DNA- and RNA-like conformations,
which is due to the increased degrees of freedom, although 

this flexibility allows for the PNA to also increase in fluctua- 
tions that, in turn, enhance fraying and breaking of WC pair- 
ing. These effects are reduced considerably by the morpholino 

modification. In conclusion, from molecular dynamics simula- 
tions using recent methodologies and a set of force fields, and 

considering both structural deviations and binding affinity, the 
overall preference of hybrid strand formations is suggested as 
PNA > cET / LNA > PS / 2 

′ -F / 2 

′ -OMe > morpholino > 2 

′ -
MOE. It is important to mention that this study only focuses 
on the capabilities of the modifications to form complemen- 
tary duplexes with DNA and RNA. A clear follow-up work 
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Table 3. Per-base and per-step helicoidal parameters for the control str uct ures and the XNA–DNA (bottom) and XNA–RNA (top) modifications 

XN A–RN A 

Shear 
(Å) 

Stretch 
(Å) 

Stagger 
(Å) 

Buckle 
( ◦) 

Prop 
( ◦) 

Opening 
( ◦) 

x -displacement 
(Å) 

y -displacement 
(Å) 

Inclination 
( ◦) 

Tip 
( ◦) 

Control 0 .05 − 0 .04 − 0 .09 5 .90 − 10 .58 0 .25 − 2 .91 − 0 .15 11 .90 3 .89 
2 ′ -F 0 .02 − 0 .01 − 0 .11 4 .17 − 9 .60 0 .39 − 3 .48 − 0 .09 13 .47 2 .77 
2 ′ -MOE 0 .00 − 0 .02 − 0 .01 3 .62 − 2 .15 0 .94 − 2 .05 − 0 .37 8 .78 3 .74 
2 ′ -OMe − 0 .06 − 0 .02 − 0 .09 − 1 .87 − 9 .63 − 0 .08 − 4 .79 − 0 .04 15 .05 − 0 .98 
cET − 0 .12 0 .12 − 0 .18 − 6 .27 − 7 .41 − 0 .93 − 6 .70 − 0 .87 15 .15 − 3 .97 
LNA − 0 .06 − 0 .02 − 0 .05 − 6 .76 − 7 .54 0 .43 − 6 .61 − 0 .87 13 .61 − 3 .82 
Morpholino − 0 .04 − 0 .01 − 0 .01 − 3 .04 − 12 .57 0 .67 − 3 .90 − 0 .09 13 .81 − 3 .85 
PNA − 0 .03 − 0 .04 − 0 .08 − 3 .04 − 7 .40 − 0 .39 − 5 .01 − 0 .08 7 .90 − 4 .09 
PS 0 .03 − 0 .02 − 0 .09 1 .03 − 11 .59 0 .40 − 3 .32 − 0 .20 13 .32 3 .92 

Shift (Å) Slide (Å) Rise (Å) Tilt ( ◦) Roll ( ◦) Twist ( ◦) Major groove (Å) Minor groove (Å) Zp (Å) 

Control − 0 .15 − 0 .96 3 .28 − 2 .41 6 .86 30 .26 19 .27 12 .75 0 .89 
2 ′ -F − 0 .13 − 1 .20 3 .25 − 1 .58 7 .29 29 .29 19 .01 12 .58 1 .06 
2 ′ -MOE − 0 .09 − 0 .59 2 .25 − 1 .56 4 .68 18 .26 14 .00 9 .11 0 .52 
2 ′ -OMe 0 .06 − 1 .84 3 .32 0 .54 8 .22 29 .60 18 .94 13 .34 2 .25 
cET 0 .60 − 2 .38 3 .29 1 .90 7 .08 25 .23 18 .01 12 .33 2 .35 
LNA 0 .60 − 2 .40 3 .30 1 .92 7 .90 25 .32 19 .70 13 .37 2 .40 
Morpholino 0 .15 − 1 .48 3 .14 1 .53 8 .29 29 .27 19 .49 12 .75 0 .76 
PNA 0 .69 − 2 .02 3 .23 0 .94 6 .47 23 .86 n / a 13 .15 n / a 
PS − 0 .12 − 1 .16 3 .30 − 2 .14 7 .40 30 .47 19 .49 12 .89 0 .93 

XN A–DN A 

Shear 
(Å) 

Stretch 
(Å) 

Stagger 
(Å) 

Buckle 
( ◦) 

Prop. 
( ◦) 

Opening 
( ◦) 

x -displacement 
(Å) 

y -displacement 
(Å) 

Inclination 
( ◦) 

Tip 
( ◦) 

Control 0 .00 − 0 .03 0 .01 0 .29 − 9 .01 − 0 .03 − 0 .63 0 .01 3 .75 − 0 .09 
2 ′ -F − 0 .04 − 0 .02 − 0 .01 − 0 .80 − 10 .18 − 0 .09 − 1 .06 − 0 .02 5 .79 − 0 .58 
2 ′ -MOE − 0 .05 0 .00 0 .02 − 1 .77 − 6 .77 0 .34 − 0 .85 0 .00 3 .40 0 .13 
2 ′ -OMe − 0 .09 − 0 .05 − 0 .05 − 7 .20 − 8 .58 0 .10 − 3 .16 0 .02 11 .92 − 3 .67 
cET − 0 .11 − 0 .01 − 0 .05 − 11 .85 − 7 .10 0 .25 − 6 .05 − 0 .53 12 .54 − 6 .69 
LNA − 0 .14 0 .09 − 0 .17 − 11 .46 − 6 .88 − 1 .04 − 5 .92 − 0 .46 12 .41 − 7 .01 
Morpholino − 0 .09 0 .00 0 .06 − 7 .17 − 11 .31 − 1 .31 − 1 .83 0 .21 6 .33 − 7 .18 
PNA − 0 .05 − 0 .06 0 .01 − 9 .68 − 9 .71 0 .51 − 3 .01 0 .01 − 11 .30 − 0 .65 
PS − 0 .02 − 0 .03 0 .08 − 1 .06 − 9 .64 − 0 .31 − 1 .23 − 0 .04 3 .37 − 0 .56 

Shift (Å) Slide (Å) Rise (Å) Tilt ( ◦) Roll ( ◦) Twist ( ◦) Major groove (Å) Minor groove (Å) Zp (Å) 

Control 0 .00 − 0 .12 3 .29 0 .06 2 .00 34 .22 19 .36 12 .22 − 0 .25 
2 ′ -F 0 .04 − 0 .24 3 .26 0 .28 2 .96 32 .69 19 .28 12 .00 − 0 .37 
2 ′ -MOE − 0 .01 − 0 .22 2 .29 − 0 .16 1 .59 22 .02 13 .57 8 .41 − 0 .25 
2 ′ -OMe 0 .19 − 1 .08 3 .02 2 .04 6 .53 27 .51 17 .72 11 .70 0 .98 
cET 0 .61 − 2 .12 3 .31 3 .11 5 .80 24 .99 20 .36 13 .03 1 .50 
LNA 0 .60 − 2 .11 3 .32 3 .34 5 .82 25 .41 18 .79 12 .11 1 .51 
Morpholino 0 .08 − 0 .60 3 .08 2 .48 4 .64 30 .77 19 .07 11 .95 − 0 .43 
PNA 0 .79 − 1 .05 3 .36 2 .30 4 .33 27 .22 n / a 13 .16 n / a 
PS 0 .05 − 0 .50 3 .31 0 .35 1 .88 33 .42 19 .74 12 .45 − 0 .09 

Minor groove width for the PNA modification is measured as the distance between the phosphate atom of the antisense strand and the glycine carbon of the 
pseudopeptide backbone. 

w  

w  

f  

i  

t
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A  
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U

ill be the study of the modifications presented in this work
ith regard to how they affect protein binding with nucleases,

or example RNase H1, argonaute 2 and the Dicer system, us-
ng computational tools and MD simulations. This will aid in
he design of novel modifications for ASO therapeutics. 
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