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Student performance prediction (SPP) aims to evaluate the grade that a student will

reach before enrolling in a course or taking an exam. This prediction problem is a kernel

task toward personalized education and has attracted increasing attention in the field of

artificial intelligence and educational data mining (EDM). This paper provides a systematic

review of the SPP study from the perspective of machine learning and data mining.

This review partitions SPP into five stages, i.e., data collection, problem formalization,

model, prediction, and application. To have an intuition on these involved methods,

we conducted experiments on a data set from our institute and a public data set.

Our educational dataset composed of 1,325 students, and 832 courses was collected

from the information system, which represents a typical higher education in China. With

the experimental results, discussions on current shortcomings and interesting future

works are finally summarized from data collections to practices. This work provides

developments and challenges in the study task of SPP and facilitates the progress of

personalized education.

Keywords: personalized education, review and discussion, educational data mining (EDM), student performance

prediction, pattern recognition

1. INTRODUCTION

Educational data mining (EDM), a very young research field, focuses on learning latent patterns in
various educational situations, including student’s knowledge analysis (Yeung and Yeung, 2018),
student’s learning behavior analysis (Juhaňák et al., 2019), teacher’s curriculum planning (Reeves,
2018), course time arrangement (Zhang et al., 2018a). All involved studies have the final goal that is
to improve the student learning performance (Liu et al., 2018, 2019; Anand, 2019; Wang et al.,
2020), as well as other additional goals like reducing educational costs (Gronberg et al., 2004).
As a result, in the past decades, various researches were concentrated on student performance
prediction, referred to as SPP in this paper, (Sweeney et al., 2015; Polyzou and Karypis, 2016;
Thanh-Nhan et al., 2016; Cakmak, 2017; Hu et al., 2017; Morsy and Karypis, 2017) or were
evaluated by the student’s final grades (Al-Radaideh et al., 2006; Shovon et al., 2012; Ahmed and
Elaraby, 2014; Meier et al., 2015; Al-Barrak and Al-Razgan, 2016). While several review papers
have summarized previous EDM research studies (Shahiri and Husain, 2015; Saa, 2016), this paper
provides a more completed survey on the problem of SPP from the perspective of machine learning
and data mining.
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Student academic performance has various definitions varying
from difficult points of view, but the quantified evaluation plays
an important role in current educational institutions. SPP makes
great sense to aid all stakeholders in the educational process.
For students, SPP could help them choose suitable courses or
exercises and make their plans for academic periods (Ibrahim
and Rusli, 2007). For instructors, SPP can help adjust learning
materials and teaching programs based on the student’s ability
and find the at-risk students (Bayer et al., 2012; Kloft et al.,
2014). For educational managers, SPP could help to check the
curriculum program and to optimize the course system (Reeves,
2018). Overall, stakeholders in the educational progress could
have better plans to improve the education performance. Besides,
the data-driven SPP study provides an objective reference for the
education system.

Student performance prediction can be formulated into
different problems in various situations. In this paper, we define
the SPP problem in the general machine learning formulation,
shown as follows:

Problem 1 (SPP). Denote by D = {(s1, c1, y1,1), ..., (sn, cm,
yn,m)} the educational data, where si presents the student-wise
features, cj presents the course-wise features, and yi,j is the i-th
student’s grade on the j-th course. The goal of SPP is to seek a
mappingM such thatM(si, cj) = yi,j.

In Problem 1, student-wise features include student
demographics that affect the course grade, while course-
wise features include course descriptions that affect the course
grade. In general, the grade is produced from the event that a
student enrolls in a course, where all educational information is
usually divided into student type and course type.

Based on the above problem definition, there are five general
steps to solve Problem 1, i.e., data pre-processing and feature
selection, problem reformulation, model learning, performance
prediction, and result analysis. More specifically, the five steps
could be shown as follows:

(1) The first step is to collect data from the special SPP situation.
As is shown in Problem 1, the data could consist of the
triple {student, course, grade} to describe the scoring event.
Student-wise features include age, sexual, healthy, economy,
education level, etc. In contrast, course-wise features include
frequent, duration, scale, open season, etc. (Elbadrawy et al.,
2014; Kennedy et al., 2015; De Barba et al., 2016). The
extended features for students could be parent’s features,
classmate-group’s features, learning-records’ features, etc and
for courses could be instructor’s features, prerequisite courses’
features, assistants’ features, etc. For the grade, there are three
broadly used models: passed-failed model, grade model, and
score model. Note that it is called grade for clarity in this
paper. In addition, the learning situation could be divided
into offline classrooms, online classrooms, and blending
classrooms (Rovai and Jordan, 2004).

(2) After the data is prepared, the second step aims to
reformulate Problem 1. In general, Problem 1 is reformulated
into clustering, classification, and regression. The clustering
formulation is to group the X = {si, cj}

n,m
i=1,j=1 into multi-

clusters, where each cluster contains the instances with high

similarities. Many studies partition X into different clusters
based on students and/or courses in SPP (Cakmak, 2017). The
classification formulation aims to predict the discrete grade
using a machine-learning classifier, such as logic regression
(Elbadrawy et al., 2014) and support vector machine (SVM)
(Xu and Yang, 2016). The regression formulation is to predict
the continued grade by using a regression model, such as
linear regression (LR) (Alario-Hoyos et al., 2016) and neural
networks (Oladokun et al., 2008). Besides, many studies
transfer continuous scores into discrete grades (Shahiri and
Husain, 2015).

(3) In the third step, the chosen machine-learning model is
developed to build the mappings M for the reformulated
problem. Many studies employed the traditional machine-
learning methods, such as decision trees (DTs) (Al-Radaideh
et al., 2006; Koprinska et al., 2015), neighborhood method
(Meier et al., 2015), LR (Anozie and Junker, 2006), neural
networks (Andrews et al., 1995; Sorour et al., 2014), and
kernel-based method (Boser et al., 1992). The new feature-
learning techniques have been investigated in SPP, such as
Lasso regression (Sorour et al., 2014; Zhang et al., 2018b;
Zhang and Liu, 2020), matrix factorization (MF) (Slim et al.,
2014), tensor factorization (TF) (Thai-Nghe et al., 2011a),
and deep neural networks (Kim et al., 2018). In these
methods, MF and deep learning have attracted increasing
attention for SPP. However, simple methods can show more
meaningful interpretations than a complex learning model
(Van Merrienboer and Sweller, 2005).

(4) With the learned model, the fourth step could predict the
grade for a new student on a new course. That is, the new
instance {sp, cq} is fed into M to achieve the yp,q. In this step,
the current studies often have different strategies. The works
(Al-Radaideh et al., 2006; Shovon et al., 2012; Ahmed and
Elaraby, 2014; Meier et al., 2015; Al-Barrak and Al-Razgan,
2016) predicted a course grade of the student involved in
training data, while the work (Ren et al., 2018) predicted the
next-term grade based on the grade records. Besides, several
studies predicted the course grade following the progress of a
whole education period (Xu et al., 2017). However, few studies
are focused on the pattern learning from Problem 1, ignoring
the specific student or course.

(5) When the model delivers results, it is hoped that the result
could show some explainable patterns to help the stakeholders
improve their respective tasks in education. In general, SPP
provides explanations to the issues of students in route
teaching and learning, e.g., the students at risk of dropout
(Quadri and Kalyankar, 2010), the students of different
knowledge statuses (Meier et al., 2015), the key factors to
learning (Mayilvaganan and Kalpanadevi, 2014), and the
course associations (Zhang et al., 2021a). A grading system
that could predict the student grade in education progress
might be a good tool to improve outcomes.

The remainder of this paper is organized as follows. Section
2 reviews the studies, including data collection, problem
formulation, the used method, performance prediction, and
practical application. Section 3 shows two evaluations using
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traditional machine learning methods on two data sets. Section
4 discusses current works and future problems, and Section 5
concludes this paper.

2. A REVIEW ON SPP PROCESS

In this section, we summarizes the existing literature by a
systematic review of SPP. As mentioned above, the existing
studies in the five stages include (1) Data collection, literature
pays attention to the tasks that are mainly dependent on
the data information in hand. (2) Problem formulation, as
mentioned in the literature, the research mainly consists of three
formulations from their faced problems. (3) The used methods,
various machine learning methods 2.2 are employed toward
solving individual situations. (4) Performance prediction, the
different evaluations are resulted from the used situations, e.g.,
the next-term prediction and the GPA prediction. (5) Practical
application, the SPP models could be used under the complex
real-world situations to aid students and teachers.

2.1. Data Collection
In the past decades, the study on SPP was mainly focused on
the traditional classroom, where small datasets were collected
in offline education. Now, online courses are being accepted by
students and educational institutions, e.g., Coursera and edX,
thus causing many kinds of research on the massive educational
data from online education. Besides, the blending classroom that
integrates both offline and online strategies provides a new path
toward personalized education. Related literature is shown in
Table 1, where many research focused on the online classroom
due to MOOCs and data enrichment.

2.1.1. Offline Classroom
In traditional education, students usually finish academic courses
in offline classrooms, where the research data could be obtained.
The data from the offline classroom is usually composed of
student learning records, courses, and teachers. On the obtained
data, various grade prediction methods are employed to conduct
data analysis, which can be grouped into statistical methods and
pattern recognition methods, such as (Al-Radaideh et al., 2006;
Dekker et al., 2009; Shovon et al., 2012; Ahmed and Elaraby,
2014; Meier et al., 2015; Sweeney et al., 2015; Al-Barrak and Al-
Razgan, 2016; Polyzou and Karypis, 2016; Thanh-Nhan et al.,
2016; Morsy and Karypis, 2017). To pursuit a better performance
on SPP, the societal background information is considered in
terms of various metrics (Nghe et al., 2007; Elbadrawy et al., 2014;
Mayilvaganan and Kalpanadevi, 2014; Koprinska et al., 2015;
Sweeney et al., 2016; Thanh-Nhan et al., 2016; Hu et al., 2017;
Ren et al., 2018). The background data usually contains student
demographics (parents’ education, family income, household
registration), curriculum plans, teachers’ quality and style, and
student performance evaluation. Specially, the work of Hu et al.
showed that background features significantly improved the
prediction model performance (Hu et al., 2017).

In addition to these above attributions, behavior features
were also considered, e.g., the social dependence relationship
obtained from emails and social networks (Bayer et al., 2012).

This study combined social behavior features with background
attributions to train the prediction model and finally achieved
an improvement the prediction accuracy by 10%. The comments
from students after each lesson were considered by Sorour et al.
(2014) and Luo et al. (2015). These comments show student
learning attitude, subject understanding, course difficulty, and
activity in a classroom. Especially, Koprinska et al. (2015)
explored multiple data sources, including demographics, social
behaviors, and academic data. Their experiments analyzed the
most important features and then discussed how to use them to
improve teaching and learning.

2.1.2. Online Classroom
Recently, with the development of online learning platforms,
e.g., MOOCs (Massive Open Online Courses), students choose
to learn the online courses or as supplements to a traditional
classroom. More researchers paid an amount of attention to
the online classrooms for their widely used range and massive
educational records. The data could be easily obtained in an
online classroom, as each educational activity is recorded with
log files, e.g., click stream of the mouse, texts from discussions,
learning-time length, etc.

Historical performance data and background information.

Many studies on SPP in online classroom used historical
performance data (Meier et al., 2015; Lorenzen et al., 2017),
students’ background information, course’s descriptors, and
teachers’ background (Elbadrawy et al., 2014; Kennedy et al.,
2015; De Barba et al., 2016) to train their prediction
models. Kennedy et al. analyzed the grade information, course
background information, and an event log of interactions
from 6,635 learners (Kennedy et al., 2015). Then, Kennedy
found that prior knowledge is the most significant predictor
of MOOC success, followed by students’ ability to revisit their
previous work.

Data from the log file. The log file is an important
characteristic that distinguishes online classrooms from
traditional offline classrooms, where the log file could easily
record the online-learning-process data. Many researchers
explored these processing data to predict student grades, e.g.,
(Thai-Nghe et al., 2010b; Toscher and Jahrer, 2010; Elbadrawy
et al., 2014). For instance, Su et al. used both exercise records
and the question texts to model the student exercising process
(Su et al., 2018); researchers made attempts to understand the
performance of individual students deeply by analyzing the
comments from students. Student’s comments can reflect their
learning attitudes to the lesson, understanding of subjects,
difficulties to learn, and learning activities, which potentially
associate to the grade (Dietz-Uhler and Hurn, 2013; Goda et al.,
2013; Sorour et al., 2014). In these data sets, the educational
data set from the Knowledge Discovery and Data Mining Cup is
widely used for validation, i.e., the process records from learning
the course of "Algebra" and learning the course of "Bridge To
Algebra" (Tabandeh and Sami, 2010; Thai-Nghe et al., 2010a,
2012; Toscher and Jahrer, 2010; Yu et al., 2010; Hwang and Su,
2015; Thai-Nghe and Schmidt-Thieme, 2015). The two data
sets take the form of interaction records between students and
computer-aided-tutoring systems. Students solve problems in
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TABLE 1 | The works studied in different situations.

Data source Sub-source Reference Count

Offline classroom Al-Radaideh et al., 2006; Nghe et al., 2007; Dekker et al., 2009; Bayer et al.,

2012; Shovon et al., 2012; Ahmed and Elaraby, 2014; Elbadrawy et al., 2014;

Mayilvaganan and Kalpanadevi, 2014; Sorour et al., 2014; Koprinska et al.,

2015; Luo et al., 2015; Meier et al., 2015; Sweeney et al., 2015, 2016; Al-Barrak

and Al-Razgan, 2016; Polyzou and Karypis, 2016; Thanh-Nhan et al., 2016; Hu

et al., 2017; Morsy and Karypis, 2017; Ren et al., 2018

20

Historical grade data & background information Elbadrawy et al., 2014; Kennedy et al., 2015; Meier et al., 2015; De Barba et al.,

2016; Lorenzen et al., 2017

5

Online classroom Historical grade data & background information Tabandeh and Sami, 2010; Thai-Nghe et al., 2010a,b, 2012; Toscher and

Jahrer, 2010; Yu et al., 2010; Dietz-Uhler and Hurn, 2013; Goda et al., 2013;

Elbadrawy et al., 2014, 2016; Kloft et al., 2014; Sorour et al., 2014; Hwang and

Su, 2015; Thai-Nghe and Schmidt-Thieme, 2015; Xu and Yang, 2016; Adejo

and Connolly, 2017; Yang et al., 2017; Su et al., 2018

18

Historical grade data & background information Kloft et al., 2014; Wen et al., 2014a,b; Arguello and Shaffer, 2015; Koprinska

et al., 2015; Wang et al., 2015; Wong et al., 2015; Lu et al., 2017; Gitinabard

et al., 2018

9

Blending classroom Elbadrawy et al., 2014; Sorour et al., 2014; Koprinska et al., 2015; Meier et al.,

2015; Zacharis, 2016

7

the tutor system, and each interaction between student and
system was logged as a transaction. Four key terms form the
building blocks of our data, i.e., problem, step, knowledge
component, and opportunity and step start time, first transaction
time, correct transaction time, and so on. Especially, before
training the prediction models, (Thai-Nghe et al., 2012) selected
the features that are more related to student performance.

In addition, the click-stream was recorded in the log file. The
click-stream data includes thousands of weblog records which
can be generally classified into two types (Kloft et al., 2014; Xu
and Yang, 2016; Yang et al., 2017): (1) the page view log, including
the number of requests, the number of active days, the number
of page views, the number of homework page views, and so
on. (2) lecture video log, including the number of requests, the
number of video views, the number of start-stop during video
plays, the number of re-listening during video views, and so on.
Many researchers attempted to apply these data of click-stream to
model the state of learning of students and training the prediction
model (Elbadrawy et al., 2014, 2016; Xu and Yang, 2016; Adejo
and Connolly, 2017).

Data from the discussion forum. The discussion forum
is another important characteristic that distinguishes online
classrooms from the traditional offline classroom. All the
students could discuss the course or the problems with each other
(Kloft et al., 2014; Wen et al., 2014a; Arguello and Shaffer, 2015;
Wong et al., 2015). In this way, researchers obtained massive
behavior records to train the prediction models. The forum
data is broadly obtained from the student’s posts. Participants
usually create a thread by making a root post and reply to
existing threads by adding comments at the end. Several papers
predicted student performance using the student’s active forum
data including submissions, numbers of forum posts, length of
the forum thread, and so on (Wen et al., 2014b; Koprinska
et al., 2015; Wang et al., 2015; Lu et al., 2017; Gitinabard
et al., 2018). Furthermore, click stream and forum data are also

integrated to enhance the grade predication (Koprinska et al.,
2015; Lu et al., 2017; Gitinabard et al., 2018). (Gitinabard et al.,
2018) applied a combination of modeling and feature-selection
methods to identify the important features in both dropout and
certification prediction. The author analyzed the discussion texts
to obtain the social relationships of a learner, e.g., two posts that
shared the same root thread. In this research, the author also
considered the forum features, including forum activities and the
submission counts.

2.1.3. Blending Classroom
In the blending context of the offline and online classrooms,
researchers obtain more attributions for student performance
from multiple data sources and obtain better prediction
performance (Rovai and Jordan, 2004; Elbadrawy et al., 2014;
Sorour et al., 2014; Koprinska et al., 2015; Meier et al., 2015;
Zacharis, 2016). Nick et al. used student data stored in MOOCs.
They predicted student success based on four learning activities:
communication via emails, collaborative content creation with
wiki, content interaction measured by files viewed, and self-
evaluation through online quizzes. Next, a model based on the
Multi-Layer Perceptron Neural Network was trained to predict
student performance in a blended learning course environment.
The model predicted the performance of students with a correct
classification rate of 98.3% (Zacharis, 2016).

2.2. Problem Formulation
In EDM methods, predicting student learning performance is
a problem that maps student information to his/her grades.
Usually, this problem could be formalized into machine learning
problems, i.e., clustering, classification, and regression. Here, we
generally give the formulations of prediction models in the study
of SPP. Denote the training dataset by D = {(si, cj, yi,j)|i =

1...n, j = 1...m}, where yi,j is the grade of i-th student that

Frontiers in Psychology | www.frontiersin.org 4 December 2021 | Volume 12 | Article 698490

https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles


Zhang et al. Student Performance Prediction Survey

obtained on j-th course, n andm are the number of students and
courses, respectively.

1. Clustering.Theworks of Oyelade et al. (2010) andHwang and
Su (2015) formalized SPP into a cluster problem, where the
students are grouped into multi-clusters G = {g1...gk}, where
k is the number of clusters and then the objective student’s
performance is predicted in the specific cluster. The problem
could be defined as follows:

Problem 2 (SPP-Clustering). The goal of SPP-Clustering
is to seek a mapping of clustering M1 such that M1(S,C) =
G. To predict an object student that lies in the cluster gk,
a new mapping M2 is built such that M2(si, cj) = yi,j for
(si, cj) ∈ gk.
Usually, M2 is created by computing the average value of the
performance of all students of gk on course cj (Cakmak, 2017).

2. Classification. When researchers consider the SPP task as a
classification task, the prediction output is the discrete grades
for a student, e.g., GPAs (Veloski et al., 2000), pass/fail (Thai-
Nghe et al., 2009; Bayer et al., 2012; Abu-Oda and El-Halees,
2015), or others (Elbadrawy et al., 2014; Hu et al., 2017; Morsy
and Karypis, 2017). Let Y = {yi,j} be the label set of different
classifications, and the value of yi,j is one element of the label
set, ℓ1,..., ℓk.

Problem 3 (SPP-Classification). The goal of SPP-
Classification is to seek a mapping M3, such that
M3(si, cj,A) = max{p1, ..., pk} = yi,j, where pk is the
possibility of (si, cj) belonging to ℓk.
Here, the student’s grades are generally divided into several
categories, like A, B, C, and D (Xu et al., 2017), according to
their scores.

3. Regression.The regressionmodel is a function that represents
the mapping between input variables and output variables.
The regression problem is equivalent to function fitting:
selecting a function curve to fit the known data well and
predict the unknown data well. In SPP, regression techniques
are often used to predict the continuous scores of students in
specific courses (Polyzou and Karypis, 2016; Hu et al., 2017;
Morsy and Karypis, 2017).

Problem 4 (SPP-Regression). The goal of SPP-Regression
is to seek a mappingM4, such thatM4(si, cj,A) = yi,j, where
yi,j is usually continuous scores.

2.3. Current Methods
As mentioned above, there are mainly three problem
formulations in SPP. Here, we make a systematic review of
the methods used in SPP, as follows. Table 2 shows the statistic
of those related researches.

2.3.1. Decision Trees
Decision trees (DTs) are a non-parametric supervised learning
method used for classification and regression. It learns the
splitting rule to divide the data according to their features
and obtains the labels by voting at leaf nodes (Safavian and
Landgrebe, 1991).

Decision trees could deliver interpretable results and thus
obtain much attention for SPP (Al-Radaideh et al., 2006; Nghe

et al., 2007; Dekker et al., 2009; Thai-Nghe et al., 2009; Bunkar
et al., 2012; Shovon et al., 2012; Koprinska et al., 2015; Al-
Barrak and Al-Razgan, 2016; Saa, 2016). The tree model can be
transformed into a set of "if-then" rules that are intuitive and
easy to understand by human beings. Al-Barrak et al. studied and
evaluated the "if-then" rules to improve prediction accuracy in
the higher education system (Al-Barrak and Al-Razgan, 2016).
Based on different feature selection methods and pruning rules,
the DT model has three main algorithms, i.e., ID3, CART, and
C4.5. Bunkar et al. compared the three DT algorithms. They
carried out experiments to seek the best one (Bunkar et al.,
2012). Among these DT algorithms and other machine learning
algorithms, the DT showed a higher precision on their used data
set. Nghe et al. investigated the decision tree and the Bayesian
Network to predict the academic performance of undergraduates
and postgraduates from two academic institutions. In their
experiment, the accuracy of the DT is always 3–12% higher than
the Bayesian Network (Nghe et al., 2007).

Many studies used the ensemble algorithm to combine the DT
with other models (Dekker et al., 2009; Thai-Nghe et al., 2009;
Bunkar et al., 2012; Shovon et al., 2012). For example, when
predicting pass or fail in an exam, the main problem is that the
number of "passed" students is much higher than the number of
"failed" students. The prediction results are dropped down due
to this imbalance issue. Thai-Nghe et al. proposed to address the
problem of class imbalance through over-sampling techniques
and used the cost-sensitive learning (CSL)method to improve the
prediction (Thai-Nghe et al., 2009). The authors first re-balanced
data sets then used the DT on the balanced data. Compared
with the original data set, the results were significantly improved.
There is also an imbalance problem in predicting student dropout
(Dekker et al., 2009). The DT and CSL are combined in the
experiments to predict student dropout, where the decision tree
gives an accepted accuracy of about 80%.

In online classrooms, researchers also integrated multiple
data sources to improve the performance of the DT. Koprinska
et al. considered multiple data sources, including click-streams,
submission steps of an academic task and outcomes in an
automatic marking system, assessment marks in a semester,
and student engagement with discussion forums, to build an
improved DT classifier (Koprinska et al., 2015). The results
showed that multiple data sources could improve the prediction
accuracy compared to the single data source.

2.3.2. Linear Regression
In statistics, LR is a linear approach to modeling the relationship
between a scale response and one or more explanatory variables.
The case of one explanatory variable is referred to as one variable
LR, while for more than one explanatory variable, it is referred to
as multi-variable LR.

A way to model the problem of grade prediction is to take into
account the academic degree program. Degree program always
requires students to take a set of courses in order, due to the
knowledge provided by the previous courses being essential for
subsequent courses (Tabandeh and Sami, 2010;Wang et al., 2015;
Alario-Hoyos et al., 2016; Ren et al., 2016; Morsy and Karypis,
2017). With this idea, Polyzou et al. developed course-specific
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TABLE 2 | The related works with different machine learning models.

Proposed methods Problem formulation Reference Count

Decision trees Classification Safavian and Landgrebe, 1991; Al-Radaideh et al., 2006; Nghe et al.,

2007; Dekker et al., 2009; Thai-Nghe et al., 2009; Bunkar et al., 2012;

Shovon et al., 2012; Koprinska et al., 2015; Al-Barrak and Al-Razgan,

2016; Saa, 2016

10

Linear regression Regression Tabandeh and Sami, 2010; Elbadrawy et al., 2014; Kennedy et al.,

2015; Meier et al., 2015; Wang et al., 2015; Alario-Hoyos et al., 2016;

De Barba et al., 2016; Polyzou and Karypis, 2016; Ren et al., 2016; Hu

et al., 2017; Lorenzen et al., 2017; Morsy and Karypis, 2017

13

Support vector machines Classification Kentli and Sahin, 2011; Bydžovská, 2016; Xu and Yang, 2016 4

Matrix factorization Regression / Clustering Lee and Seung, 2001; Thai-Nghe et al., 2010a, 2011a, 2012; Toscher

and Jahrer, 2010; Bokde et al., 2015; Hwang and Su, 2015; Sweeney

et al., 2015; Thai-Nghe and Schmidt-Thieme, 2015; Elbadrawy et al.,

2016; Polyzou and Karypis, 2016; Hu et al., 2017; Lorenzen et al.,

2017; Ren et al., 2018; Zhang et al., 2020c

15

Collaborative filtering Classification / Clustering
Sheena et al., 2000; Schafer et al., 2007; Li and Zaman, 2014;

Bydžovská, 2015; Meier et al., 2015; Cakmak, 2017; Jyoti and Walia,

2017

7

Artificial neural network Classification / Clustering / Regression Andrews et al., 1995; Oladokun et al., 2008; Sorour et al., 2014; Luo

et al., 2015; Shahiri and Husain, 2015; Młynarska et al., 2016;

Zacharis, 2016; Yang et al., 2017; Su et al., 2018

9

Deep learning Classification / Clustering / Regression Guo et al., 2015; Yang et al., 2017; Kim et al., 2018; Hu and Rangwala,

2019a,b

5

Other methods Regression / Clustering Slim et al., 2014; Li et al., 2016 Iqbal et al., 2017 3

regression (CSR) (Polyzou and Karypis, 2016), and predict
student grades in a course using a sparse linear combination
(Zhang and Liu, 2020). Following this way, there are many
improved works (Polyzou and Karypis, 2016; Hu et al., 2017;
Morsy and Karypis, 2017). While the CSR model fails to consider
the side-factors for student performance, Hu et al. proposed to
combine content features with CSR models (Hu et al., 2017).
They extracted features related to students and courses and
incorporated these features into the prediction model. However,
the LR model suffers from the sparsity problem when there are
many elective courses. To address this limitation, Polyzou et al.
developed a sparse LR method for student-specific regression
(SSR), using the student-course-specific grade matrix. Elbadrawy
et al. (2014) proposed to enhance the student-specific grade
models in the LR model to predict student performance. Thus,
each student was predicted by a specific LR model. Its advantage
is that the models could exploit all student’s historical grades
and thus mitigate the data sparsity issue. On their used data,
the multiple LR models achieve an RMSE of 0.147, while
the traditional single LR model obtained an RMSE of 0.177,
benefiting from the consideration of individual information.

2.3.3. Support Vector Machines
In machine learning, SVMs are very effective supervised learning
models that could be used for both classification and regression.
SVM splits the data by seeking the maximized margin between
two classes (Cortes and Vapnik, 1995). Due to SVM’s powerful
capability of classification, it has been investigated many times
for SPP studies or used as a baseline method.

According to psychology, the behaviors potentially affect the
student evaluation. Xu et al. divided students into three categories
based on the detailed records of learning activities on MOOCs
platforms, i.e., certification earning, video watching, and course
sampling (Xu and Yang, 2016). Then, the authors built a predictor
based on SVM to predict certification obtaining (Cortes and
Vapnik, 1995). Fulya et al. (Kentli and Sahin, 2011) employed
SVM on 504 data records from the classroom to predict the GPA.
Hana et al. (Bydžovská, 2016) compared the traditional machine
learning algorithms for SPP, including SVM, LR, Random Forest
et al., where SVM is the best on both study-related data and social
behavior data. However, SVM suffers from computation cost in
big data due to its optimization limitation.

2.3.4. Matrix Factorization
Matrix Factorization aims to decompose a matrix into two
matrices, finding latent features between the twomatrices (Bokde
et al., 2015). For SPP, each element could be generalized by the
product of a student representation and a course representation,
where both representations are yielded in the latent feature space
(Zhang et al., 2020c). That is, letting the student vector be the
row of the raw matrix and the course vector be the column of the
raw matrix, matrix competition aims to seek two latent feature
metrics for student and course to approximate the original matrix
student performance matrix (Thai-Nghe et al., 2010a, 2012;
Toscher and Jahrer, 2010; Hwang and Su, 2015; Thai-Nghe and
Schmidt-Thieme, 2015; Elbadrawy et al., 2016). However, except
for the historical grades, there are many additional factors that
influence student performance, such as the course difficulty, the
quality and teaching style of the instructor, the academic level
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of students. Hu et al. proposed a hybrid LR-MF model that
considered those features of students, courses, and instructors,
to improve the performance of the curriculum-specific model
(Hu et al., 2017). Ren et al. (2018) proposed additive latent effect
models by incorporating the above factors to predict the student’s
next-term grades. The experimental results demonstrated that
their methods significantly outperformed the baselines for SPP.

In the context of predicting the score of an exercise, MF was
employed to implicitly encode "slip rate" (the probability that the
student knows how to solve a question but makes a mistake) and
the "guess rate" (the probability that the student does not know
how to solve a question but guesses correctly) of the student in
an examination, resulting in an excellent performance on the
educational data set of Knowledge Discovery and Data Mining
Cup 2010 (Thai-Nghe et al., 2010a). In (Lee and Seung, 2001;
Hwang and Su, 2015), Non-negative MF (NMF) was used to
integrate the non-negativity of student grades. TF was exploited
to take temporal effects into account in theMFmodel (Thai-Nghe
et al., 2011a), resulting from the improvements of the student’s
ability. Since grade matrix is an implicitly low rank, low-rank MF
(LRMF) was investigated in the data sets from the online learning
platform in the work of Lorenzen et al. (2017).

The MF-based model assumes a low-dimensional latent
feature space that could represent both students and courses.
However, the set of courses is usually an incomplete subset
because courses are usually selected for various requirements. To
address this problem, Polyzou et al. developed a course-specific
MF (CSMF) method that estimates anMFmodel for each course,
where a dense subset of the data could be available (Polyzou and
Karypis, 2016). The dense course-specific matrix could make a
more reliable estimation. In addition, the cold start is a necessary
problem.... needed to be considered in SPP. Sweeney et al.
proposed to combine Factorization Machines (FM) and Random
Forests (RF) to create a hybrid model, taking advantage of both
models to solve the cold-start problem (Sweeney et al., 2015).

2.3.5. Collaborative Filtering
Collaborative filtering predicates a user’s interests by seeking
similar preferences from other users (Schafer et al., 2007). The
underlying assumption is that if person A has the same opinions
as person B on an issue, A is more likely to have B’s opinion on
another issue than a randomly chosen person. For instance, a CF
recommendation system could predict which television show a
user would like, given a partial subset of those user’s tastes (likes
or dislikes) (Sheena et al., 2000; Li and Zaman, 2014).

When applied to SPP, CF finds the most similar students
with target students based on grade records. Sirikayon et al.
performed various methods to calculate student similarity,
including Pearson correlation, cosine similarity, and Euclidean
distance. (Bydžovská, 2015). Their experiments showed that
Pearson correlation achieves the lowest prediction error, where
a prior course clustering could enhance predictability. Cakmak
et al.’s work enhanced the standard CF by integrating automated
outlier eliminations and GPA-based similarity filtering (Cakmak,
2017). Their methods estimated student course grades with an
average error rate of 0.26, with an error improvement of 16%,
compared with other methods.

In CF, the k-nearest neighbor algorithm (k-NN) is a non-
parametric method used for classification, where prediction is
based on the k nearest neighbors in given data (Jyoti and Walia,
2017). To predict the normalized score or grade of student s in
performance k of year y, researchers often define the similarity
or employ a traditional similarity metric. The performance of a
student is then predicted on his/her k nearest neighbors. (Meier
et al., 2015) derived a confident estimate on grade prediction and
demonstrated the performance of the proposed algorithm on a
real data set composed of 700 undergraduate students enrolled in
the course of digital signal processing at UCLA in the past 7 years.

2.3.6. Artificial Neural Network
Neural networks are a series of algorithms that endeavor to
recognize underlying relationships in a set of data by mimicking
the information process of the human brain. In this sense, neural
networks refer to systems of neurons, either organic or artificial.
ANN is amodel composed ofmultiple neural layers and is trained
in iterative optimization. ANN has a wide range of applications
due to its power in modeling the approximation from inputs to
outputs (Andrews et al., 1995). Hence, many studies used ANN
to predict student performance (Oladokun et al., 2008; Sorour
et al., 2014; Luo et al., 2015; Shahiri and Husain, 2015; Młynarska
et al., 2016; Zacharis, 2016; Yang et al., 2017; Su et al., 2018). For
instance, Oladokun et al. employed the multi-layer perception on
the pre-admission data of five different university graduates for
SPP, achieving an accuracy of about 74% (Oladokun et al., 2008).

Many researchers collected these features from student’ self
assesses by using ANN models to predict student’s performance.
Researchers asked for student’ comments per lesson to reflect
their learning attitude and understanding degree of course
content and learning difficulty. With this data, Sorour et al.
conducted experiments with the Latent semantic analysis (LSA)
technique and ANN model (Sorour et al., 2014), achieving an
average prediction accuracy of about 82.6%. Luo et al. employed
Word2Vec and ANN to predict student grades in each lesson
based on their comments (Luo et al., 2015). The experiment
results showed that the prediction rate reached 80% on the 6
consecutive lessons, and a final prediction rate reached 94%
from all 15 lessons. Tsung-Yen et al. trained a time series neural
network based on both previous performance and click-stream
data (Yang et al., 2017). The prediction model outperformed the
method of using average past grades by more than 60%, and
the lasso regression by more than 15%. To take all advantage of
both students exercise records and the texts of exercises, Su et al.
developed a novel Exercise-Enhanced Recurrent Neural Network
(EERNN), where authors adopted a bidirectional LSTM to learn
exercise representation from texts and then proposed the EERNN
to trace student states in their sequential exercising process (Su
et al., 2018).

2.3.7. Deep Learning
The deep learning-based model, one of the powerful mapping-
based methods, aims to learn deep nonlinear features from
original features for sequent tasks and has become benchmarks in
a wide range of applications in recent years (LeCun et al., 2015).
To predict student performance, Guo et al. trained a student
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performance prediction network of six fully connected layers
on the high-school data composed of background data, school-
life data, past-study data, and personal descriptions (Guo et al.,
2015). Yang et al. used a time series deep neural network to
predict the evolution of a student’s grade in massive open online
courses (MOOCs) based on the data on student behaviors (Yang
et al., 2017). Kim et al. (2018) recast the student performance
prediction as a sequential event prediction and proposed a deep
model, GritNet, for this problem by integrating the bidirectional
long short-term memory (LSTM). To capture the sequential
features of students grades in prior courses, Hu et al. modeled
the learning behavior and performance using RNNs with LSTM
for the next-course grade prediction (Hu and Rangwala, 2019b).
Waheed et al. showed that deep neural networks achieved a
higher prediction accuracy than logistic regression and SVMs
on the clickstream data (Yang et al., 2017). Hu et al. proposed
attention-based graph convolutional networks to predict next-
term course grades based on past grades (Hu and Rangwala,
2019a). Yupei et al. proposed a sparse attention convolutional
neural networks (SACNN) to predict undergraduate grades in
Chinese higher education, where they not only achieve a good
prediction accuracy but also gave the explanation for the question
"why a student is predicted to pass/fail based on the course’s
association?" (Zhang et al., 2021a).

2.3.8. Other Methods
Restricted BoltzmannMachine (RBM), an unsupervisedmachine
learning technique, creates a bipartite graph composed of two
network layers. The first layer is called the visible layer, which is
used to receive data features. These nodes are connected to the
second layer, called the hidden layer containing symmetrically
weighted connections. Iqbal et al. investigated CF, MF, and
RBM methods to predict student academic performance in the
Information Technology University (ITU) (Iqbal et al., 2017).
RBM technology was better than other techniques among all the
mentioned methods on their data sets from the results.

Markov Network was also developed to predict the next-
time course in a sequence (Slim et al., 2014). Slim et al. used
MN to represent the curriculum graphs of a particular degree
course. Based on GPA in a given semester, the MN model could
predict GPA in the next semesters. They analyzed 400 students
from the University of NewMexico (UNM) who have completed
their degree programs. The mean square error (MSE) is used to
measure the performance of the framework. The results showed
that as the number of semester grades increases, MSE gradually
declines (Slim et al., 2014).

In Li et al. (2016), the fuzzy-clustering model and multi-
variable regression were combined into an framework to predict
student academic performance. The authors considered both the
historical scores and the attributes that are related to normal
study behavior. In this study, students were clustered by using the
fuzzy C-means model based on their existing academic records
to discover the relationship between the required grade and the
previous grades. By considering student behaviors, the similarity
between the objective student and other students with similar
academic records was calculated to generate an offset value.
Finally, based on the cluster membership, the similarity, and

the offset value, the objective grade was predicted in terms of a
predefined linear system.

2.4. Performance Evaluation
With different goals, these studies of SPP focus on three-time
spans of courses, i.e., single course grade prediction, the next-
term performance prediction, and the whole learning period
prediction. In this section, we reviewed the existing literature on
SPP from their periods in SPP. The summary of these research
studies is shown in Table 3.

2.4.1. Single Course Grade Prediction
Many researchers focused on the single target course. They
analyzed the score that the student would reach in the final
exam or mid-term test (Tabandeh and Sami, 2010; Thai-Nghe
et al., 2010a; Toscher and Jahrer, 2010; Yu et al., 2010). In these
studies, most of the researchers are interested in the knowledge
level of students on the target course and focused on one specific
examination. The authors predicted the student’s knowledge
level and the student’s grade using test questions (Thai-Nghe
et al., 2012; Hwang and Su, 2015; Thai-Nghe and Schmidt-
Thieme, 2015) and the process features of interest (Xu and
Yang, 2016; Yang et al., 2017). Chein-Shung et al. developed a
novel regularization framework that imposes locality preserving
constraints into the weighted regularized nonnegative MF for
SPP (Xu and Yang, 2016). The author predicted the performance
on Algebra and Bridge by using exam question texts, solution
steps, and skills. Tsung-Yen et al. incorporated richer data from
the learning process of video watching, to train a time-series
neural network, followed by predicting CFA scores of students.

2.4.2. Next-Term Performance Prediction
Many researchers were focused on predicting student next-
term performance to adjust the teaching plan (Sweeney et al.,
2015; Elbadrawy et al., 2016; Morsy and Karypis, 2017; Ren
et al., 2018). This research aims to estimate student learning
performance on courses that are expected to engage in the next
term. Students can use estimated grades to select courses for
which they will perform well, thereby allowing them to make
progress toward graduation. The estimated grade could also
provide suggestions for the difficulty rating for courses, which
helps students prioritize their studies andmanage time schedules.
Besides, course instructors and departments could also benefit
from knowing student’ registration on all courses. This enables
them to make adjustments, such as holding additional office
hours and allocating teaching assistants. Zhiyun et al. proposed
additive latent effect (ALE) models that incorporate additive
effects associated with students and courses to solve the next-
term performance prediction. Especially, authors were able to
highlight the improved prediction performance of ALE with the
use of latent factors of course instructors, student academic levels,
and student global latent effects (Ren et al., 2018).

2.4.3. Performance Prediction in Entire Learning

Period
The entire learning-period prediction predicts the indicators
of the entire learning process, such as the GPA. This study
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TABLE 3 | The list of references for performance evaluation.

Performance evaluation Reference Count

Single course grade prediction Tabandeh and Sami, 2010; Thai-Nghe et al., 2010a, 2012; Toscher and Jahrer,

2010; Yu et al., 2010; Hwang and Su, 2015; Thai-Nghe and Schmidt-Thieme,

2015; Xu and Yang, 2016; Yang et al., 2017

9

The next-term performance prediction Sweeney et al., 2015; Elbadrawy et al., 2016; Morsy and Karypis, 2017; Ren

et al., 2018

4

Whole learning period’s performance prediction Oladokun et al., 2008; Vitulić and Zupančič, 2013; Meier et al., 2015; Al-Barrak

and Al-Razgan, 2016; Hunt et al., 2017; Xu et al., 2017; Tampakas et al., 2018

7

aims to improve student’s final GPA and graduation ratio
(Oladokun et al., 2008; Meier et al., 2015). In these studies,
researchers are mostly focused on the final GPAs (Vitulić and
Zupančič, 2013; Al-Barrak and Al-Razgan, 2016) to trace student
performance over the academic semesters (Hunt et al., 2017; Xu
et al., 2017; Tampakas et al., 2018). Especially, they collected
the performance of the student in each term of the whole
learning period and other side information, e.g., background
information of students/courses. Michael and Muna employed
the J48 algorithm to predict the student’s final GPA based on their
transcripts and their course grades (Al-Barrak and Al-Razgan,
2016). Jie et al. proposed an ensemble method to predict students’
future performance in degree programs, using the data of their
current and past grades. A latent factor model-based course
clustering method was developed to discover relevant courses
as base predictors. An ensemble-based progressive prediction
architecture was also developed to incorporate students’ ability
improvements into the prediction model. Additionally, this work
could provide good suggestions on curriculum designs in degree
programs (Xu et al., 2017).

2.5. Practical Application
As mentioned above, researchers studied the task of SPP with
different goals and used the prediction results in different
situations. Here, we listed some practical applications, shown in
Table 4.

2.5.1. Recommendation System
Many researchers combined SPP tasks with recommendation
systems to enhance education outcomes by making a
personalized educational plan. To offer personalized exercise
recommendations, Nguyen et al. proposed to use context-aware
models for SPP by utilizing all interactions of the given student-
task pairs. This approach could be applied in a personalized
learning environment, such as recommending exercises to
students and predicting student performance (Thai-Nghe et al.,
2011b). Yu et al. proposed an EERNN framework for SPP by
taking both students’ exercise records to exercise texts into
account. In EERNN, authors first designed a bidirectional
LSTM to learn exercise representations from texts and then
proposed a new network architecture to trace student states
(i.e., knowledge states) in their sequential exercising process
with the combination of exercise representations. To make
final predictions, the authors designed two strategies under
EERNN, i.e., EERNNM with Markov property and EERNNA

with an Attention mechanism (Su et al., 2018). For library book
recommendations, Defu et. al. proposed a supervised content-
aware MF for mutual reinforcement of academic performance
prediction based on library data (Lian et al., 2016). For course
recommendation (Ray and Sharma, 2011; Denley, 2013;
Elbadrawy and Karypis, 2016), Asmaa et. al. investigated how
students and course academic features influence the enrollment
patterns and then applied these key features to define student
and course groups at various levels of granularity. Finally, the
authors combined these groups with existing grade predictions
and top-n course ranking models, e.g., neighborhood-based
user collaborative filtering, MF, and popularity-based ranking
approaches (Elbadrawy and Karypis, 2016).

2.5.2. Early Warning System
The early warning system is a key application based on the study
of SPP. In the context of traditional offline education, instructors
wish to know the students who are at risk of dropping out or the
students who possibly fail in the examination (Blanchfield, 1971;
Dekker et al., 2009; Quadri and Kalyankar, 2010; Bayer et al.,
2012; Abu-Oda and El-Halees, 2015). The online classroom is the
same, where instructors wish to know the students under the risk
or have a lower motivation to finish his/her tasks (Yang et al.,
2013; Kloft et al., 2014; Lu et al., 2017; Gitinabard et al., 2018).

As mentioned above, many researchers study the common
problem of dropping out. Bayer et al. studied the structured
data of students’ social behaviors, e.g., e-mail and discussion
board conversations. They introduced learning a classifier for
student failure prediction using a CSL method (Bayer et al.,
2012). Especially, the authors described extraction features from
both student data and behavior graph data. Niki et al. conducted
a survival analysis to identify dropouts by a combination of
modeling and feature selection methods. The author evaluated
three different models under different definitions of dropout.
Besides, the author assessed models over time by evaluating
whether models learned on week 1 could predict dropouts in
week 2 (Gitinabard et al., 2018).

2.5.3. Other Applications
There are many other applications of SPP due to lots of
studies using SPP as an evaluation. David et al. explored
the relationships between teacher expectations and student
achievements in physical education classes. Student achievement
may confirm teacher expectations because these expectations
create self-fulfilling prophecies, perceptual biases, and accurate
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TABLE 4 | The list of references of the practical application of SPP.

Practical application Reference Count

The recommendation system Ray and Sharma, 2011; Thai-Nghe et al., 2011b; Denley, 2013; Elbadrawy and

Karypis, 2016; Lian et al., 2016; Su et al., 2018

6

Early warning system Blanchfield, 1971; Dekker et al., 2009; Quadri and Kalyankar, 2010; Bayer et al.,

2012; Yang et al., 2013; Kloft et al., 2014; Abu-Oda and El-Halees, 2015; Lu

et al., 2017; Gitinabard et al., 2018

9

Other applications Jussim, 1989; Trouilloud et al., 2002; Hu and Huang, 2018; Lam et al., 2018;

Juhaňák et al., 2019; Kushwaha et al., 2019; Supianto et al., 2019

7

predictions (Jussim, 1989). Another purpose was to examine the
mediating role played by students’ perceived ability in the teacher
expectancy process (Trouilloud et al., 2002). Libor et al. studied
the task of SPP by exploring students’ behavior and interaction
patterns in different types of online quiz-based activities within
learning management systems (LMS) (Juhaňák et al., 2019).
Especially, many studies of SPP were applied to discover a better
learning pattern and thereby improve the educational output
(Hu and Huang, 2018; Lam et al., 2018; Kushwaha et al., 2019;
Supianto et al., 2019).

3. COMPARISON EXPERIMENTS

This section adopted traditional machine learning algorithms to
predict student performance on two data sets, i.e., a private data
set from our institution and a public data set.

3.1. Data Description
One of the two data sets was collected during the 2005 and 2006
academic years from two Portuguese schools (Dataset 1). Data
features include student grades (the grades of the three semesters
are labeled as G1, G2, and G3), demographic features, social
features, and school-related features. The data set provided two
distinct courses,Mathematics and Portuguese Language. This data
set can be obtained from https://archive.ics.uci.edu/ml/datasets/
Student+Performance.

The other data set was collected from the Computer Science
department at our institution on 694 undergraduate students
of 2014, 2015, and 2016 (referred to as Dataset 2). The data
contains student background features (e.g., Gender, class, age,
nationality, political status), course credits, course hours of one
week, and grades on 39 courses. The 39 courses were taken in
different semesters.

3.2. Problem Reformulation
We recast this student grade prediction into classification
and regression.

• Classification formulation: Dataset 1 was classified based on
the Erasmus grade conversion system, where there were
5 Levels. While Dataset 2 was classified based on student
evaluation with 3 Level grades. The level details of the two data
sets are shown in Table 5.

TABLE 5 | The details of the two datasets used in experiments.

Dataset 1 0-9 10-11 12-13 14-15 16-20

fail sufficient satisfactory Good Excellent

Dataset 2 grade < 60 60 ≤ grade ≤ 80 80 < grade

Warning Good Very Good

• Regression formulation: Dataset 1 has numeric outputs
ranging from 0 to 20, and Dataset 2 has numeric outputs
varying from 0 to 100.

3.3. The Used Methods
In this study, the aim is to summarize current works and have
comparisons between the used methods. Hence, we employed
those methods that had been adopted in related references,
as follows:

Naive Bayes: Naive Bayes is based on Bayes’ theorem with
feature condition independent hypothesis. For the training
set, the joint probability distribution of input and output is
first studied based on the independent hypothesis of feature
conditions. Then based on this model, Bayes theorem is used to
calculate the y with the maximum posterior probability for the
given input x.

k-nearest neighbor is a basic classification and regression
method in machine learning. KNN was used by Cover and Haut
for SPP (Cover and Hart, 1967). KNN first determines the on the
K training data set for a test data point, and then use the majority
of the classes of the k training data points to predict the classes of
the test point.

Decision tree: A decision tree is a commonly used
classification and regression method in SPP. The algorithm
consists of three parts, i.e., feature selection, tree generation,
and pruning. The main implementation includes ID3 and C4.5
proposed by Quinlan (1986), and CART proposed by Breiman
et al. (Loh, 2011). In this experiment, we used the C4.5 algorithm.

Support vector machine: Vapnik originally proposed SVM,
and Chervonenkis (Vapnik and Chervonenkis, 1964; Cortes and
Vapnik, 1995). Boser et al. proposed a non-linear SVM by using
kernel methods and soft margin maximization (Boser et al.,
1992). Weston et al. extended it to multi-classification (Weston
and Watkins, 1999). We here used the sequential minimal
optimization (SMO) algorithm proposed by Platt (1998).

Bagging: Breiman proposed bagging (Breiman, 1996).
Bagging is a technique that reduces generalization errors by
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combining several models. The main idea is to train several
different models separately and then let all models vote for the
output. In this experiment, we adopted the C4.5 algorithm as the
base classifier.

Random Forest: Random Forest is an ensemble learning
method proposed by Breiman (2001). It uses voting mechanisms
from multiple DT to improve the shortcomings of DT. In this
experiment, we chose the C4.5 algorithm as the base classifier,
a.k.a. weak classifier.

3.4. Model Training and Parameter
Selection
We implemented all methods by using Weka3.8 1 software.
All experiments were evaluated with 10-folds cross-validation
(García et al., 2010). That is, we partitioned the dataset into 10-
folds and performed the evaluation ten times. In each evaluation,
1-fold was used as the test set, and other folds were used
as the training set. After ten runs, the average metrics were
calculated as the final evaluation results. In our classification
experiment, models were evaluated using the prediction accuracy
(ACC), while the root mean squared error (RMSE) in the
regression experiment. Two-sample t-test was adapted to verify
the statistical significance of the difference between the two
methods (Sheskin, 2003).

Hyperparameter selection is an important task to extract
more accurate results. Grid Search is generally used for hyper
parameter optimization. In grid search, different models having
different parameter values are trained and then evaluated
using cross-validation. The 10-folds cross-validation could be
performed on each model, and the hyper parameters with
optimum results are then selected. For Naive Bayes, KNN, DT,
SVM, Bagging and Random Forest, one could used grid search
10-folds cross-validation for hyper parameters selection for each
model, and then perform model training and comparison with
the selected parameters. The used hyperparameters are: K = 5
for KNN; c = 2 for SVM; the number of features= 6 for Random
Forest; n = 100 for bagging and boosting. The other parameters
that are not mentioned here are set to default values in Weka.

3.5. Experiments
We conducted experiments on two education data sets to predict
student grades on specific courses to compare these mentioned
methods. We additionally investigated feature effects in SPP.

3.5.1. Effects of Previous Courses
As many researchers mentioned, a student’s grades are closely
related to his previous grades. In the prediction experiments of
Portuguese andMathematics grades in Dataset 1, the features G1
and G2 are thought to have great influences on G3. Therefore,
each DMmodel has three input configurations:

A: Use background features (demographic features, social
features, and school features) to predict G3.

B: Add G2 based on A.
C: Add G1 based on B.

1https://www.cs.waikato.ac.nz/ml/weka

The experimental results are shown in Figures 1, 2. In these
figures, the solid line is the classification method, ACC is
marked on the left primary axis as the evaluation metric,
and the dotted line is the regression method, and RMSE is
marked on the right secondary axis as the evaluation metric.
As shown in Figure 2, when only background features are
used to predict G3, poor prediction results are delivered. The
ACC of DM models is about 0.3, and RMSE is about 0.75,
indicating that background features have little influence on
G3. However, when G2 and G1 were considered, the accuracy
was increased significantly with a p-value < 0.05, and RMSE
decreased significantly, indicating that the performance of
the DM model could be improved by adding the grades of
prerequisite courses. In particular, with G2, Random Forest
reaches 0.75 on classification accuracy, and SVM for regression
reaches about 0.25 on RSME. The similar trend could be observed
in Figure 2 as well.

3.5.2. Grade Prediction on Specific Courses
In Dataset 2, we selected a course grade in the sixth
semester (Operating System) and a course grade in the fifth
semester (Computer Composition and System Structure)
to survey these mentioned methods. All models were
set to different input configurations corresponding to
the different number of semesters and the different
number of prerequisite courses. Here, we took the sixth
semester as an example (The fifth semester is similar to the
sixth semester):

A: Using background features and other course features from the
same period of the sixth semester.

B: Adding the course features of the fifth semester to settings A.
C: Adding the course features of the fourth semester to

settings B.
D: Adding the course features of the third semester to settings C.
E: Adding the course features of the second semester to

settings D.
F: Adding the course features of the first semester to settings E.

The experimental results are shown in Figures 3A,C. It can
be seen that with the increase of the number of prerequisite
courses, ACC increases and RMSE decreases. The performance
of all models could be improved by increasing the grades of
prerequisite courses. However, although the ACC is increased,
it is not monotonously increasing. However, RMSE is decreased,
but not monotonically decreasing.More noise may be introduced
as the number of semesters increases. Thus, we used the
Lasso algorithm for feature selection. The Lasso algorithm
gives the weights of these features in the prediction process
by compressing the weight of the uncorrelated and redundant
features to zero. Figures 3B,D, respectively, show the weights
of relevant courses. As can be seen, the last semester and the
same semester of course account for greater weight. The weights
of background features and other semester course features are
zeros. Therefore, in Dataset 2, background features have less
influence on the prediction of grades, while some courses in the
last semester have greater influences on the predicted grades.
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FIGURE 1 | Mathematics.

3.6. Result Analysis and Conclusion
From the experiment results above, the most accurate classifier

is Random forest. Random forest is an ensemble learning

algorithm by combining multiple weak classifiers and the final
results are obtained by voting or averaging those multiple weak
results, resulting in high accuracy and better generalization

performance. Wherein, the prerequisite course grades play the

most important role in the random forest classifier, which
shows that the records might uncover the characters of a

student on learning. In addition, the performance of all
models is significantly improved with integrating the features

from the prerequisite courses (p-value < 0.01). On the other
hand, the background features have a small influence on the

predictions. Overall, if we could access more information on
the prerequisite courses, the performance of all models would

be better.
Specifically, after feature extraction on Dataset 2, the courses

of last semester and the courses in the same term make a great
influence on the grade prediction. In contrast, other features

have small influences, while these redundant features might
introduce noise. In the task of SPP, it is thus necessary to select
informative features and remove redundant features to reach

a better performance. By the way, these study results could
convince the conclusions in the work of Debopam et al. (Sanyal
et al., 2020).

4. ETHICAL CONSIDERATIONS ON SPP
ALGORITHMS

There are lots of successful algorithms to predict the student
grade mentioned above. While some institutions use the SPP
algorithm to guide the students on learning contexts and/or
learning pathways, the ethic should be considered for the real-
world use of a computer algorithm due to the agnostic of the
impacts on education.

4.1. Data Access and Collection
This study motivates us to continuously collect more educational
data from real-world education, while privacy issues arose to be
taken into account (Ekowo and Palmer, 2017). The educational
data consists of many important personal information which
could be harmful if the data is leaked.

Morozov et. al. proposed three provocative positions in
this shift toward algorithms (Morozov and Morozov, 2013).
That is, (1) personal privacy needs to be politicized in data
intensive problem solving under scrutiny; (2) the value of the
personal data needs to be considered as a shift thinking; (3) data
sharing needs to be carefully conducted in the development of
provocative digital services. Princloo et al. extended into five
theses to make sure the secure use of data (Prinsloo et al.,
2015), which were focused on data access, the proposition of an
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FIGURE 2 | Portuguese language.

integrated data system, the skills and capability to manage data,
and systematically mapping the data elements for reporting and
analytics, respectively.

These suggestions were concluded into three points by Angelo
et al. (Fynn, 2016), i.e., data access, the value of personal
data, and the data origins. For data access, he advocated a
data analytics framework should be set up to consider the
institutional assumption, practices, and ideology underpinning
the data mining technology. For the value of personal data, it
should be clearly claimed that student remains the option to save
or remove data and the predictive analysis has positive effects
on students at high risk. For data origins, student success is a
complex phenomenon from different predictor variables across
institution types, material resources, heterogeneous student,
socio-economic status, disciplinary contexts, and so on.

4.2. Algorithm Threat and Advantage
Researchers could access a huge amount of educational data, and
they considered the artificial intelligence algorithms to enhance
the performance of SPP tasks, i.e., KNNs, SVMs, MFs, etc.
Students and teachers enjoy the advantage of algorithms, while
suffering from their threats (Ekowo and Palmer, 2016; Fynn,
2016).

These algorithms reviewed above improved the performance
of SPP, finding students at-risk, and further bring out targeted
student advising. These advantages enhances the educational

quality, reduce the drop-out ratios, and help students be better.
On the other hand, the education might suffer from these
algorithms, leading to agnosticism. The threat lies in 2-folds:
the invisible control of our behaviors to meet an undisclosed
ideological agenda and the unknown decision making from
an agnostic algorithm (Fynn, 2016). Most models focus on
the improvement of their used metrics, while less consider
the interpretability. The use of these algorithms put us in an
unsafe situation.

Several types of research start to pay attention to the reason
hiden in algorithms. Zhang et al. proposed one robust MF model
to solve the SPP task, while integrating a graph to improve
the interpretability (Zhang et al., 2020c). In the recent works
(Zhang et al., 2021a), the authors attempt to probe the reason
why the target students will fail on a course by using the course
relationship. The predicted grade without any interpretation will
not be convinced and could not apply in a real educational
environment. All in all, we should be reasonable about the
benefits and disadvantages and develop amore useful educational
analysis model with strong interpretability.

4.3. Analytic Bias
The study on students often is effected by race, gender, age,
finance, and so on, leading to model bias and unfairness in
practices. As mentioned in the study of Jiang et al. (Ekowo
and Palmer, 2016), education fairness and algorithm fairness
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FIGURE 3 | In (A,C): The solid lines are classification methods, and ACCs are marked on the left primary axis as the evaluation metric. The dotted lines are regression

methods, and RMSEs are marked on the right secondary axis as the evaluation metric. In (B,D): The x-axis is the course whose weights are not zero after the feature

selection by Lasso, and (*) represents the semester of the course. The y-axis is the weight of the course.

are important to the SPP task. Jiang et al. hold the point that
analytic bias consists of educational data bias and algorithm bias.
In the research (Ekowo and Palmer, 2016), they introduced the
SPP task into three stages: data construction, model training,
and inference. Then, Jiang designed some strategies for the three
stages, i.e., weight loss by sample strategy for data constracution,
adversarial learning for model training, and removing features
for prediction in the last stage. Mostly, the scores could not truly
reflect students’ ability level, where two students with similar
reviews may obtain different score on open-ended assignments
(Cleary, 1968). Besides, Jordan et al. studied the race problem
to show the reasons why institutions of higher education may
choose to embrace diversity (Starck et al., 2021); Natalia et al.
studied the gender gap in STEM to show the difference of
mathematics anxiety between boys and girls (Ayuso et al., 2020).

5. DISCUSSIONS AND FUTURE WORKS

Although the increasing works have been devoted to SPP, shown
in Figure 4, many limitations and large improvement spaces still
exist. In this review, we listed some key concerns but not limited
to them.

5.1. Open Data Requirement
This review shows that the current works only focus on their
private data sets, while a few data sets could be publicly available
at http://educationaldatamining.org/resources/. Unavailable data
sets cause three issues. First, the focuses are different among

different situations, so that researchers lose the focused scientific
point that is needed in learning analytics and EDM. Second, fair
comparisons can not be conducted due to the different data sets
used in these reviewed papers. Finally, the data problem hinders
these proposedmodels from valuations and applications. Toward
this problem, more data sets by removing private information
might be created and opened to use for this research field in
the future.

5.2. New Methods With Education Priors
Student performance prediction problems involved data mining
techniques, psychology, educational theories, etc. Current studies
mostly focus on the uses of traditional machine learning
methods, ignoring the prior knowledge from educational
practices. The priors could be (1) the course organization in
school or university (Zhang et al., 2020c), which affects the
objective courses by the knowledge association between courses.
(2) the learning curve of students (Gallistel et al., 2004), which
shows the different weights on the objective course predictions.
(3) the prerequisites of the objective course (Chen et al., 2016),
which plays an important role in the objective course prediction.
In addition, the side-information features, like learning behaviors
in the free time and the learning attitudes, significantly affect
the learning performance on courses. On the other hand, SPP
should be concerned with learning science rules, which could
help achieve more precise performance and interpretable results.

Besides, there are many complicated factors for course grades
like family, campus life statistics,s and learning psychology,
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FIGURE 4 | The number of publications for student performance prediction per year.

which have been proved by the educators that affect student
academic performance (Li and Zaman, 2014). This helps to
improve the model accuracy but does not provide a stronger
directional educational conclusion. In future work, the SPP
method could consider the combination of EDM techniques and
educational theories and priors.

5.3. Result Interpretation for Education
The current works paidmore attention to the prediction accuracy
of course learning, using various models, including deep learning
models. The result explanations in learning and teaching are few
but more important. Yupei et al. explained the student grade
prediction by discovering the relationships between courses
(Zhang et al., 2021a). The prediction could guide course selection
and early warning on student learning, but finding the key factors
affecting most education behaviors is a more important task in
SPP. That is because (1) the key feature could correspond to
interventions of education; (2) the reason of success or failure
could reflect the pattern of student learning; (3) understanding
of these factors could provide plan settings, course assignments,
and learning sequence with suggestions.

For interpretation, the traditional methods, such as LR and
DT, are more promising than a complex method. While the
learning process is hard to understand now, the deepmodel could
have more effectively fit the data to learn the pattern (Kim et al.,
2018; Su et al., 2018; Zhang et al., 2021a). Hence, the trade-off
between the accuracy and model complexity is considered for the
SPP model in practice. In the future, integrating more education
priors into prediction to enhance the explanation of the results

of SPP is a significant topic. Feature engineering, using manual
features, feature selection, or explainable features, is also an open
problem in future works.

5.4. Personalized Education System
Personalized service is important on the Internet, especially
web-based learning. A personalized education system is a
supplementary learning tool within the traditional study that
could provide high-efficient learning guidance. For the further
development of SPP, building an educational personalized expert
system is one way to put the research conclusion into practice.
With the technique of SPP, students will receive help during
their study process. This system will give a good learning path
to students. Recent researches on personalized system consider
some plain features such as learner preferences, interests, and
browsing behaviors (Liaw, 2008). To improve the accuracy of
SPP, we need to put more latent features into the system. Then,
designing software to integrate the SPP is another important
work in computer-aided teaching and learning. However,
integrating these models into the expert system and using the
conclusion guide the teaching procedure is still needed to explore
and probe.

6. CONCLUSION

As it is an important evaluation of educational outputs,
student performance plays an important role in EDM research.
Moreover, predicting student performance could help learners
and educators improve their learning and teaching. However, the
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current studies are limited in statistical methods or educational
theory, while it does not attract attention to using the popular
techniques, i.e., feature learning (Zhang et al., 2020b). Besides,
the existing studies are lacking fair comparisons between various
developed methods with fair metrics and fair validated datasets.

This paper reviews previous studies from the five data mining
steps, including data collection, problem formulation, used
method, prediction target, and practical applications. Specifically,
we reviewed three education styles, i.e., online, offline, and
blending courses. As the online classroom increases, big data is
easy to collect to enhance the importance of SPP. Then, we went
through these studies and partitioned them into different groups
to have a research summary. Besides, we conducted evaluation
experiments on the two data sets from different situations to
compare the involved methods, including a private data set
from our institution and a public data set. The result shows
that (1) the method-learning methods could achieve a good
performance on SPP, and (2) feature selection could boost SPP.
The evaluation also delivers a suggestion on the importance
of pre-required courses. In addition, on our data sets, the
relationships between those chosen attributions, e.g., Principle
of Database is more related with Computer Operating System
than Principle of Computer Network. Thus, for better prediction
results, we could choose the suitable features that are mostly
related to student performance through feature selection, e.g.,
Lasso and its variances (Zhang et al., 2018b, 2021b). After reviews
and the case study, we discussed the issues and advantages of
current works and future studies.

On the one hand, this comprehensive review on this
young inter-discipline from machine learning and data mining
motivates us to develop more popular methods for SPP. On
the other hand, future studies should consider the priors from
the education field to develop domain-specific machine-learning
models. This research could help the education system pursuit
better educational outcomes while reducing both educational

finance and cost. In the future, we will develop more educational
machine-learning methods for SPP and other studies in EDM
(Zhang et al., 2020a).
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Juhaňák, L., Zounek, J., and Rohlíková, L. (2019). Using process mining to analyze

students’ quiz-taking behavior patterns in a learning management system.

Comput. Hum. Behav. 92, 496–506. doi: 10.1016/j.chb.2017.12.015

Jussim, L. (1989). Teacher expectations: self-fulfilling prophecies,

perceptual biases, and accuracy. J. Pers. Soc. Psychol. 57:469.

doi: 10.1037/0022-3514.57.3.469

Jyoti, E., and Walia, E. A. S. (2017). a review on recommendation system and web

usage data mining using k-nearest neighbor (knn) method. Int. Res. J. Eng.

Technol. 4, 2931–2934.

Kennedy, G., Coffrin, C., De Barba, P., and Corrin, L. (2015). “Predicting success:

how learners’ prior knowledge, skills and activities predict mooc performance,”

in Proceedings of the Fifth International Conference on Learning Analytics and

Knowledge (New York, NY: ACM), 136–140.

Kentli, F. D., and Sahin, Y. (2011). An svm approach to predict student

performance in manufacturing processes course. Energy Educ. Sci. Technol.

Bull. 3, 535–544. doi: 10.9781/ijimai.2018.02.004

Kim, B.-H., Vizitei, E., and Ganapathi, V. (2018). Gritnet: Student performance

prediction with deep learning. arXiv preprint arXiv:1804.07405.

Kloft, M., Stiehler, F., Zheng, Z., and Pinkwart, N. (2014). “Predicting mooc

dropout over weeks using machine learning methods,” in Proceedings of the

EMNLP 2014Workshop on Analysis of Large Scale Social Interaction in MOOCs

(Doha), 60–65.

Koprinska, I., Stretton, J., and Yacef, K. (2015). “Predicting student performance

from multiple data sources,” in International Conference on Artificial

Intelligence in Education (Madrid: Springer), 678–681.

Kushwaha, R. C., Singhal, A., and Swain, S. (2019). “Learning pattern analysis:

a case study of moodle learning management system,” in Recent Trends in

Communication, Computing, and Electronics (Langkawi: Springer), 471–479.

Lam, C. M., To, S. M., and Chan, W. C. H. (2018). Learning pattern of

social work students: a longitudinal study. Soc. Work Educ. 37, 49–65.

doi: 10.1080/02615479.2017.1365831

LeCun, Y., Bengio, Y., and Hinton, G. (2015). Deep learning.Nature 521, 436–444.

doi: 10.1038/nature14539

Lee, D. D., and Seung, H. S. (2001). “Algorithms for non-negative matrix

factorization,” in Advances in Neural Information Processing Systems (Denver,

CO), 556–562.

Frontiers in Psychology | www.frontiersin.org 17 December 2021 | Volume 12 | Article 698490

https://doi.org/10.1023/A:1010933404324
https://doi.org/10.18201/ijisae.2017526690
https://doi.org/10.1111/jcal.12130
https://doi.org/10.1109/MC.2016.119
https://doi.org/10.19173/irrodl.v17i6.2812
https://doi.org/10.1073/pnas.0404965101
https://doi.org/10.1016/j.ins.2009.12.010
https://doi.org/10.1016/j.chb.2017.12.015
https://doi.org/10.1037/0022-3514.57.3.469
https://doi.org/10.9781/ijimai.2018.02.004
https://doi.org/10.1080/02615479.2017.1365831
https://doi.org/10.1038/nature14539
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles


Zhang et al. Student Performance Prediction Survey

Li, J., and Zaman, N. (2014). “Personalized healthcare recommender based

on social media,” in 2014 IEEE 28th International Conference on Advanced

Information Networking and Applications (Victoria, BC: IEEE), 993–1000.

Li, Z., Shang, C., and Shen, Q. (2016). “Fuzzy-clustering embedded regression

for predicting student academic performance,” in 2016 IEEE International

Conference on Fuzzy Systems (FUZZ-IEEE) (Vancouver, BC: IEEE), 344–351.

Lian, D., Ye, Y., Zhu, W., Liu, Q., Xie, X., and Xiong, H. (2016).

“Mutual reinforcement of academic performance prediction and library book

recommendation,” in 2016 IEEE 16th International Conference on Data Mining

(ICDM) (Barcelona: IEEE), 1023–1028.

Liaw, S.-S. (2008). Investigating students perceived satisfaction, behavioral

intention, and effectiveness of e-learning: a case study of the blackboard system.

Comput.Educ. 51, 864–873. doi: 10.1016/j.compedu.2007.09.005

Liu, Q., Tong, S., Liu, C., Zhao, H., Chen, E., Ma, H., et al. (2019). “Exploiting

cognitive structure for adaptive learning,” in in Proceedings of the 25th ACM

SIGKDD International Conference on Knowledge Discovery & Data Mining

(Anchorage, AK), 627–635.

Liu, Q., Wu, R., Chen, E., Xu, G., Su, Y., Chen, Z., et al. (2018). Fuzzy cognitive

diagnosis for modelling examinee performance. ACM Trans. Intell. Syst.

Technol. 9, 1–26. doi: 10.1145/3168361

Loh, W.-Y. (2011). Classification and regression trees. Wiley Interdiscipl. Rev. 1,

14–23. doi: 10.1002/widm.8

Lorenzen, S., Pham, N., and Alstrup, S. (2017). “On predicting student

performance using low-rank matrix factorization techniques,” in European

Conference on e-Learning (Kidmore End: Academic Conferences International

Limited), 326–334.

Lu, X., Wang, S., Huang, J., Chen, W., and Yan, Z. (2017). “What decides the

dropout in moocs?,” in International Conference on Database Systems for

Advanced Applications (Suzhou: Springer), 316–327.

Luo, J., Sorour, S. E., Goda, K., and Mine, T. (2015). “Predicting student grade

based on free-style comments using word2vec and ANN by considering

prediction results obtained in consecutive lessons,” in International Conference

on Educational Data Mining, 396–399.

Mayilvaganan, M., and Kalpanadevi, D. (2014). “Comparison of classification

techniques for predicting the performance of students academic environment,”

in 2014 International Conference on Communication and Network Technologies

(Sivakasi: IEEE), 113–118.

Meier, Y., Xu, J., Atan, O., and Van der Schaar, M. (2015). Predicting grades. IEEE

Trans. Signal Process. 64, 959–972. doi: 10.1109/TSP.2015.2496278

Młynarska, E., Greene, D., and Cunningham, P. (2016). Indicators of good student

performance in moodle activity data. arXiv preprint arXiv:1601.02975.

Morozov, E., and Morozov, E. (2013). Why our privacy problem is a democracy

problem in disguise.

Morsy, S., and Karypis, G. (2017). “Cumulative knowledge-based regression

models for next-term grade prediction,” in Proceedings of the 2017 SIAM

International Conference on Data Mining (Houston, TX: SIAM), 552–560.

Nghe, N. T., Janecek, P., and Haddawy, P. (2007). “A comparative analysis

of techniques for predicting academic performance,” in 2007 37th Annual

Frontiers in Education Conference-Global Engineering: Knowledge Without

Borders, Opportunities Without Passports (Milwaukee, WI: IEEE), T2G–7.

Oladokun, V. O., Adebanjo, A. T., and Charles-Owaba, O. E. (2008). Predicting

Students Academic Performance Using Artificial Neural Network: A Case Study

of an Engineering Course[J]. Hilo, HI: Akamai University, 72–79.

Oyelade, O., Oladipupo, O., and Obagbuwa, I. (2010). Application of k means

clustering algorithm for prediction of students academic performance. arXiv

preprint arXiv:1002.2425.

Platt, J. (1998). Sequential Minimal Optimization: A Fast Algorithm for Training

Support Vector Machines. Technical Report MSR-TR-98-14, Microsoft.

Polyzou, A., and Karypis, G. (2016). Grade prediction with models

specific to students and courses. Int. J. Data Sci. Anal. 2, 159–171.

doi: 10.1007/s41060-016-0024-z

Prinsloo, P., Archer, E., Barnes, G., Chetty, Y., andVan Zyl, D. (2015). Big (ger) data

as better data in open distance learning. Int. Rev. Res. Open Distribut. Learn. 16,

284–306. doi: 10.19173/irrodl.v16i1.1948

Quadri, M. M., and Kalyankar, N. (2010). Drop out feature of student data for

academic performance using decision tree techniques. Global J. Comput. Sci.

Technol.

Quinlan, J. R. (1986). Induction of decision trees.Mach. Learn. 1, 81–106.

Ray, S., and Sharma, A. (2011). “A collaborative filtering based approach for

recommending elective courses,” in International Conference on Information

Intelligence, Systems, Technology andManagement (Indore: Springer), 330–339.

Reeves, B. (2018). Development of rubrics to support teacher judgement of student

proficiency in ethical Decision-Making (Masters Research thesis).

Ren, Z., Ning, X., and Rangwala, H. (2018). “Ale: additive latent effect models for

grade prediction,” in Proceedings of the 2018 SIAM International Conference on

Data Mining (San Diego, CA: SIAM), 477–485.

Ren, Z., Rangwala, H., and Johri, A. (2016). Predicting performance on mooc

assessments using multi-regression models. arXiv preprint arXiv:1605.02269.

Rovai, A. P., and Jordan, H. (2004). Blended learning and sense of community:

a comparative analysis with traditional and fully online graduate courses. Int.

Rev. Res. Open Distribut. Learn. 5, 1–13. doi: 10.19173/irrodl.v5i2.192

Saa, A. A. (2016). Educational data mining & students performance prediction. Int.

J. Adv. Comput. Sci. Appl. 7, 212–220. doi: 10.14569/IJACSA.2016.070531

Safavian, S. R., and Landgrebe, D. (1991). A survey of decision tree

classifier methodology. IEEE Trans. Syst. Man Cybern. 21, 660–674.

doi: 10.1109/21.97458

Sanyal, D., Bosch, N., and Paquette, L. (2020). “Feature selection metrics:

similarities, differences, and characteristics of the selected models,” in

International Conference on Educational Data Mining Society, 212–223.

Schafer, J. B., Frankowski, D., Herlocker, J., and Sen, S. (2007). “Collaborative

filtering recommender systems,” in The Adaptive Web (Berlin: Springer), 291–

324.

Shahiri, A. M., Husain, W. (2015). A review on predicting student’s

performance using data mining techniques. Proc. Comput. Sci. 72, 414–422.

doi: 10.1016/j.procs.2015.12.157

Sheena, J. A., McNulty, J. E., Sullivan, J. J., and Metral, M. E. (2000). Computer-

Implemented Collaborative Filtering Based Method for Recommending an Item

to a User. US Patent 6,049,777. Washington, DC: U.S. Patent and Trademark

Office.

Sheskin, D. J. (2003). Handbook of Parametric and Nonparametric Statistical

Procedures. New York, NY: Chapman and Hall/CRC.

Shovon, M., Islam, H., and Haque, M. (2012). An approach of improving students

academic performance by using kmeans clustering algorithm and decision tree.

arXiv preprint arXiv:1211.6340.

Slim, A., Heileman, G. L., Kozlick, J., and Abdallah, C. T. (2014). “Employing

markov networks on curriculum graphs to predict student performance,” in

2014 13th International Conference on Machine Learning and Applications

(Detroit, MI: IEEE), 415–418.

Sorour, S. E., Mine, T., Goda, K., and Hirokawa, S. (2014). “Predicting students’

grades based on free style comments data by artificial neural network,” in

2014 IEEE Frontiers in Education Conference (FIE) Proceedings (Madrid: IEEE),

1–9.

Starck, J. G., Sinclair, S., and Shelton, J. N. (2021). How university diversity

rationales inform student preferences and outcomes. Proc. Natl. Acad. Sci.

U.S.A. 118. doi: 10.1073/pnas.2013833118

Su, Y., Liu, Q., Liu, Q., Huang, Z., Yin, Y., Chen, E., Ding, C., Wei, S.,

and Hu, G. (2018). “Exercise-enhanced sequential modeling for student

performance prediction,” in Thirty-Second AAAI Conference on Artificial

Intelligence (New Orleans, LA).

Supianto, A. A., Wicaksono, S. A., Bachtiar, F. A., Herlambang, A. D., Hayashi,

Y., and Hirashima, T. (2019). Web-based application for visual representation

of learners’ problem-posing learning pattern. J. Inform. Technol. Comput. Sci.

4,103–115. doi: 10.25126/jitecs.20194172

Sweeney, M., Lester, J., and Rangwala, H. (2015). “Next-term student grade

prediction,” in 2015 IEEE International Conference on Big Data (Big Data)

(IEEE), 970–975.

Sweeney, M., Rangwala, H., Lester, J., and Johri, A. (2016). Next-term student

performance prediction: a recommender systems approach. arXiv preprint

arXiv:1604.01840.

Tabandeh, Y., and Sami, A. (2010). “Classification of tutor system logs with high

categorical features,” in Proceedings of the KDD 2010 Cup 2010 Workshop:

Knowledge Discovery in Educational Data (Washington, DC), 54–61.

Tampakas, V., Livieris, I. E., Pintelas, E., Karacapilidis, N., and Pintelas, P.

(2018). “Prediction of students graduation time using a two-level classification

algorithm,” in International Conference on Technology and Innovation in

Learning, Teaching and Education (Thessaloniki: Springer), 553–565.

Frontiers in Psychology | www.frontiersin.org 18 December 2021 | Volume 12 | Article 698490

https://doi.org/10.1016/j.compedu.2007.09.005
https://doi.org/10.1145/3168361
https://doi.org/10.1002/widm.8
https://doi.org/10.1109/TSP.2015.2496278
https://doi.org/10.1007/s41060-016-0024-z
https://doi.org/10.19173/irrodl.v16i1.1948
https://doi.org/10.19173/irrodl.v5i2.192
https://doi.org/10.14569/IJACSA.2016.070531
https://doi.org/10.1109/21.97458
https://doi.org/10.1016/j.procs.2015.12.157
https://doi.org/10.1073/pnas.2013833118
https://doi.org/10.25126/jitecs.20194172
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles


Zhang et al. Student Performance Prediction Survey

Thai-Nghe, N., Busche, A., and Schmidt-Thieme, L. (2009). “Improving academic

performance prediction by dealing with class imbalance,” in 2009 Ninth

International Conference on Intelligent Systems Design and Applications

(Girona: IEEE), 878–883.

Thai-Nghe, N., Drumond, L., Horváth, T., Nanopoulos, A., and Schmidt-

Thieme, L. (2011a). “Matrix and tensor factorization for predicting student

performance,” in CSEDU (1) (Noordwijkerhout), 69–78.

Thai-Nghe, N., Drumond, L., Horváth, T., and Schmidt-Thieme, L. (2012). “Using

factorization machines for student modeling,” in UMAPWorkshops.

Thai-Nghe, N., Drumond, L., Krohn-Grimberghe, A., and Schmidt-Thieme, L.

(2010a). Recommender system for predicting student performance. Proc.

Comput. Sci. 1, 2811–2819. doi: 10.1016/j.procs.2010.08.006

Thai-Nghe, N., Horváth, T., and Schmidt-Thieme, L. (2010b). “Factorization

models for forecasting student performance,” in Educational Data Mining 2011

(Eindhoven).

Thai-Nghe, N., Horvath, T., and Schmidt-Thieme, L. (2011b). “Context-aware

factorization for personalized student’s task recommendation,” in Proceedings

of the International Workshop on Personalization Approaches in Learning

Environments (Girona), Vol. 732, 13–18.

Thai-Nghe, N., and Schmidt-Thieme, L. (2015). “Multi-relational factorization

models for student modeling in intelligent tutoring systems,” in 2015 Seventh

International Conference on Knowledge and Systems Engineering (KSE) (Ho Chi

Minh City: IEEE), 61–66.

Thanh-Nhan, H.-L., Nguyen, H.-H., and Thai-Nghe, N. (2016). “Methods for

building course recommendation systems,” in 2016 Eighth International

Conference on Knowledge and Systems Engineering (KSE) (Hanoi: IEEE),

163–168.

Toscher, A., and Jahrer, M. (2010). “Collaborative filtering applied to educational

data mining,” in KDD Cup (Washington, DC).

Trouilloud, D. O., Sarrazin, P. G., Martinek, T. J., and Guillet, E. (2002).

The influence of teacher expectations on student achievement in physical

education classes: Pygmalion revisited. Eur. J. Soc. Psychol. 32, 591–607.

doi: 10.1002/ejsp.109

Van Merrienboer, J. J., and Sweller, J. (2005). Cognitive load theory and complex

learning: recent developments and future directions. Educ. Psychol. Rev. 17,

147–177. doi: 10.1007/s10648-005-3951-0

Vapnik, V., and Chervonenkis, A. (1964). A note on class of perceptron. Autom.

Remote Control 25.

Veloski, J. J., Callahan, C. A., Xu, G., Hojat, M., and Nash, D. B. (2000). Prediction

of students? performances on licensing examinations using age, race, sex,

undergraduate gpas, and mcat scores. Acad. Med. J. Assoc. Am. Med. Coll.

75(Suppl.), S28–S30. doi: 10.1097/00001888-200010001-00009
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