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Introduction
Artificial Intelligence (AI)—the intelligence 
possessed by machines—is having a 
profound impact on every aspect of the 
healthcare ecosystem, and dermatology is 
no exception.[1] AI introduces a paradigm 
shift—a fundamental change—in the 
way we practice making it necessary 
for every dermatologist to have a broad 
understanding of AI. The common question 
that crops up is how can dermatologists 
with no technical background understand 
and contribute to the evolution of AI, 
thereby helping our patients receive better 
care and outcomes. In this review, we 
attempt to answer these questions, simplify 
the AI jargon, deconstruct some common 
myths, and lay out some emerging 
directions in this field.

AI in dermatology for many is almost 
synonymous with melanoma classifiers.[2] 
The mole scanning mobile apps have been 
largely a success story, but the wider impact 
of AI on dermatology compared to other 
visually‑oriented specialties like radiology 
has been disappointing.[3] AI can potentially 
find applications in areas other than skin 
cancer, including general diagnostic 
dermatology, cosmetic dermatology, 
fundamental research, and even practice 
optimization. We systematically analyze the 
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reasons for this lack of adoption and offer 
some pragmatic recommendations.

Another common question is—Can AI 
replace dermatologists? The popular 
narrative is that AI can never replace us as 
it learns from us—from the data we collect 
and labels we assign. Cognitive computing 
and the other emerging techniques like 
reinforcement learning  (RL) break this 
barrier; learning beyond available data. 
However, we do not attempt to change this 
narrative but offer an alternative perspective.

We adopt a narrow definition of AI, 
treating it as a synonym for machine 
learning  (ML)—the study of algorithms 
and statistical models that computers 
use to perform a task.[4] The rest of the 
article is structured as follows. First, we 
introduce readers to the emergence of AI 
and the potential hype. Then, we describe 
the commonly used ML methods and the 
overarching taxonomy. Next, we summarize 
some existing applications and the typical 
steps in building and using AI. This is 
followed by a brief description of the testing 
and evaluation of AI, and the deployment of 
machine learning models. Next, we explain 
the integration of AI into clinical workflows 
and some common AI concepts such as 
deep learning, transfer learning, explainable 
AI, and cognitive computing. We will 
debunk some myths associated with AI, 
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discuss some challenges in the widespread adoption of AI, 
and offer some pragmatic recommendations.

The Emergence of AI
AI tools, techniques, and algorithms have been in use 
for more than a decade. We reported the use of neural 
networks  (NN) for the classification of epidermolysis 
bullosa way back in 2005.[5] The reemergence of AI is due 
to an unrelated discovery—the graphical programming 
unit  (GPU) commonly used in gaming consoles that can 
speed up some of the calculations, several‑fold. This led to 
the democratization of AI techniques, making it accessible 
to many research teams including those in healthcare.

Healthcare traditionally relies on inferential statistics, 
attempting to prove or disprove hypotheses that originate 
from the astute observation of patients. AI extends this 
approach by finding patterns that are not immediately 
discernible to the human observer. Pattern finding is 
easier on images than text because of the richness of data. 
Hence, AI’s initial applications in healthcare were in image 
intensive specialties such as radiology, pathology, and 
dermatology.

It is likely that AI, especially in the context of dermatology, 
is currently in the phase of inflated expectations.[6] We 
may all experience a trough of disillusionment before we 
see practical applications of AI in widespread clinical use. 
However, when it matures, AI can potentially change the 
way we practice.

Taxonomy
There are several taxonomies and an ever‑increasing list 
of AI algorithms and methods with specific uses. This 
granular taxonomy of methods and a detailed review of 
algorithms may not be of interest or utility to the clinicians. 
We introduce a simple taxonomy and a brief description of 
some of the AI methods at the risk of oversimplifications. 
We recommend some good references to those who wish to 
explore the methods further.[7‑9]

Supervised methods
Simply put, supervised methods learn from examples. 
Supervised methods can differentiate melanoma from 
nonmelanoma if it is trained on a sufficient number 
of images of both, labelled by experts. Supervised 
methods are limited by the accuracy of the training set. 
If the experts make a systematic error in labelling the 
training images, the AI will make the same mistakes. 
Classification—assigning cases into predefined groups—is 
the quintessential supervised learning method.[10] Decision 
tree is another popular supervised method where a 
flow‑chart like decision pathway is created with each node 
representing a classification problem.[11,12] Neural networks 
and deep learning are mostly classification methods that 
will be discussed in detail later.

Unsupervised methods
Unsupervised methods as the name suggest, find groups or 
patterns that are not predefined or known. Clustering is the 
most commonly used unsupervised method.[13] In simple 
terms, the clustering method identifies hidden groups based 
on all available data attributes. For example, you can use 
clustering to determine potential clusters among psoriasis 
patients resembling each other than those not in the cluster. 
The clustering algorithm can process all attributes such 
as the demographic factors, family, and treatment history. 
Once the algorithm defines the clusters, you can “profile” 
them into clusters that are likely to respond to PUVA and 
clusters that are not likely to respond, based on the clinical 
observations. Then, you can use classification  (see the 
previous section) to assign your future psoriasis patients 
to one of these clusters for predicting treatment response 
and subsequent optimization of the treatment protocol. 
However, the clusters identified by the algorithm may have 
no clinical significance, and it is essential to use clinical 
judgement while interpreting the results. Clustering can also 
be used to find high‑value clients in cosmetic dermatology 
practice for targeted marketing.

Reinforcement learning
The above methods are constrained by the amount of 
data available for the system to learn. The research on 
problems such as self‑driving cars led to the emergence 
of the concept of cognitive computing—models that 
simulate human thought processes; and artificial general 
intelligence  (AGI)—a hypothetical future state with the 
capacity to learn any intellectual task. For simplicity, we 
shall consider both these related but distinct concepts under 
the restricted category of reinforcement learning (RL).

In RL, instead of learning from data, an agent learns from 
the environment by taking actions that maximize some 
predefined reward.[14] The utility of RL depends on the 
accuracy with which the environment is modelled. One of 
our early attempts at modelling laser hair removal is an 
example of defining “an environment” though it does not 
extend it to RL.[15]

Neural Network (NN)
NN is not a distinct paradigm as the previous three. NN is a 
technique that can be classified under supervised methods. 
However, we discuss it, and the two popular subtypes of 
NN called deep learning  (DL)[16] and convolutional neural 
networks  (CNN)[17] as a separate category here, because 
of their relative importance in AI especially in relation to 
dermatology.

NNs are undoubtedly the most popular machine learning 
technique. NN is modelled based on neurons—with the 
nodes  (synapses) firing when the input exceeds a certain 
threshold.[5] This simple process is scaled to a very high 
dimension and the firing thresholds are adjusted  (learned) 
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based on data. This probably is similar to how our brains 
function, though we do not know that for sure.

Neural networks have input, hidden, and output layers, 
with many nodes in each layer, represented by circles 
in Figure  1. The nodes are mathematical functions and 
during the training phase, data is fed through the input 
layer with each node taking the value of one of the 
features. If we consider the classification of bullous 
disorders as an example, one node could represent 
epidermal vs. dermal blister and another node could 
represent erythematous vs. nonerythematous base. The 
hidden layers fire based on their thresholds and finally the 
output layer  [See Figure  1] indicates the predicted class, 
pemphigus vs. pemphigoid in our example  (The absence 
of both could represent a third class). Typically, only one 
of the circles in the output layer will light up  (if they 
were metaphorical light bulbs). During the initial training, 
the “bulbs” light up randomly. As the right class in the 
training data is known, any error in the classification is 
fed back to the mathematical functions using a process 
called backpropagation. This enables tweaking of the 
threshold for firing in hidden layers to reduce prediction 
errors  (learning). The available data is fed through the 
network several times (epochs) until the error rate reduces 
to acceptable levels. This, “trained” network can then be 
used to predict the class  (pemphigus vs. pemphigoid vs. 
other) for unknown data.

In a simple NN, there are only one or a few intermediate 
layers of nodes between the input and the output. With the 
growing computational power, it is now possible to increase 
the number of intermediate layers of nodes, making the 
model more sensitive at the cost of increased computational 
complexity. Each layer progressively extracts higher‑level 
features, but it is difficult for humans to interpret or 
comprehend—hence, described as “black boxes.” The 

process of estimating the associated weights  (learning 
process) in a multilayered NN is called deep learning.

If the input consists of images, a method is needed to 
reduce it to binary input features such as “erythema vs. 
no erythema” as in the previous example. CNN is an 
innovative method for achieving this by combining small 
segments of images into a single entity as shown in 
Figure 2. A clinical image may contain many useful clinical 
features along with background noise such as clothing and 
furniture. The CNNs cannot distinguish clinical features 
from background noise initially, but with sufficient training 
CNNs may begin to recognize some clinical features. The 
numerical representation of features and the calculations 
are complex, but the fundamental principles remain the 
same as in all NNs—optimization of the firing threshold of 
the nodes.

Table  1 summarizes the popular methods in machine 
learning. Next, we briefly describe some common 
applications of AI in dermatology.

Dermatological Applications
As mentioned earlier, melanoma detection remains the most 
successful and impressive application[1] with various studies 
showing sensitivity and specificity similar to or in some 
cases surpassing human dermatologists.[30] AI methods 
have found to be useful in the segmentation of psoriasis 
lesions and their risk stratification.[31] Other innovative uses 
include the application of CNNs in automated acne vulgaris 
grading,[32] diagnosis of onychomycosis,[33] and in estimating 
the minimal phototoxic dose from skin color.[34] Recently 

Figure 1: A symbolic representation of NN model with input, hidden, and 
output layers

Figure 2: A symbolic representation of CNN converting an image to a vector. 
The intermediary layers are omitted for clarity
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the use of NNs has been extended beyond melanoma to 
other pigmented lesions and nonmelanoma skin cancers.[35]

Dermoscopy images are relatively more standardized than 
conventional digital images of the skin and, therefore, 
more amenable to machine learning.[36] Pigment networks, 
an indicator of melanoma, can be identified and image 
segmentation for detecting areas of interest can be 
performed with reasonable accuracy on dermoscopy 
images.[37] HAM10000 is a large dataset of the dermoscopic 
images of common pigmented skin lesions used for 
benchmarking AI algorithms in image analytics.[38]

AI finds applications in prognosis and disease monitoring.[39] 
It has been successfully used for automatic border detection 
of ulcers and area estimation.[40] The successful stratification 
of the sensitizing risk of therapeutic agents based on their 
chemical structure has been reported.[39] Predictive models 
based on the genetic features for various malignant and 
nonmalignant conditions have found to be useful. Models 
for predicting leishmaniasis,[41] foot ulcer progression,[42] 
and automated facial measurement in facial palsy have 
shown promising results.[43]

AI techniques can be used for natural language 
processing  (NLP) of free text in documented patient 
history. NLP has been used on social media posts to 
evaluate the patient experiences for dermatology patients 
with various therapeutic interventions.[44] We have 
proposed a standardization protocol and a computerized 
tool  (LesionMap) for documenting dermatological lesions 
in an innovative way that can be processed by both NLP 
techniques and image analytics.[45]

In cosmetic dermatology, AI can be used for skin type 
and skin tone classifiers, to create ageing and antiaging 

transformations to the face, and to render the anticipated 
results of a cosmetic procedure. AI can be a better and 
therapeutically useful alternative for skin type estimation 
than a questionnaire‑based evaluation. Generative adversarial 
networks  (GAN) is an emerging technology with many 
applications in rendering treatment effects on facial images.[46]

AI has applications in the realm of dermatopathology,[47] 
dermatological therapeutics, drug discovery, and 
fundamental research.[48] A detailed description of these 
domains is beyond the scope of this review.

Building and Using AI
As AI becomes increasingly ubiquitous, it is important 
for clinicians to have a high‑level understanding of the 
processes involved in the development and deployment of 
AI applications. Developing an AI application consists of 
the following steps:
1.	 Identifying a problem that needs to be solved.
2.	 Collecting data in the form of images and/or text.
3.	 Labelling the data to locate areas of interest.
4.	 Building a machine learning model (In simple terms, the 

model is the representation of the “weights” attributed 
to each factor, required for prediction).

5.	 Testing and evaluating the model accuracy.
6.	 Ascertaining the clinical validity and ensuring patient 

safety.
7.	 Deploying the model on the cloud or in a web/mobile 

app.
8.	 Making it available for the users that can be patients or 

clinicians. Clinical applications are typically integrated 
into an electronic medical record (EMR).

9.	 Maintaining the accuracy of the model as more data 
become available.

Table 1: Common machine learning methods
Method Prominent Types Class Explanation
Regression Linear and Logistic[18] Supervised Estimates the relationship between independent and dependent 

variables. Logistic regression can also be used for classification.
Classification Naive Bayes,[19]

Decision Tree,[11]

Support Vector Machine,[20]

Random Forest[21]

Supervised Assigns items into predefined groups.

Mixed (Regression 
and classification)

Neural Networks,[5]

K‑Nearest neighbor[22]

Supervised Can be used to estimate the outcome or assign into outcome 
groups.

Clustering K‑Means,[23]

Hierarchical[24]

Unsupervised Assign items into previously unknown groups.

Association Apriori algorithm[25] Unsupervised Finds relationships between various attributes.
Dimensionality
Reduction

Principal Component
Analysis (PCA)[26]

Unsupervised Reduces the number
of attributes.

Gradient boosting XGBoost[27] Mixed An ensemble of many
learning algorithms.

Reinforcement
Learning

Q‑Learning[28]

SARSA[29]

Reinforcement
Learning

An agent learns from the environment by trial and error.
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10.	Maintaining and troubleshooting the end‑user 
application (mobile App or EMR).

The role of clinicians and data scientists
The clinicians are vital in the first three steps as described 
above. They also play a crucial role in the clinical 
validation and ensuring that the AI application is safe to 
use on patients. Every AI application may not be clinically 
useful and embarking on clinically irrelevant models may 
be a loss of time and resources. The images and clinical 
history collected electronically during the course of clinical 
practice are the treasure trove of data for model building. 
Concerted efforts to collate, organize, and label such data 
from multiple practitioners in a crowd‑sourced manner may 
be very useful in developing useful AI systems.

A lot of computing resources are required for developing 
ML models from the collected data. The hyperparameter 
tuning—optimizing the model by adjusting its various 
parameters—is a highly specialized task that is best 
delegated to specialized labs or trained data scientists. 
It is a common mistake to entrust this task to software 
developers who may not have expertise in this domain. 
Software developers use the models built by data scientists. 
The bottom line is, any AI venture needs data scientists to 
maintain their models and software engineers to deploy 
them. For those technically inclined, we have summarized 
some of the tools and libraries in Table 2.

Testing and evaluating models
Testing and evaluating ML models is a complex 
undertaking. Typically, some of the data is kept separate 
for testing. For example, while building a melanoma 
classifier from a large collection of images, the model is 
built from 80% of data, and the rest 20% is used to test 
how accurately the model can predict melanoma in these 
pictures. As these images were not used for building the 
model, the accuracy assessment on separate data unseen by 
the model during the building stage is likely to be more 
relevant. The assessment of clinical relevance is more 
challenging and a detailed description of various methods is 
beyond the scope, but we will try to debunk some common 
misconceptions below.

The accuracy of a model can be misleading clinically in 
some cases. It is not really useful if a model can predict a 
common disease like psoriasis with very high accuracy, but 
misses SCC in most cases. Accuracy can be misleading in 
predicting rare conditions. If a diagnosis has only a 0.1% 
chance, a fake model that always predicts its absence will 
be 99.9% accurate, just by chance. Hence, the accuracy 
of models and the sensitivity—the ability to reduce false 
negatives and specificity—the ability to reduce false 
positives—should be interpreted cautiously. Clinicians 
should also be aware of overfitting[54]—a model very 
accurate on training data, but less so when exposed to new 
data. Too much tuning can lead to overfitting, but there are 
statistical methods to reduce overfitting.

Model deployment
AI needs to be useful to clinicians at the point of care. 
The developed models need to be deployed on suitable 
infrastructure so that clinicians can get feedback about 
patients based on specific patient characteristics. Model 
deployment needs different hardware and software from 
that used for model building. Most models are deployed 
on the cloud and shared by many users. Cloud‑based 
model deployments are easy to maintain as new models 
can be replaced and scaled easily to support increasing 
or decreasing user demand. Models can also be deployed 
locally in the user’s computer or mobile phones. Though 
local deployment  (sometimes called edge computing[55]) 
has some advantages such as availability in areas of low 
or no internet connectivity, the complexity of the models 
is limited because of the lower system resources and are 
difficult to maintain.

Integration
Imagine a situation where you have to log in to multiple 
systems during the course of a patient encounter to get 
feedback from various AI systems. The clinicians are 
known to be resistant to such a scenario and the possibility 
of information fatigue from too much data is a challenge. 
Hence, it is important to integrate AI applications with 
existing systems that clinicians use every day such as the 
EMR. Consumer AI applications for patients are usually 
delivered through mobile phone Apps. AI designers should 

Table 2: Popular tools for AI
Tool Category Details
Tensorflow[49] Python library Free and open‑source programming library for machine learning by Google.

Popular among machine learning experts.
PyTorch[50] Python library Maintained by Facebook. Known for dynamic graphs, commonly used by researchers.
Scikit‑learn[51] Python library Another open‑source python library that was in vogue before Tensorflow and PyTorch
Weka[52] Java Application Developed at the University of Waikato.

Popular in the research community.
Easy to use with a user‑interface.

KNIME[53] Java Application An easy to use interface with drag‑and‑drop design for common machine learning workflows
Python, Julia, R Programming languages General‑purpose programming languages commonly used in machine learning
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be aware of the problem of proliferating the number of 
apps that patients need to install. Many of these mobile 
health  (mHealth) apps may not be accurate or useful. It is 
also important to deliver useful information and alerts in a 
nonintrusive manner. Drishti is a software platform that we 
designed for such integration.[56]

Challenges in Widespread Adoption
There are several challenges in facilitating the widespread 
adoption of AI in dermatology. The clinical images in 
dermatology are often identifiable and raise grave privacy 
concerns.[57] Hence, it is difficult to obtain consent for 
collecting clinical images for machine learning. There is 
no universally accepted standard for capturing, processing, 
transmitting, and storing images in dermatology. In 
contrast, other domains such as radiology have standards 
such as Digital Imaging and Communications in 
Medicine (DICOM)[58] and systems such as picture archiving 
and communication system  (PACS)[59] for standardizing 
the imaging workflow. DICOM standard embeds metadata 
such as the demographic details of the patient in the 
image. Though there was an effort at extending DICOM 
to dermatology, it still lacks widespread acceptance.[60] 
The imaging characteristics such as lighting, positioning, 
and resolution still remain nonstandard making it difficult 
to compare images from one source to another,[61] limiting 
the value for machine learning applications. Dermoscopic 
images are better in this regard with less variability.

The inherent bias in AI models due to the 
over‑representation of certain skin types and skin color 
is another major limitation. Most AI models that are 
available today may not be useful in all parts of the world. 
This might exacerbate the already prevalent healthcare 
disparities in dermatology.[48]

Dermatologists should be cognizant of patient privacy 
whenever an image is captured. Try to restrict the field of 
capture to the lesion. Be extra careful with facial images, 
because of the risk of malicious facial recognition bots 
and algorithms.[62] A concerted effort at standardizing 
dermatological images or in adapting existing standards 
such as DICOM for dermatology is needed.[60] It is also 
important to reduce healthcare disparities and skin color 
bias in AI models, by developing high‑quality image 
databases including dermatoscopic images.

Emerging Concepts
AI  is constantly evolving and newer techniques are 
constantly being introduced. We briefly describe some 
terms that appear in AI articles related to dermatology.

Transfer learning
Building and tuning an image from scratch may need 
a large amount of data as well as computing power. As 
mentioned earlier, neural networks have several layers, 

each composed of multiple nodes. Weights of some of 
these layers can be drawn from other pretrained models, 
thereby transferring its knowledge to a different dataset.[63] 
As a practical example, a melanoma classifier can be built 
on top of a preexisting skin identifier model. In simple 
terms, the melanoma model draws from a general skin 
model. As the model is not built from scratch, less data is 
required. The number and configurations of the various NN 
layers are tricky and the performance of the model depends 
on them. There are architectural patterns that are known to 
perform well in a given situation such as GoogLeNet,[64] 
AlexNet,[64] VGGNet,[65]and ResNet.[66] In short, by 
choosing the appropriate architecture and weights, a good 
model can be created from a relatively small amount of 
data. The common perception that AI needs a huge amount 
of data is not true anymore.

Explainable AI
One of the criticisms of AI is that most of its methods 
and techniques cannot be understood by humans—
most models are black boxes. This is true for NNs as it 
is difficult to explain why a model predicted a certain 
outcome. Inexplicability is a limitation in clinical 
applications. However, some of the other methods that we 
described such as a decision tree are intuitive and easily 
interpretable. There are emerging complex statistical 
techniques to make NN explainable as well.[67] Ongoing 
research in this field may lead to more transparent models 
in the future.

Big data and data mining
Big data is conventionally described in terms of 5Vs—high 
volume, variety, velocity, veracity, and value.[68] To a 
clinician, a more pragmatic description of big data would 
be data bigger than what can be handled by the ordinary 
computers available in the clinic. Data mining is the process 
of extracting knowledge from such large volumes of data. 
Data mining—generally performed by a data scientist—
can give you insights that are not otherwise apparent, as 
opposed to working with a hypothesis in conventional 
data analysis. Data mining[69] is the initial step in machine 
learning and data mining methods are the same as those 
mentioned in Table 1.

Multimodal machine learning
Most machine‑learning applications consume a single 
data type. For example, most melanoma classifiers use 
digital images, whereas NLP‑based symptom checkers use 
text input. Clinicians combine information from various 
modalities—what they see and what they hear from the 
patient—in decision making. AI applications having a 
similar approach, such as combining clinical images with 
patient history, are called multimodal applications.[70] 
Multimodal algorithms are closer to the clinical workflow—
confirming what we see with what we hear or elicit. 
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Multimodal algorithms are generally more complex than 
the typical single modality applications.

Precision dermatology
Precision dermatology is an extension of precision medicine 
in which disease management is personalized taking into 
account factors such as the genetic, environmental, and 
behavioral characteristics of an individual. AI, aided by 
advances in sensors and genomic sequencing, may be a vital 
step in realizing the promise of precision dermatology.[71]

Digital pathology
Digital pathology is a well‑established specialty with a 
substantial adoption of ML techniques.[72] Various computer 
vision and image analytics algorithms from machine 
learning have found application in digital pathology. 
Digitized pathology slides and collaboration tools built 
around the digitized images have emerged as a successful 
model applicable to dermatopathology and dermoscopy as 
well.[47]

Where Do We Go from Here?
We believe that accuracy cannot measure the utility of 
an AI application in clinical practice. More collaborative 
research on factors that make AI applications useful in 
clinical practice may promote its adoption—a subject we 
seek to investigate in our research. Emerging concepts such 
as transfer learning and multimodal approach will advance 
the sensitivity and specificity of existing algorithms.

Instead of predicting the future, we lay out some 
emerging directions in this field. We see AI emerging as 
a triaging tool for clinicians, especially in places where 
dermatology services are not readily available. Melanoma 
screening tools may further improve putting it at par with 
trained dermatologists and available to the masses. We 
also anticipate skincare AI becoming democratized with 
services that are easy to use from existing social media 
platforms. Though AI is unlikely to replace dermatologists, 
it may completely alter the way we practice this specialty. 
Some questions that are considered important such as—can 
AI make the right diagnosis—may lose relevance, as there 
may be more diagnostic entities in the machine world than 
we can comprehend.

Dermatologists can play a big role in the evolution 
of AI. Collecting, standardizing, and tagging data in 
a privacy‑preserving manner is the need of the hour. 
Leadership by professional bodies such as the Indian 
Association of Dermatologists, Venereologists and 
Leprologists  (IADVL), gamification  (integrating game 
mechanics to motivate participation),[73] and incorporating 
AI into the post‑graduate training curriculum can improve 
adoption. It is important to realize that AI has a technical 
component and needs a multidisciplinary team to build 
and effectively deploy it for widespread use. Collaboration 

with technical colleagues should be facilitated along with 
encouraging the technically inclined E‑Health hybrids[74] 
among dermatologists.

The capabilities of AI may be over‑hyped at present. 
There is a growing tendency to portray AI as the panacea 
for all the woes. It is important for us to make sure that 
AI applications are realistic and we do not expect it to 
do everything. After the trough of disillusionment, AI in 
some form will stay on and change the way we practice 
dermatology. One of the challenges in the adoption of any 
information system is the resistance in embracing change 
and AI is no exception.[74] It is vital for dermatologists 
to accept AI as a disruptive change but at the same time 
realize that AI can never be the “human” behind the white 
coat.
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