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Background: Cardiovascular disease (CVD) is the leading cause of mortality worldwide. 
Accurately identifying subjects at high-risk of CVD may improve CVD outcomes. We 
sought to systematically examine the feasibility and performance of 7 widely used machine 
learning (ML) algorithms in predicting CVD risks.
Methods: The final analysis included 1508 Kazakh subjects in China without CVD at 
baseline who completed follow-up. All subjects were randomly divided into the training 
set (80%) and the test set (20%). L1-penalized logistic regression (LR), support vector 
machine with radial basis function (SVM), decision tree (DT), random forest (RF), k-nearest 
neighbors (KNN), Gaussian naive Bayes (NB), and extreme gradient boosting (XGB) were 
employed for prediction CVD outcomes. Ten-fold cross-validation was used during model 
developing and hyperparameters tuning in the training set. Model performance was evaluated 
in the test set in light of discrimination, calibration, and clinical usefulness. RF was applied 
to obtain the variable importance of included variables. Twenty-two variables, including 
sociodemographic characteristics, medical history, cytokines, and synthetic indices, were 
used for model development.
Results: Among 1508 subjects, 203 were diagnosed with CVD over a median follow-up of 
5.17 years. All 7 models had moderate to excellent discrimination (AUC ranged from 0.770 
to 0.872) and were well calibrated. LR and SVM performed identically with an AUC of 
0.872 (95% CI: 0.829–0.907) and 0.868 (95% CI: 0.825–0.904), respectively. LR had the 
lowest Brier score (0.078) and the highest sensitivity (97.1%). Decision curve analysis 
indicated that SVM was slightly better than LR. The inflammatory cytokines, such as hs- 
CRP and IL-6, were identified as strong predictors of CVD.
Conclusion: SVM and LR can be applied to guide clinical decision-making in the Kazakh 
Chinese population, and further study is required to ensure their accuracies.
Keywords: cardiovascular disease, prediction model, machine learning, Kazakh population

Introduction
Cardiovascular disease (CVD), the leading cause of mortality in the world, has been 
an important public health concern globally, causing massive socioeconomic bur-
dens on patients, families, and countries every year.1 Risk stratification can be used 
to identify high-risk subjects of having CVD through predictive models, and then 
interventions, such as lifestyle changes and initiation of statins use, specific to this 
target population can reduce the risk of developing CVD and promote the primary 
prevention of CVD.2,3 Several guidelines on the assessment and management of 
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CVD recommended applying predictive models to identify 
the high-risk population and support clinical decision- 
making.4 Widely used predictive models, such as the 
Pooled Cohort Equations (PCE)5 and the Framingham 
CV risk equation (FRS)6 have been externally validated 
in multiple populations, however, the results demonstrated 
that both of them were in moderate discrimination and 
poorly calibrated.7–9

Our previous analysis showed that the PCE and FRS 
underestimated the risk of CVD in the Uyghur and Kazakh 
Chinese population, leaving a large part of the population 
at risk of CVD unidentified, so they cannot be used to 
guide clinical practice. Most of the existing predictive 
models were developed by traditional statistical methods, 
such as logistic regression and Cox proportional hazard 
model,6,10 which require the assumptions of linearity and 
predictors’ independence, thus limiting the predictive per-
formance and leaving room for improvement.

Machine learning (ML) algorithms have emerged as 
highly effective methods for prediction in cardiovascular 
research.3,11,12 They can capture the complex interactions 
between predictors and nonlinear relationships between 
predictors and outcomes, producing better predictive per-
formance than traditional statistical models. Studies sug-
gested that random forest (RF),13 support vector machine 
(SVM),14,15 outperformed traditional models. However, 
results are still inconsistent, a recently published meta- 
analysis showed that ML-based predictive models do not 
perform better than logistic regression.16

The Kazakh ethnic population live in the remote north-
west of China, Xinjiang, and they have similar genetic 
backgrounds to Caucasians. Most of them live in mountai-
nous pastures, and this population has a relatively high 
incidence rate of CVD due to their unique lifestyle, dietary 
habits, and genetic characteristics.17 Therefore, it is crucial 
to identify high-risk subjects who may benefit from tar-
geted interventions using CVD predictive models for the 
prevention of CVD.

Consequently, we sought to assess the potential value 
of several widely used ML algorithms in predicting future 
CVD events in this Kazakh Chinese population and 
explored which ML-based model generated the best pre-
dictive performance and most accurate prediction. Then 
we evaluated the clinical usefulness of the best model 
through decision curve analysis and determined whether 
it could be used to guide CVD prevention and support the 
clinical decision-making process.

Methods
Study Population
Multistage (prefecture-county-township-village) stratified 
cluster random sampling was employed to choose partici-
pants. Firstly, we chose a representative prefecture (Yili) 
of Kazakh population in Xinjiang. Secondly, we randomly 
selected one county in each prefecture and one township 
from each county. Finally, a stratified sampling method 
was used to select the corresponding villages in each 
township. The prospective cohort used in this study was 
conducted in Nalati town, Xinjiang Kazakh Autonomous 
Region. A total of 1771 local Kazakh Chinese subjects 
aged ≥18 years who had resided in the village for at least 6 
months were successfully enrolled between 2009 and 
2013, and 1508 of them with complete information were 
followed up for a median of 5.17 years by the end of 2016. 
Subjects with a previous history of CVD before the base-
line survey were excluded. All participants provided writ-
ten informed consent prior to enrollment in the study. The 
Institutional Ethics Review Board of the First Affiliated 
Hospital of Shihezi University approved the study (IERB 
no. SHZ2010LL01).

Assessment of Variables
We compiled 31 candidate variables for analysis in this 
study, including sociodemographic characteristics, medical 
history, lifestyle habits, laboratory tests, and synthetic 
indices. Anthropometric measurements, such as height, 
weight, waist circumference, hip circumference, and blood 
pressure were obtained by trained professionals. Blood 
pressure was measured three times in each subject after a 
5-min seated rest using a mercury sphygmomanometer, and 
the average value was calculated. A 5-mL fasting blood 
sample was collected from each subject. Current cigarette 
smoking status and alcohol drinking status was self-reported 
by participants. The family history of diabetes was defined 
as diabetes history in at least a parent or sibling, the same as 
the family history of hypertension. Hypertension was 
defined as systolic blood pressure (SBP) ≥140 mmHg or 
diastolic blood pressure (DBP) ≥90 mmHg, or treatment 
with antihypertensive medications. The fasting blood glu-
cose (FBG), low-density lipoprotein cholesterol (LDL), 
high-density lipoprotein cholesterol (HDL), total cholesterol 
(TC) and triglycerides (TG) were examined by a modified 
hexokinase enzymatic method using an Olympus AV2700 
Biochemical Automatic Analyzer (Olympus, Japan) in the 
Biochemistry Laboratory of the First Affiliated Hospital of 
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Shihezi University School of Medicine. Metabolic syn-
drome and dyslipidemia were defined according to IDF 
diagnostic criteria18 and the China Adult Dyslipidemia 
Prevention Guide (2007),19 respectively. Cytokines, includ-
ing nonesterified fatty acids (NEFAs), high-sensitivity 
C-reactive protein (hs-CRP), adiponectin (ADP), insulin 
(INS), and interleukin-6 (IL-6) were detected by kits pur-
chased from Randox Laboratories Ltd. (Shanghai, China) 
and Elabscience Biotechnology (Wuhan, China). We also 
calculated some synthetic indices, including BMI (body 
mass index, weight (kg)/height2 (m)), BAI (body adiposity 
index, (hip circumference)/(height1.5) −18),20 LHR (LDL/ 
HDL ratio), TGHR (TG/HDL ratio), TCHR (TC/HDL 
ratio), WHR (waist-to-hip ratio), WHtR (waist-to-height 
ratio) and MAP (Mean arterial pressure, (DBP)*(2/3)+ 
(SBP)*(1/3)). This study used the same method of our 
previous research, and the methods description partly repro-
duces their wording.21

CVD Event Ascertainment
The primary outcome of the analysis in this study was the 
first recorded diagnosis of CVD. A CVD event was 
defined as hospitalization or death during follow-up period 
for ischemic heart disease, cerebrovascular disease, or 
other related diseases (ICD9: Codes 390–495). We identi-
fied CVD events from local hospital medical records, 
health insurance claims, questionnaire responses, death 
registries from the morbidity and mortality surveillance 
system, and questionnaire responses during follow-up per-
iod. We conducted two follow-ups in 2012 and 2016, 
respectively. The questionnaire responses were acquired 
by professional investigators during a face-to-face visit. 
We usually followed up the subjects in November. First of 
all, we would record the basic demographic information 
and follow-up time in the questionnaire. If the subject died 
during the follow-up period, their family members were 
asked about the time of death, the place of death and the 
cause of death, and then the information was checked with 
the information obtained from the cause of death monitor-
ing system. If the subjects survived, they would be asked 
whether they were hospitalized, and the reasons and time 
of hospitalization, and then the information would be 
verified with medical insurance data and medical record 
information to record their hospitalization diagnosis.21

Derivation and Validation of ML Models
We investigated 7 widely used ML algorithms because of 
their increasing popularities and promising abilities in 

predicting future CVD events, including decision tree 
(DT),22 random forests (RF),23 k-nearest neighbors 
(KNN),24 Gaussian naive Bayes (NB),25 support vector 
machine (SVM),26 extreme gradient boosting (XGB),27 

logistic regression with L-1 penalization (LR).28

For the development and validation of ML models, the 
final dataset was randomly split into training (1206 sub-
jects, 80%) and test (302 subjects, 20%) sets using meth-
ods in Scikit-learn. The training set was used for model 
development and hyperparameter tuning, and the test set 
for comparison of predictive performance. To eliminate 
the dimensional impact on model performance, we stan-
dardized continuous variables by removing the mean and 
scaling to unit variance on training and test set indepen-
dently. Multicollinearity among variables might cause 
model overfitting; hence, we developed an RF model 
with all 31 variables and performed hierarchical clustering 
to handle this problem, eventually leaving 22 variables for 
the final model development. Hyperparameters for each 
ML model were tuned by using Bayesian optimization29 or 
grid search with 10-fold cross-validation on the training 
set to find the optimal hyperparameters which produced 
the best performance measured by area under the receiver 
operating characteristic curve (AUC). The final model was 
fit on the entire training set using the optimal 
hyperparameter.

ML algorithms are usually used to predict classes and 
apply a 0.5 decision threshold by default to decide a 
subject whether having a CVD event or not. However, 
the dataset we use is an imbalanced set in which the 
subjects who have CVD are much fewer than those who 
do not, so we use all the models to predict probabilities 
instead of classes. Some of these algorithms we use do not 
directly generate predictions of probabilities, and the pre-
dicted probabilities from these models will likely be unca-
librated, so we perform Platt Scaling to calibrate 
probabilities for better predictive performance.30

Statistical Analysis
For model comparison, we reported each ML model’s 
discrimination, calibration, and clinical usefulness using 
the test set. Discrimination was assessed by AUC and 
DeLong test31 was used to compare each ML model’s 
AUC. The optimal threshold probability for identifying 
high-risk subjects of each model was determined by the 
highest Youden index, which maximizes the sum of spe-
cificity and sensitivity. Under the optimal threshold, we 
also reported other diagnostic test metrics, including 
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specificity, sensitivity, negative predictive value (NPV), 
positive predictive value (PPV). Calibration was evaluated 
by Brier score32 and plotting calibration curve. The con-
fidence interval of Brier score was calculated by 1000 
times bootstrap. A Hosmer-Lemeshow chi-square statistic 
(χ2) was calculated, and a score <20 or P-value >0.05 
indicates good calibration.33 The clinical usefulness was 
assessed by using the decision curve analysis (DCA)34 for 
the best-performing model, which was determined by a 
combination of discrimination and calibration.

Comparisons of baseline characteristics were con-
ducted using Student’s t-test or the Mann–Whitney test 
for continuous variables where appropriate and chi-square 
tests for categorical variables. We report our findings in 
compliance with the Transparent Reporting of a 
Multivariable Prediction Model for Individual Prognosis 
or Diagnosis (TRIPOD).35 We performed all statistical 
analyses using scikit-learn in Python version 3.7 (Python 
Software Foundation) and R version 3.3 (http://www.r- 
project.org/, The R Foundation). A 2-sided P value <0.05 
was considered statistically significant.

Results
Characteristics of the Study Population
A total of 1508 subjects who were free of CVD at baseline 
were included for final analysis, the mean age (standard 
deviation [SD]) of these subjects was 45.78 (13.18) years, 
and 662 (43.9%) of them were men. Over a median fol-
low-up of 5.17 years, 203 (13.46%) subjects were diag-
nosed with CVD events. Subjects with CVD had a higher 
level of FPG, SBP, IL-6, and CRP on the training set. The 
person who had MetS or a family history of hypertension 
was more likely to develop CVD events. Further charac-
teristics of CVD and non-CVD subjects on both training 
and test set are presented in Table 1.

Variable Importance
We can measure the importance of a variable by the mean 
decrease impurity (Gini importance) of all decision trees in 
a tuned RF model. The variable importance of included 
variables obtained from the tuned RF model is presented 
in Figure 1. As expected, age, SBP, TC and FPG were 
among the top 10 risk factors. In addition to these standard 
risk factors, cytokines, including CRP, ADP, IL6, NEFA, 
and synthetic indices (BAI, LHR) were also identified as 
top-ranked risk factors.

Comparisons of Predictive Performance
The summary predictive performance metrics of all 7 ML 
models are shown in Table 2. All ML models had moder-
ate to excellent discrimination (the AUCs ranged from 
0.770 to 0.872). LR (AUC 0.872, 95% CI: 0.829–0.907), 
SVM (AUC 0.868, 95% CI: 0.825–0.904), KNN (AUC 
0.845, 95% CI: 0.800–0.884), RF (AUC 0.840, 95% CI: 
0.794–0.880) and NB (AUC 0.791, 95% CI: 0.740–0.835) 
performed similarly in discrimination and outperformed 
DT (AUC 0.770, 95% CI: 0.719–0.817). The discrimina-
tion of XGB (AUC 0.804, 95% CI: 0.754–0.847) was 
similar to that of DT but worse than that of LR, SVM, 
RF. The comparison of ROC was presented in Figure 2.

Under an optimal threshold probability (0.10 for LR) 
which was determined by Youden index (0.63 for LR) to 
identify high-risk subjects, LR achieved a sensitivity of 
97.1%, a specificity of 65.5%, a PPV of 27.0%, and an 
NPV of 99.4%, leaving 42.1% of subjects being identified 
as high risk. The optimal threshold for SVM was 0.13 with 
a lower Youden index (0.60), resulting in a sensitivity of 
85.7%, a specificity of 74.2%, a PPV of 30.3%, and an 
NPV of 97.5%, and SVM predicted that nearly 33.1% of 
participants would develop CVD events. The KNN also 
had a relatively high Youden index (0.60), a sensitivity of 
80.0%, a specificity of 79.8%, and the highest PPV of 
34.1%. LR and DT had the highest sensitivity (97.1%) 
and specificity (82.8%), respectively. We could see from 
the results that all 7 ML models had low PPV and high 
NPV, which was induced by the low incidence rate of 
CVD in this study, this might influence their clinical 
utilities due to false-positive results.

As can be seen in Figure 3, each ML model had a 
different range of predicted probabilities, and the distribu-
tion of predicted risks for LR was similar to that of SVM. 
The predicted risks for subjects who developed CVD 
events were apparently higher than those who did not in 
each ML model. The plots also demonstrated that the risks 
of some subjects who did not develop CVD events were 
overestimated by all ML models, thus model predictive 
performance might be influenced.

All ML models were well calibrated according to the 
Hosmer–Lemeshow test (all chi-square values <20 and all 
P values >0.05 in Table 2) in the test set. However, we 
could see from calibration plots in Figure 4 that LR nearly 
overestimated risks across all deciles and SVM demon-
strated better calibration. SVM also overpredicted the risk 
of lowest deciles and had more accurate calibration in top 
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Table 1 Baseline Characteristics of Study Subjects in This Chinese Kazakhs

Characteristics Training Set Test Set

Non-CVD 
(n=1038)

CVD (n=168) P 
value

Non-CVD 
(n=267)

CVD (n=35) P 
value

Age, (years) 38.01 (12.36) 52.27 (11.97) <0.001 37.27 (12.05) 51.43 (11.81) <0.001

SBP(mmHg), Mean (SD) 126.12 (20.34) 147.63 (28.78) <0.001 126.09 (19.14) 146.26 (32.81) 0.001

FPG(mmol/L), Mean (SD) 4.63 (1.01) 5.13 (1.53) <0.001 5.46 (13.14) 5.17 (1.41) 0.898

TG (mmol/L), Mean (SD) 1.17 (0.92) 1.22 (0.61) 0.364 1.26 (0.93) 1.24 (0.77) 0.875

TC(mmol/L), Mean (SD) 4.26 (1.02) 4.67 (0.98) <0.001 4.26 (1.13) 4.45 (1.18) 0.347

HDL(mmol/L), Mean (SD) 1.35 (0.38) 1.42 (0.32) 0.035 1.33 (0.39) 1.35 (0.38) 0.753

Waistline(cm), Mean (SD) 83.21 (11.21) 87.77 (12.46) <0.001 84.31 (0.96) 90.69 (13.84) 0.002

BMI, Mean (SD) 23.43 (3.73) 25.29 (4.70) <0.001 23.69 (3.69) 27.13 (5.33) 0.001

BAI, Mean (SD) 28.19 (4.51) 30.32 (4.89) <0.001 28.06 (4.39) 31.86 (5.67) <0.001

LHR,Mean (SD) 1.82 (3.11) 1.83 (0.66) 0.977 1.78 (0.72) 1.77 (0.61) 0.913

INS (ng/mL), Median (P25, 
P75)#

9.61 (5.26, 21.25) 13.37 (7.48, 23.96) 0.001 9.66 (5.24, 23.19) 15.76 (6.05, 31.42) 0.108

IL6(ng/mL),Median (P25,P75)# 30.41 (15.40, 88.70) 51.12 (23.08, 157.96) <0.001 30.55 (15.20, 97.22) 45.18 (17.24, 109.46) 0.176

NEFA (mmol/L), Median (P25, 

P75)#
0.48(0.33, 0.75) 0.59 (0.35, 1.00) 0.002 0.50 (0.32, 0.82) 0.70 (0.45, 1.20) 0.003

hs-CRP (pg/mL), Median (P25, 

P75)#
226.05 (22.32, 

1133.81)

756.26 (195.37, 

1983.12)

<0.001 394.60 (30.88, 

1253.46)

513.68 (193.57, 

1121.05)

0.201

ADP(ng/mL), Median (P25, 

P75)#
33.41 (11.81, 

174.23)

16.96 (8.37, 40.39) <0.001 26.34 (10.78, 

118.49)

16.68 (6.55, 29.37) 0.004

Sex,(male), n (%) 468 (45.1) 64 (38.1) 0.090 117 (43.8) 13 (37.1) 0.453

Dyslipidemia, n (%) 259 (25.0) 50 (29.8) 0.185 71 (26.6) 15 (42.9) 0.045

Family history of hypertension, 
n (%)

281 (27.1) 59 (35.1) 0.031 76 (28.5) 19 (54.3) 0.002

Family history of diabetes, n 
(%)

12 (1.2) 2 (1.2) 0.969 4 (1.5) 1 (2.9) 0.554

Current smoker, n (%) 281 (27.1) 74 (44.0) 0.02 86 (32.2) 16 (45.7) 0.112

Alcohol drinking, n (%) 94 (9.1) 21 (12.5) 0.159 30 (11.2) 4 (11.4) 0.973

MetS, n (%) 233 (22.4) 55 (32.7) 0.004 71 (26.6) 16 (45.7) 0.019

Follow-up period (years), 
Median

5.17

Note: #Mann–Whitney test. 
Abbreviations: SBP, systolic blood pressure; FPG, fasting plasma glucose; TG, triglycerides; TC, total cholesterol; HDL, High density lipoprotein; BMI, body mass index; 
BAI, body adiposity index; LHR, LDL/HDL ratio; INS, insulin; IL-6, interleukin 6; NEFA, nonesterified fatty acid; hs-CRP, high-sensitivity C-reactive protein; ADP, adiponectin; 
MetS, metabolic syndrome.

Clinical Epidemiology 2021:13                                                                                                      https://doi.org/10.2147/CLEP.S313343                                                                                                                                                                                                                       

DovePress                                                                                                                         
421

Dovepress                                                                                                                                                             Jiang et al

https://www.dovepress.com
https://www.dovepress.com


deciles. LR had the lowest Brier score (0.078, 95% CI: 
0.061–0.099), which was similar to that of SVM (0.079, 
95% CI: 0.059–0.100). DT had the worst brier score of 
0.092 (95% CI: 0.068–0.115).

LR and SVM had better predictive performance than 
other ML models in light of discrimination and calibration. 
Consequently, we performed DCA to examine their clinical 
usefulness and the results are shown in Figure 5 and Table 3. 
The DCA showed that they performed similarly. Under their 
optimal thresholds, LR achieved a net benefit of 0.077, 
indicating that use of the LR, compared with assuming that 
all subjects did not have CVD, led to the equivalent of a net 
77 true-positive results per 1000 subjects without increasing 
the number of false-positive results, and the net benefit was 
higher than that of SVM (0.064). However, compared with 
assuming treating all subjects, use of the SVM would lead to 
the equivalent of 535 reductions in avoidable statins use per 
1000 subjects without CVD and not increase the number of 
subjects with CVD left unscreened, the corresponding value 
of LR was slightly lower (533).

Discussions
In this study, the Kazakh Chinese population has a higher 
incidence of CVD compared with other reports, due to 

their genetic backgrounds, and high-salt and high-fat 
diets. A risk model for identifying the high-risk popula-
tions of developing CVD is in need. We aimed to examine 
the feasibility and usefulness of 7 ML-based models in 
predicting CVD risks. The results indicated that all of 
them had moderate to excellent discrimination and were 
well calibrated. The penalized LR had a similar predictive 
performance to SVM in predicting CVD risk and outper-
formed other ML models. The sensitivity of LR was 
higher than that of SVM, while the specificity had the 
opposite result. A higher specificity might be preferred in 
this Kazakh Chinese population, in which most of them 
were nomadic and the accessibility of medical resources 
was poor. Moreover, SVM performed slightly better than 
LR in light of calibration and DCA. Therefore, SVM and 
LR might be chose to identify high-risk subjects of devel-
oping CVD in this population and determine if taking risk- 
mitigation measures for the identified population to 
improve CVD outcomes in the process of clinical deci-
sion-making.

LR has been widely used for constructing predictive 
models in the clinic because of its interpretability and 
simplicity. A study designed to predict myocardial ischemia 
demonstrated that the predictive performance of LR was 
similar to that of SVM,36 which was consistent with our 
study. A recently published systematic review also sug-
gested that ML showed no performance benefit over LR 
for clinical prediction models. They concluded that ML 
algorithms were data-hungry and when ML algorithms 
were used for small datasets and the predictors used for 
prediction are limited, LR might outperform ML models.37 

The relatively small sample size and the L1 penalized 
method used in this study might be the reason why LR 
performed better than other ML models except for SVM.

SVM, a classical supervised ML algorithm used for 
classification, has gained its success in many fields.14,15 

The basic idea of SVM is to find the hyperplane which has 
the maximum geometric margin and can separate the data 
correctly. It also has powerful kernel functions to solve the 
nonlinear classification problem efficiently. SVM has 
excellent performance in addressing the classification pro-
blems on the small sample, non-linear and high-dimen-
sional data. SVM performed better than other ML models 
in our study, such as RF, consistent with results from 
Hyeonyong Hae.36 Results in our study indicated that 
SVM was suitable for the classification of CVD in this 
Kazakh Chinese population.

Figure 1 Feature importance of included variables obtained from a tuned random 
forest model. 
Abbreviations: SBP, systolic blood pressure; FPG, fasting plasma glucose; TG, 
triglycerides; TC, total cholesterol; HDL, high density lipoprotein; BMI, body mass 
index; BAI, body adiposity index; LHR, LDL/HDL ratio; INS, insulin; IL-6, interleukin 
6; NEFA, nonesterified fatty acid; hs-CRP, high-sensitivity C-reactive protein; ADP, 
adiponectin; MetS, metabolic syndrome; FHH, family history of hypertension; FHD, 
family history of diabetes.
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RF, one of ensemble learning methods, has proven to 
be a superior classifier in many cases.12,13,38,39 However, it 
only had moderate predictions as compared to LR and 
SVM. The small sample size in this study might limit the 
predictive performance of RF. We used RF to find poten-
tial predictors for CVD based on variable importance. 
Studies have suggested that RF could identify important 
but unexpected predictors.11

As expected, the result of feature selection based on RF 
showed that age was the most important predictor in the 
classification of CVD. However, several widely consid-
ered risk factors of CVD, such as smoking and alcohol 
drinking, were less predictive in this study. The synthetic 
indices, BAI and LHR were identified as strong predictors 
of CVD, consistent with previous studies.40–44 

Inflammation is of vital importance in the formation and 
progression of atherosclerotic plaques and plays a critical 
role in the incidence of CVD.45 Several inflammatory 
cytokines have been identified as potential risk factors of 
CVD, such as hs-CRP and IL-6. Hs-CRP, an indicator of 
inflammation, was included as a predictor of CVD in the 
Reynolds Risk Score.46 Other epidemiological studies also 
indicated that hs-CRP was a decisive predictor of CVD 
and it has been recognized as a mediator in the pathogen-
esis of vascular disease and a reflection of endothelial 
dysfunction.47–50 Studies demonstrated that hs-CRP 
would destabilize atherosclerotic plaques through NO, 
IL-6, and prostacyclin, and increase the risk of plaque 
rupture.51 Moreover, hs-CRP might promote thrombosis 
and increase hypoxia-induced apoptosis of 
cardiomyocytes,52 which also provides evidence of hs- 
CRP as a critical risk factor of CVD. IL-6 was proven to 
be a maker of progressive atherosclerosis and might pro-
mote the growth of atherosclerotic plaques, thus it possibly 
brought about the incidence of CVD.53 For the prevention 
and control of CVD, we should pay more attention to the 
subjects with inflammation, who can use drugs, such as 
statins to reduce the risk of developing CVD. Hs-CRP and 
IL-6 can also be used as biomarkers in clinical to identify 
the high-risk subjects of CVD in the early stage.

Our study found that decreased ADP was associated with 
elevated risks of CVD. ADP, a hormone secreted by adipo-
cytes, exerts anti-inflammatory effects by downregulating 
hs-CRP, reducing recruitment of lymphocytes in athero-
sclerotic lesions, inhibiting expressions of TNF-α, and pro-
moting the production of anti-inflammatory cytokines.54–56 

However, some studies have shown that increased ADP has a 
positive relationship with ischemic stroke.57 Studies have Ta
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suggested that increased NEFA concentrations might be 
associated with CVD, which were similar to our study.58,59 

Potential mechanisms of NEFA affecting CVD included a 
role in the development of type 2 diabetes, hypertension, 
metabolic syndrome, and endothelial damage.60–63 The risk 
of CVD can be reduced by controlling inflammation and 
treating subjects with decreased ADP.

Risk prediction models (eg, PCE and FRS) currently 
used in CVD fields were developed by traditional statis-
tical methods; however, various studies have indicated that 
they were ill-calibrated while validating in external popu-
lations. ML algorithms have emerged as superior methods 
used for prediction with high dimensional and complex 
data in cardiology.64,65 No priori assumptions made by ML 
algorithms allows for more accurate and robust models 
with all available data, and ML can model more complex 
relationships between outcomes and predictors. Potential 
interactions between marginal predictors might be found 
ML to improve risk-stratification. Krittanawong et al66 

suggested that ML could better identify new genotypes 
and phenotypes from heterogeneous CVDs, also had the 
power to identify additional risk factors of CVD. More 
advanced ML algorithms, such as deep learning and arti-
ficial neural network, have gained their successes in med-
ical image recognition, early detection, diagnosis, outcome 
prediction, and prognosis evaluation.67–69 ML models may 
serve as accurate alternatives to current CVD risk-stratifi-
cations and can better facilitate cardiologists in clinical 
decision-making in the future. However, most ML models 
are difficult to interpret and complex to use for clinicians, 
this may limit their widespread use in the clinic.

Limitations
Our study also has some limitations. First, although we 
believe that this population is a good representation of 
the general Kazakh Chinese population, the sample size 
is relatively small. ML algorithms are data-hungry, the 
small sample size with limited predictors in this study 

Figure 2 Receiver operator characteristic curves for 7 ML models in predicting 
CVD outcomes in Chinese Kazakhs. 
Abbreviations: CVD, cardiovascular disease; ML, machine learning; DT, decision 
tree; RF, random forest; KNN, k-nearest neighbors; NB, Gaussian naive Bayes; SVM, 
support vector machine; XGB, extreme gradient boosting; LR, logistic regression 
with L-1 penalization.

Figure 3 Distribution of predicted probabilities for subjects who developed CVD versus those who did not. 
Abbreviations: CVD, cardiovascular disease; ML, machine learning; DT, decision tree; RF, random forest; KNN, k-nearest neighbors; NB, Gaussian naive Bayes; SVM, 
support vector machine; XGB, extreme gradient boosting; LR, logistic regression with L-1 penalization.

https://doi.org/10.2147/CLEP.S313343                                                                                                                                                                                                                                 

DovePress                                                                                                                                                                    

Clinical Epidemiology 2021:13 424

Jiang et al                                                                                                                                                              Dovepress

https://www.dovepress.com
https://www.dovepress.com


may limit their performance in predictions. Second, a 
large proportion of subjects (14.85%) were lost to fol-
low-up due to their nomadic lifestyle, the cohort is 
ongoing and we will try to supplement relevant informa-
tion in the next follow-up. Third, there is no 

independent external validation population used in this 
study, the generalization of SVM and LR to other ethnic 
groups requires further investigation to ensure its accu-
rate and robust prediction. Fourth, the influences of 
imbalanced data on predictive performance of prediction 
models have been well described.70,71 However, we did 
not use undersampling or oversampling methods to deal 
with imbalanced data.72,73 Instead, we obtained the opti-
mal threshold probability by the Youden index instead 
of using the default 0.5 as the classification criterion of 
CVD and Non-CVD. Fifth, we only used data based on 
a single baseline measurement to develop models, but 
some variables may change over time. The time-varying 
effects or censoring were not taken into consideration 
while developing models, this may influence models’ 
predictive performance. There are several ML algo-
rithms suitable for survival data, such as Bagging 
Survival Trees and Random Survival Forest, further 
study is required to verify the predictive accuracies of 
these ML algorithms in this population.

Figure 4 Calibration plots of 7 ML models in predicting CVD outcomes in Chinese Kazakhs. 
Abbreviations: CVD, cardiovascular disease; ML, machine learning; DT, decision tree; RF, random forest; KNN, k-nearest neighbors; NB, Gaussian naive Bayes; SVM, 
support vector machine; XGB, extreme gradient boosting; LR, logistic regression with L-1 penalization.

Figure 5 Decision curves for predicting CVD outcomes in Chinese Kazakhs using 
LR and SVM. 
Abbreviations: CVD, cardiovascular disease; SVM, support vector machine; LR, 
logistic regression with L-1 penalization.

Table 3 Net Benefits for Identifying High-Risk Subjects with LR or SVM Using Their Own Optimal Threshold Probability

ML Risk Equations (Pt) Net Benefit Advantage of Model#

Treat All ML Model Net Benefit Reduction in Avoidable Statins Use per 1000 Subjects

LR (0.10) 0.018 0.077 0.059 533

SVM (0.13) −0.016 0.064 0.080 535

Note: #The value was calculated as: (net benefit of the model – net benefit of treat all)/(pt/(1− pt)) × 100. 
Abbreviations: ML, machine learning; Pt, optimal threshold probability; SVM, support vector machine; LR, logistic regression with L-1 penalization.
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Conclusions
We investigated the feasibility and usefulness of 7 ML 
models in predicting CVD risks in this Kazakh Chinese 
population. We found that SVM and LR had a superior 
prediction than other ML models in light of discrimi-
nation, calibration, and DCA. SVM and LR can be 
applied to aid in clinical decision-making and improve 
CVD outcomes. Future research is needed to validate 
ML models’ accuracies with high dimensional data in 
this population.
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