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1. Introduction

Resonance Raman (RR) spectroscopy[1] is a selective spectro-

scopic technique because the resonance conditions act like
a filter such that only certain peaks are selectively enhanced in

the vibrational spectrum. This experimental advantage can
even be exploited for selective theoretical approaches such as

intensity tracking.[2] In RR spectroscopy the energy of the inci-
dent light of a given wavelength matches the energy of an

electronic transition in a molecule. As a result, only those vibra-

tional frequencies associated with the targeted electronic tran-
sition are visible in the RR spectrum. For a given molecule or

part of a molecular complex, RR spectroscopy therefore pro-
vides selective access to information about the excited-state

structure and dynamics, see the combined experimental and
theoretical study in Ref. [3] for an example. Theoretical calcula-

tions of RR spectra are often useful for the determination of

these properties, including, for example, transition mo-
ments.[4, 5] A comparison of calculated and measured RR spectra
can be helpful to benchmark theoretical models and computa-
tional approaches to calculate RR spectra.[3, 5–20]

Starting out from the Kramers, Heisenberg, and Dirac expres-
sion for the Raman polarizability tensor,[21, 22] the calculation of

RR intensities proceeds usually in either a time-independent

or time-dependent framework, see, for example,

Refs. [1, 10, 11, 14, 18, 20] (and literature references in these
papers) and Refs. [7, 23, 24] . In this work, we follow the time-in-

dependent approach where we exploit the Kramers–Kronig
(KK) transform relationship, which provides a connection be-

tween the polarizability and optical absorption spectrum.[7, 8, 10]

Working within the Born–Oppenheimer approximation, we

consider for the calculation of RR intensities 1) only Cotton

scattering, that is, Herzberg–Teller vibronic couplings are ne-
glected, and further assume that 2) only one electronically ex-

cited state is in resonance, 3) the vicinity of local minima on
the ground- and excited-state potential energy surfaces is har-

monic, 4) ground- and excited-state normal modes are identi-
cal as are their frequencies, commonly referred to as independ-

ent mode displaced harmonic oscillator (IMDHO) model, 5) the

normal coordinates of the ground and excited states differ
only in their equilibrium positions such that Duschinsky rota-

tions do not play a role. These assumptions greatly simplify
the calculation of RR intensities within the transform theory

approach[7] as was discussed in detail in a landmark paper by
Neugebauer and Hess.[10] Moreover, we do not take into ac-

count solvation effects, which do not appear to play a major

role for a qualitatively correct description of the characteristic
peaks in the RR spectrum of uracil.[17]

In previous studies on the RR spectrum of uracil in the gas
phase,[7, 8, 10, 17] the best agreement between the experimentally

measured spectrum targeting the first bright spin-singlet exci-
tation and theoretical ab initio predictions was obtained for

Hartree–Fock/configuration interaction singles (HF/CIS). By con-

trast, density functional theory (DFT)/time-dependent DFT
(TDDFT) calculations yielded a large overestimation of the

peak intensity of the highest lying C = O stretching vibrational
mode. However, in contradiction to most other (gas-phase) cal-

culations,[17, 25–29] which determine the first bright transition to
occur from the electronic ground state (S0) to the second excit-
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ed spin-singlet state S2, HF/CIS predicted the bright transition
to be of S0!S1 character.[7, 10] In view of the latter, the rather

unexpected accuracy of HF/CIS may be a result of a fortuitous
cancellation of errors originating in particular from an unbal-

anced treatment of non-dynamical and dynamical electron cor-
relation effects[10] rather than from basis set incompleteness

(see, for example, Ref. [30] for a basis set study on HF/CIS exci-
tation energies of uracil).

To understand the dynamical and non-dynamical electron

correlation on the RR spectrum of uracil in the gas phase, we
calculate RR spectra in the short-time approximation based on

excited-state gradients from complete active space (CAS) self-
consistent field (CASSCF),[31–33] CAS perturbation theory to

second order (CASPT2),[34, 35] and density-matrix renormalization
group self-consistent field (DMRG-SCF)[36, 37] wave functions. In

the latter case, we further rationalize the different choices of

active orbital spaces in terms of orbital entanglement meas-
ures, which allows us to systematically improve the calculated

RR spectrum.
In contrast to a traditional CASSCF ansatz, which suffers

from an exponential growth[38] of the underlying full configura-
tion interaction expansion with respect to an increasing

number of electrons N distributed over L active orbitals,

CAS(N,L), the DMRG approach[39–42] in quantum chemistry[43–55]

allows one to approximate CAS-type wave functions up to

chemical accuracy with polynomial scaling. Combined with
a self-consistent-field orbital optimization ansatz, DMRG-

SCF,[36, 37] active orbital spaces as large as five to six times the
limit of traditional CASSCF(18,18) are feasible. Although the se-

lection of suitable (large) active orbital spaces requires careful

consideration, it may be automated.[56, 57]

This paper is organized as follows. In Section 2, we provide

a brief introduction to the key elements that are needed to
calculate a RR spectrum for a DMRG-SCF wave function within

the (time-independent) transform theory approach. Computa-
tional details are given in Section 3. In Section 4, we discuss

the absorption and RR spectra of uracil obtained for our selec-

tion of ab initio approaches. Based on a sequence of DMRG-
SCF data for increasingly larger active orbital spaces, we eluci-

date the connection between orbital entanglement and rela-
tive peak intensities in the RR spectrum of uracil.

2. Computational Methodology

Given the assumptions stated in the Introduction, the relative

intensity for the fundamental transition i1 0
j ðwsÞ of the j-th

normal mode is given by Equation (1):[7, 10]

i1 0
j ðwsÞ ¼ wLw

3
s jmel
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D2

j

2

 !
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where wL is the laser excitation frequency, ws = wL@Wj is the

frequency of the scattered light, Wj is the harmonic vibrational
frequency, and Dj is the normal-mode displacement in the ex-

cited-state equilibrium structure. In the present study, we only
consider contributions to the RR spectrum from the second

spin-singlet excited state [S2, that is, s = 2 in Eq. (1)] of uracil,
which has, by orders of magnitude, the largest electronic tran-

sition dipole moment mel
02 in the lower-lying excited-state spec-

trum of uracil.[58] Within the IMDHO model, we obtained the

normal mode shifts Dj by taking the partial derivative of the
excited-state electronic energy Eex

el with respect to a dimension-

less ground-state normal coordinate qj at the ground-state

equilibrium position, qj = 0 [Eq. (2)]:

@Eex
el

@qj

. -
qj¼0

¼ Wjðqj @ DjÞjqj¼0 ¼ @WjDj ð2Þ

Then, explicit knowledge of the corresponding minimum ex-

cited-state geometry is not needed. Details of the explicit form
of the functions F(wL) (F(wL@Wj)),

[7] which enter the calcula-

tion of the relative intensity i1 0
j ðwsÞ in Equation (1), can be

found in Ref. [10] . Their evaluation in the DNR program[59] by
Neugebauer follows the approach outlined in Ref. [10].

Moreover, for a general discussion on the calculation of
state-specific gradients from DMRG-SCF wave functions, we

refer the reader to the recent work of Hu and Chan.[60]

3. Computational Details

We calculate the excited-state energy derivatives with respect

to the ground-state normal modes [cf. Eq. (2)] for the S2 state
from analytic Cartesian gradients that are subsequently trans-

formed into the basis of normal coordinates.

The chemical structure and
atomic indices of uracil are given

in Figure 1, which agree with the
atomic numbering of Ref. [17] . All

calculations were carried out with
the aug-cc-pVTZ basis set.[61, 62]

Following the work of Sun and

Brown,[17] we optimized the
ground-state equilibrium structure

of uracil with PBE0[63–65] in Gaussi-
an 09[66] and subsequently calcu-

lated the vibrational frequencies
for the optimized structure. A de-

tailed study of the density-func-
tional and basis-set dependence

of the vibrational spectrum (frequencies as well as intensities)
for uracil was conducted in Ref. [67] , which showed that PBE0/
aug-cc-pVTZ can give an overall good accuracy in comparison

to experimental data. For the calculation of the HF/CIS and
PBE0 excited-state gradients, Turbomole 6.5[68] was employed

whereas analytical CASSCF and DMRG-SCF as well as numerical
CASPT2 excited-state gradients were calculated with a develop-

ment version of Molcas,[38] which provides an interface to our

DMRG program QCMaquis.[54, 69–71] For this purpose, we imple-
mented analytical state-specific gradients into the QCMaquis

framework. State-averaged calculations for the three lowest
spin-singlet states allowed us to identify the bright excited

state and obtain pre-optimized orbitals, from which the state-
specific calculations are started to calculate the gradient for

Figure 1. The chemical struc-
ture of uracil with atomic num-
bering.
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the bright excited state. In all DMRG-SCF calculations, the
number of renormalized block states m, which determines

amongst other factors the orbital ordering the accuracy of
a DMRG calculation,[72] was set to m = 1000. Furthermore, all

calculations were carried out with an optimized orbital order-
ing based on the Fiedler vector.[52–54, 73]

For the CASSCF/CASPT2 results, we performed multistate
CASPT2 calculations to obtain excitation energies and state-
specific calculations for the excited-state gradients. With the

Cartesian gradients at hand, we calculated the transformed
gradients in the basis of normal coordinates with Transgrad,[74]

from which the DNR program[59] calculates the RR spectra. The
energy of the incident photon was chosen to be 266 nm,

which is the wavelength of the frequency-doubled Nd-YAG
laser used in experiments.[7, 75] The full width at half maximum

(fwhm) is set to 30 cm@1, which is selected to be equal to that

of the single peak in the experimental resonance Raman spec-
tra.[17, 75] Assuming a Gaussian broadening, the excitation wave-

length to model the first absorption band of the experimental
spectrum was set for all calculations to 5.29 eV, corresponding

to the excitation energy obtained from TDDFT calculations
with the PBE0 functional and an aug-cc-pVTZ basis set. No

symmetry restrictions were imposed, that is, all calculations

were carried out without any symmetry restrictions, that is, in
C1 point group symmetry.

4. Results and Discussions

4.1. Equilibrium Structure and Normal Modes

As we employ the same computational setup (PBE0/aug-cc-

pVTZ) as Sun and Brown[17] to optimize the ground-state equi-
librium structure of uracil, we confirmed that our optimized

structure, the vibrational frequencies, and the normal modes
match to numerical accuracy, for example, to within 1 cm@1 for

the vibrational frequencies, with the data provided in Table 1
and the Supporting Information of Ref. [17]. Note that Table 1

in Ref. [17] apparently contains a misprint for the vibrational
frequency w of normal mode 24 and the scaling factor for fre-

quencies higher than 1000 cm@1, which should read w=

1622 cm@1 and 0.9568, respectively. The correct values were re-

ported in Table 5 of that paper and subsequently entered their
calculation of the RR spectra. Concerning the following analysis
and discussion of the RR spectra in Section 4.4, we therefore

refer the reader to Section 3.1 and Table 1 of Ref. [17] where
a list of all normal modes and vibrational frequencies that are

necessary to analyze the experimental RR spectrum of uracil is
available.

4.2. Active Orbital Space Considerations

The selection of the active space is a crucial step for CASSCF

and DMRG-SCF calculations, but may be automated.[56, 57] In
a previous study by Mercier et al. ,[76] a CAS with 14 electrons

distributed in ten orbitals, CAS(14,10), was chosen for the
CASSCF calculations and a smaller CAS(12,9) (see below) was

selected for their subsequent CASPT2 calculations whereas we

kept, in this work, the CAS(14,10) as our reference space for
the CASPT2 calculations. The CAS(14,10) included the occupied

p and unoccupied p* orbitals as well as the lone-pair electrons
of the two nO orbitals. Moreover, as discussed in Ref. [76], exci-

tations from the S0 ground to the low-lying spin-singlet S1 and
S2 excited states and subsequent excited-state structure relaxa-

tion entails considerable changes of the skeletal C4=O10,

C4@C5, and C5@C6 bonds. Accordingly, all skeleton s/s* orbi-
tals are included in the active orbital space for our reference

DMRG-SCF calculation. The resulting complete set of active or-
bitals that comprise the CAS(30,26) are summarized in
Figure 2. We note in passing that this CAS size is far beyond
the realm of standard CASSCF approaches, and hence DMRG is

Figure 2. Valence active orbitals of uracil as obtained from a DMRG-SCF(30,26) calculation carried out with C1 point group symmetry.
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the method of choice. In addition, low-lying Rydberg orbitals
may have to be included as it is known that Rydberg-like excit-

ed states can potentially interact with valence excited states in
aromatic molecules.[77, 78] To this end, we identified a set of 3p-

and 4p-like Rydberg orbitals by manual inspection of their
shapes and a population analysis of the initial wave function

as they typically only overlap very little with the corresponding
unoccupied valence (s*/p*) orbitals.

4.3. Vertical Excited-State Spectrum of Uracil

4.3.1. Energies

Table 1 compiles the vertical S0!S1 and S0!S2 excitation ener-
gies and the excited-state energy gap DS2@S1

obtained here

from different ab initio approaches. The vertical excitation
energy of 5.29 eV for the S0!S2 transition from the PBE0 calcu-
lation is remarkably close to the experimental value (5.08 eV)[59]

and the energy gap DS2@S1
of 0.48 eV compares well with the

experimental estimate of 0.40 eV. Note that these findings are
in line with the earlier work of Improta and Barone.[79] By con-
trast, HF/CIS reduces DS2@S1

to 0.03 eV, which is considerably
smaller than the gap of 0.42 eV reported by Neugebauer and

Hess for HF/CIS with a 6-31G* basis set.[10] Moreover, HF/CIS/
aug-cc-pVTZ overestimates the experimental vertical excitation
energy for the S0!S2 transition by 1.35 eV. Similarly, CASSCF

with a CAS(14,10) active orbital space overshoots the latter ver-
tical transition by approximately 1.50 eV whereas the DS2@S1

gap increases to almost 1.6 eV. CASSCF/CASPT2 based on the
same CAS(14,10) yields a large correction of 1.5 eV for the S0!
S2 excitation energy, whereas the vertical S0!S1 transition

energy hardly changes. The large correction observed for
CASSCF/CASPT2 compared with CASSCF indicates 1) a lack of

(differential) dynamical correlation effects and 2) the inadequa-
cy to describe all non-dynamical correlation on an equal foot-

ing, which appears to be particularly important for an ade-
quate description of the S2 state. The latter means in practice,

as shown by Roos et al. ,[77] that the active space for the
CASSCF orbital optimization should comprise at least all va-

lence p orbitals and, in addition, ideally all Rydberg-type orbi-
tals from potentially interfering low-lying Rydberg states.

In our DMRG-SCF calculations, we therefore augmented the
starting CAS(14,10) active orbital space with eight Rydberg-

type (3p-like) orbitals and 16 Rydberg-type (3p- and 4p-like) or-
bitals, which we denote as DMRG-SCF(14,18) and DMRG-

SCF(14,26) in Table 1, respectively. Enlarging the CAS not only

significantly improves the absolute vertical excitation energy
for the S2 state while only slightly increasing the S0!S1 transi-
tion energy but also reduces for DMRG-SCF(14,26) the gap
DS2@S1

to more than half of its CASSCF value. Interestingly, the

optimized orbitals from these two DMRG-SCF calculations
show a slight mixing of the p and s orbitals, which could indi-

cate that some of the skeleton s/s* orbitals play a (minor) role

in the electronic excitation process.
To corroborate this hypothesis, we carried out DMRG-SCF

calculations with a CAS(30,26) active orbital space. The CAS
comprises eight p/p*, two n, and 16 s/s* orbitals, that is, the

full-valence orbital space of uracil. As can be seen from the
third-to-last row in Table 1, the inclusion of s/s* orbitals in the

CAS(30,26) leads to a reduction of DS2@S1
from about 1.6 eV

(CAS(14,10)) to 0.9 eV. The closing gap is a result of a considera-
ble upward shift by 0.4 eV of the vertical excitation energy to

the S1 state (further away from its estimated experimental
value at approximately 4.7 eV, which was originally measured

for 1-methyl-uracil)[80] together with a down shift for the verti-
cal excitation energy to the S2 state. Augmenting the

CAS(30,26) with eight Rydberg-type orbitals (see above) led to

convergence issues within our three-state average DMRG-SCF
model with a low-lying singlet state of n!Rydberg excitation

character being lower in energy than the (expected) S2 excited
state of dominating p!p* excitation character. For this

reason, we did not pursue these calculations further.

4.3.2. Excited-State Analysis

Figure 3 shows the entanglement diagram for the S2 state ob-

tained from a DMRG-SCF(30,26) calculation, which summarizes
the single-orbital entropy si(1)[81, 82] for each spatial orbital i and
the mutual information Iij.

[83] The diagram representation fol-
lows Ref. [56]: the area of the red circles assigned to each orbi-

tal is proportional to the single-orbital entropy si(1) of the re-
spective orbital i whereas the line connecting two orbitals i, j
denotes their mutual information value Iij. The direct connec-

tion between orbital entanglement and non-dynamical elec-
tron correlation[84] allows us to analyze the active space in

terms of non-dynamical electron correlation contributions orig-
inating from different orbital types and/or interactions. Inspect-

ing Figure 3, we first note that the p/p* orbitals (#9–16 in

Figure 3) have the largest si(1) values, with maxima for orbitals
#13 and #14, namely the highest occupied and lowest unoccu-

pied molecular orbitals, HOMO and LUMO, of uracil. These
findings agree therefore very well with the known p!p*

HOMO–LUMO excitation character[58] of the S2 state. Turning
next to the mutual information, we find two distinct regions in

Table 1. Vertical excitation energies for the lowest-lying spin-singlet
states S1 and S2 of uracil and the excitation energy gap DS2@S1

calculated
with various electronic structure methods (see text for details). All values
are given in eV.

Method S1 S2 DS2@S1

HF/CIS 6.40 6.43 0.03
PBE0 4.81 5.29 0.48
CASSCF(14,10) 5.02 6.60 1.58
CASSCF(14,10)/CASPT2 5.00 5.10 0.10
DMRG-SCF(14,18) 5.22 6.04 0.82
DMRG-SCF(14,26) 5.16 5.91 0.75
DMRG-SCF(30,26) 5.40 6.30 0.90
DMRG-SCF(18,23) 5.39 6.05 0.66
experiment 4.68[a] 5.08[b] 0.40

[a] Ref. [80] , estimated from single-crystal absorption spectrum measure-
ments for 1-methyl-uracil. [b] Ref. [58] , measured in the gas phase.
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the entanglement diagram with Iij>0.01: the first one (orbitals

#1–18) comprises the s, n, and p/p* orbitals, whereas the
second one (orbitals #19–26) consists of the s* orbitals. Both
the noticeable mutual information between the p/p* and n/s*

orbitals as well as the mutual information between the s/s*
orbitals can be considered as a direct indication for the ener-

getic stabilization of the S2 state (see Section 4.3) upon enlarg-
ing the CAS with the skeleton s/s* orbitals. Although there ap-

pears to be only weak mutual information, that is, 0.001< Iij<

0.01 between the s* and p/p* orbitals, the former is, however,
important to appropriately describe a change of the s-bonding

structure of the pyrimidine skeleton after electronic excitation
(see Section 4.2). In agreement with our entanglement analysis,

the latter can be regarded as a predominant dynamical elec-
tron correlation effect.

Consequently, we defined a new active orbital space along
the guidelines of Ref. [56] , which we consider to be most ap-

propriate from the point of view of taking into account non-
dynamic electron correlation in a balanced manner for the
ground and low-lying excited states, while leaving the treat-
ment of (differential) dynamical correlation effects to a post
DMRG-SCF approach. The resulting CAS(18,23) comprises the
eight p/p* orbitals (which have the largest si(1) values), the

lone-pair of the carbonyl C4=O10 oxygen (from which the exci-

tation occurs in the n!p* S1 state), six s/s* orbitals corre-
sponding to the skeleton C4=O10, C4@C5, C5@C6 bonding and

anti-bonding orbitals (as indicated by Iij values >0.01) as well
as eight additional Rydberg-type orbitals. Although still yield-

ing too high vertical excitation energies (see Table 1), the excit-
ed-state gap DS2@S1

for DMRG-SCF(18,23) is the smallest one

Figure 3. Entanglement diagram calculated from the DMRG-SCF(30,26) wave function of the S2 excited state. All orbitals are aligned around the ring in the
order #1–8 (s), #9–16 (p/p*), #17–18 (n), and #19–26 (s*). The area in the red circles indicates the magnitude of the single-orbital entropy si(1). The line con-
necting two orbitals denotes their mutual information value Iij where darker (from green to black) and thicker lines correspond to an increasing value of the
mutual information.
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(0.66 eV) of the CASSCF/DMRG-SCF series and closest to the
PBE0 and estimated experimental values.

4.4. Resonance Raman Spectra

The gas-phase RR spectra calculated in this work are shown in

Figure 4 and Figure 5 and compared with the experimental

spectrum.[75] All spectra are calculated at the PBE0 ground-
state equilibrium structure. The excited-state gradients for the

S2 state, which are required to calculate the relative RR intensi-
ties within the short-time approximation, were obtained with
different methods as indicated in the individual panels of

Figure 4 and Figure 5. The numbering and characterization of
the normal modes follows the assignment compiled in Table 1

of Ref. [17] .
As we consider the same computational setup for our PBE0/

aug-cc-pVTZ calculations as Sun and Brown,[17] we were able to
reproduce their gas-phase RR spectrum (cf. Figure 2 in

Ref. [17]). It compares reasonably well with the experimental
RR spectrum shown in the uppermost panel of Figure 4, with
the notable exception of the normal mode #26 (C2=O8

stretching mode) at 1752 cm@1, the intensity of which is largely
overestimated. As discussed in Ref. [17] , employing long-range
corrected density functionals leads to a significant reduction of

Figure 4. RR spectra of uracil in the gas phase. Intensities are given in arbitrary units. From top to bottom: Experiment spectrum reproduced from data taken
from Ref. [75] , HF/CIS, CASSCF/CASPT2(14,10), and DMRG-SCF(18,23). Frequencies for the ground state are taken from our PBE0/aug-cc-pVTZ calculation and
scaled by 0.9776 (frequencies lower than 1000 cm@1) and 0.9568 (frequencies higher than 1000 cm@1), see Ref. [87] . We applied a Gaussian broadening with
full-width half-maximum of 30 cm@1. The 0.4 m sulfate internal standard peak in the experimental spectrum[75] is indicated by an asterisk.
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the peak intensity, which could indicate that this mode corre-
sponds to the unassigned peak centering around 1800 cm@1 in

the experimental spectrum of Ref. [7] .
Concerning the most intense vibrational bands lower than

1000 cm@1 corresponding to the ring bending modes #7

(551 cm@1) and #12 (765 cm@1), we find that, with the excep-
tion of PBE0, none of the methods compiled in Figure 4 yields

a qualitatively correct relative intensity ratio in comparison to
the experimental bands. All wave-function based approaches

overestimate (underestimate) the intensity of the bending

mode #7 (#12) among which DMRG-SCF(18,23) shows the best
relative intensity ratio of both. By contrast, CASPT2 and in par-

ticular HF/CIS, which, in previous works,[7, 8, 10] yielded with a 6-
31G* basis set a qualitatively correct intensity ratio, appear to

wrongly predict a nearly zero intensity for the bending mode
#12.

Following UV irradiation, uracil forms either a cyclobutyl
photodimer or a photohydrate as photochemical products,

with the latter being the major photoproduct in contrast to
thymine where the former is produced in excess.[85] The forma-
tion of either photoproduct implies that the C5=C6 double

bond of the parent uracil molecule is turned into a single
bond along with sp3-hybridized carbon atoms at C5 and C6.[75]

Consistent with these findings, the most significant, intense
bands in the experimental RR spectrum of uracil at frequencies

higher than 1000 cm@1 have been identified as ring stretches

coupled to primarily C5@H11 and C6@H12 bending modes at
1235 cm@1, a ring stretching band at 1388 cm@1, and a C5=C6

stretching mode at 1623 cm@1.[75] Interestingly, the second
most intense band in the experimental spectrum at 1664 cm@1

corresponds predominantly to a C4=O10 stretching mode,[75]

which does not appear to be of any relevance for the photo-

Figure 5. RR spectra of uracil in the gas phase. Intensities are given in arbitrary units. From top to bottom: Experiment spectrum reproduced from data taken
from Ref. [75] , DMRG-SCF(14,18), DMRG-SCF(14,26), DMRG-SCF(30,26), and DMRG-SCF(18,23). Frequencies for the ground state are taken from our PBE0/aug-
cc-pVTZ calculation and scaled by 0.9776 (frequencies lower than 1000 cm@1) and 0.9568 (frequencies higher than 1000 cm@1), see Ref. [87] . We applied
a Gaussian broadening with full-width half-maximum of 30 cm@1. The 0.4 m sulfate internal standard peak in the experimental spectrum[75] is indicated by an
asterisk.

ChemPhysChem 2017, 18, 384 – 393 www.chemphyschem.org T 2017 The Authors. Published by Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim390

Articles

http://www.chemphyschem.org


chemical reaction coordinate, leading to the formation of
either photoproduct.

Based on the PBE0 normal mode analysis compiled in
Table 1 of Ref. [17] , the bands #18 and #19 in the calculated

spectra at 1159 cm@1 and 1187 cm@1 can be identified as ring
stretching modes coupled to hydrogen bending modes (see

above). The absolute intensity of their resulting broadened
peak is not only largely underestimated for HF/CIS, CASPT2,
and, to a lesser extent, for PBE0 but also its intensity ratio in

comparison to the intensity distribution of the ring stretching
and bending modes #20–23 between 1331 cm@1 and
1452 cm@1. By contrast, DMRG-SCF, independent of the compo-
sition of the active orbital space (cf. Figure 5), as well as

CASSCF predict a high-intensity peak for the bands #18 and
#19 with a relative intensity ratio compared with the modes

#20–23 that is in good agreement with the experimental refer-

ence spectrum. Note that, as pointed out by Sun and Brown,[17]

the low-intensity peak of the combined ring stretching and

bending mode #23 at 1452 cm@1, which we also observe in all
calculated spectra, could have been masked under the long

tail of the experimental peak at 1388 cm@1 and hence escape
assignment in the experimental spectrum. Moreover, with the

exception of CASSCF, all our computational approaches yield

as the most intense band of the RR spectrum of uracil the
C5=C6 stretching mode at 1622 cm@1, which appears to be in

contradiction to the relative intensity ratio compared with the
modes #18 and #19 as observed in the experiment. In addition,

both C=O stretching modes (#25 and #26) are too weak in in-
tensity compared with the C5=C6 stretching mode, although

the relative ratio between both modes #25 and #26 is well

captured by DMRG-SCF in contrast to all other electronic-struc-
ture models considered in this work. As indicated earlier, HF/

CIS performs particularly poorly, which seems all the more sur-
prising as it worked reasonably well in a number of earlier

studies on uracil.[7, 8, 10] Recalling that the experimental spec-
trum is recorded in an aqueous solution of uracil, a possible
origin for the generally observed discrepancies concerning the

three modes #24–26 could be rooted in explicit hydrogen
bonding between water and the carbonyl groups of uracil.[17] It

was found earlier in a theoretical microsolvation study of
uracil[86] that explicit hydrogen bonding leads to a distinct red-
shift of the carbonyl mode frequencies whereas the C5=C6
stretching mode frequency is hardly affected.

Turning finally to a comparison of our selected CAS models
for DMRG-SCF in Figure 5 with respect to their ability to (quali-
tatively) predict the RR spectrum of uracil, we note two distinct
changes in the peak intensity distributions across all RR spec-
tra: 1) the intensity ratio between the two main peaks below

frequencies of 1000 cm@1, namely modes #7 and #12, and
2) the intensity ratio between the ring stretching/bending

modes #18 and #19 at approximately 1200 cm@1 and the

C5=C6 stretching mode at 1622 cm@1.
Considering first the lower frequency bands, we find that

augmenting the starting CAS(14,10), which we considered in
the CASSCF calculations above, by Rydberg-type orbitals de-

creases the intensity ratio between both ring bending/ring
stretching modes. However, only by including the full set of

valence (s, s*, p/p*, and nO) orbitals in the DMRG-SCF(30,26)
calculation is there a clear inversion of the intensity ratio be-

tween both delocalized modes, which is in qualitative agree-
ment with the experimental intensity ratio. By contrast, taking

into account only part of the s, s* skeleton orbitals in the
DMRG-SCF(18,23) calculation reverts the intensity ratio, al-

though we find a much better relative distribution compared
with the starting CAS(14,10) reference data (cf. CASSCF spec-

trum in Figure 4). As discussed in Section 4.3.2, the entangle-

ment analysis for the S2 state clearly showed a mutual informa-
tion value >0.001 between all s/s* and p/p* orbitals, respec-
tively. Consequently, this could indicate non-negligible dynam-
ic correlation effects comprising the whole valence orbital
space, which are of particular importance for a qualitatively
correct description of the intensity ratio between these lower,

delocalized frequency modes.

Considering next the peak intensity ratio for the higher fre-
quency modes, the addition of Rydberg-type orbitals appears

to balance the intensity ratio towards the C5=C6 stretching
mode (cf. the DMRG-SCF(14,18) and DMRG-SCF(14,26) spectra

in Figure 5). This trend is, in agreement with the experimental
peak intensity ratio, reverted for DMRG-SCF calculations with

the full-valence CAS(30,26) space. Moreover, reducing the

number of skeleton s/s* orbitals in the DMRG-SCF(18,23) cal-
culation appears to have a smaller effect on the peak intensity

distribution of the higher frequency modes than was the case
for the lower frequency modes.

In summary, we find that for all DMRG-SCF calculations con-
sidered here, the best qualitative agreement between the cal-

culated and experimental RR spectrum can be obtained with

the full-valence active orbital space CAS(30,26). Taking into fur-
ther consideration the vertical excitation and excited-state en-

tanglement analysis of Sections 4.3 and 4.3.2, respectively, we
suggest that subsequent multireference calculations should

start from a CAS(18,23) reference wave function. The latter not
only provides a reasonable balance between capturing static

and dynamic electron correlation but still reproduces correctly

most of the experimental bands in the RR spectrum of uracil.
The fact that dynamic electron correlation is of importance not

only for obtaining a reasonable vertical excited-state spectrum
(cf. Section 4.3) can be seen from a comparison of the CASSCF

with the corresponding CASPT2 RR spectrum shown in
Figure 4. We conclude by emphasizing that we did not take

into account other effects, such as, for example, hydrogen

bonding and/or Duschinsky rotations, for our analysis and in-
terpretation of the calculated RR spectra of uracil in compari-

son to experiment. Except for the bands at frequencies around
1600–1700 cm@1, recent works[17, 75] showed that the latter ef-

fects play only a minor role concerning the peak positions and
intensities of the most prominent bands in the RR spectrum of

uracil.

5. Conclusions

In this work, we calculated within the short-time approxima-

tion the RR spectrum of uracil in the gas phase with TDDFT
(PBE0 density functional) and different ab initio wave function
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approaches including HF/CIS, CASSCF, CASPT2, and DMRG-SCF.
For the latter, we explored various active orbital spaces, which

were chosen according to electron correlation and quantum
information measures of the valence orbital space of uracil in

its bright (second) electronically excited singlet state. To facili-
tate a comparison of the calculated RR spectra of uracil, all

peak positions, that is, the vibrational frequencies, were calcu-
lated with PBE0 at the corresponding optimized ground-state

equilibrium structure.

Setting out from the currently accepted, standard active or-
bital space of 14 electrons in ten orbitals (CAS(14,10)) for

uracil, we found that the vertical excitation energy to the
bright singlet excited state can be largely improved by aug-

menting the CAS with Rydberg orbitals (mainly comprised of
3p-type orbitals). Further inclusion of all s/s* skeleton orbitals
of the pyrimidine ring led to an unbalanced treatment of non-

dynamical and dynamical electron correlation contributions,
which ultimately resulted in a reversion of the trend with re-

spect to the vertical excitation energies observed for augmen-
tation with Rydberg-type orbitals only.

Based on quantum information measures, we identified
a CAS(18,23) orbital space that comprises a set of Rydberg-

type orbitals as well as all s/s* skeleton orbitals that are of im-

portance to describe the photophysics of the low-lying elec-
tronic singlet excited states of uracil. Consequently, DMRG-SCF

calculations with the CAS(18,23) gave not only absolute verti-
cal excitation energies in reasonable agreement with experi-

ment but also yielded an energy gap between the first two ex-
cited singlet states that is the closest to its corresponding ex-

perimental estimate among all active orbital spaces for DMRG-

SCF considered in this work. In view of the above findings and
the qualitatively wrong RR spectrum, we consider the accuracy

of the CASSCF/CASPT2 vertical excitation energies obtained for
the initial CAS(14,10) orbital space to be likely a result of a for-

tuitous cancellation of errors.
A further comparison of the calculated with the experi-

mental RR spectra allowed us to assess the quality of the

DMRG-SCF excited-state gradients obtained for the different
choices of the active orbital space. In contrast to the vertical

excitation energies, calculations with the full-valence
CAS(30,26) gave the best quantitative agreement of the

main band intensities in comparison with the experimental RR
spectrum. Compared with previous work based on density

functional theory calculations, we observed larger deviations

from the experimental RR spectrum in particular in the low-fre-
quency part of the RR spectrum. Besides neglecting solvation

effects such as hydrogen bonding, the chosen assumptions in
our transform theory approach to RR intensities, for example,

neither allow for an account of Duschinsky rotations nor of
Herzberg–Teller vibronic couplings, where in particular the

former could be of significance for a correct intensity distribu-

tion of the low-frequency modes (cf. Ref. [10]). Moreover,
we further assumed within the IMDHO model that the poten-

tial energy surfaces of the ground and excited state are
harmonic, which could further contribute to the overestima-

tion of the relative intensities for the low-lying vibrational
modes. Although quantitatively less accurate for the predic-

tion of the relative intensities of the main bands in the RR
spectrum of uracil compared with the full-valence CAS(30,26),

we recommend CAS(18,23) calculations, combined with a
subsequent multireference approach to capture dynamical cor-

relation effects, as an appropriate choice while striving for ex-
cited-state dynamics of uracil both on short and on long time-

scales.
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