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Abstract

Many systems to monitor insect behavior have been developed recently. Yet most of these can only detect two-
dimensional behavior for convenient analysis and exclude other activities, such as jumping or flying. Therefore, the 
development of a three-dimensional (3D) monitoring system is necessary to investigate the 3D behavior of insects. 
In such a system, multiple-camera setups are often used to accomplish this purpose. Here, a system with a single 
camera for tracking small insects in a 3D space is proposed, eliminating the synchronization problems that typically 
occur when multiple cameras are instead used. With this setup, two other images are obtained via mirrors fixed at 
other viewing angles. Using the proposed algorithms, the tracking accuracy of five individual drain flies, Clogmia 
albipunctata (Williston) (Diptera: Psychodidae), flitting about in a spherical arena (78 mm in diameter) is as high as 
98.7%, whereas the accuracy of 10 individuals is 96.3%. With this proposed method, the 3D trajectory monitoring 
experiments of insects can be performed more efficiently.
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What triggers a particular behavior? Researchers have a great 
interest in finding the causes of various behaviors, and experiments 
to this are often carried out manually. Many quantitative measure-
ment tools have been devised to observe animal behavior, such as 
for the mouse (Giancardo et  al. 2013), housefly (Nasir and Mat 
2019), dragonfly (Tofilski 2004), and fruit fly (Martin 2004). Insects 
are often used in physiology and neuroscience investigations. For 
instance, Drosophila is a popular model organism because of its 
short life cycle and inexpensive breeding cost. Numerous systems 
can monitor and quantitatively analyze the movement of insects in 
two-dimensional (2D) space (Charabidze et  al. 2008, Robie et  al. 
2010, Ofstad et al. 2011, Donelson et al. 2012, Zabala et al. 2012, 
Wu et al. 2014, Brooks et al. 2016, Hughson et al. 2018). There are 
also some studies that utilized a marker-based method to track the 
insects (Mersch et al. 2013, Crall et al. 2015, Blut et al. 2017, Gernat 
et al. 2018, Ulrich et al. 2018). However, compared to the amount of  
2D insect tracking studies, far fewer tracking systems provide three-
dimensional (3D) spatial information. The lack of development in 
3D tracking tools is most likely attributed to the difficulty in con-
structing a robust trajectory in 3D space (Guo et al. 2018, Nasir and 
Mat 2019, Sun and Gaydecki 2021).

There are four pertinent issues to monitoring tiny animals in 3D 
space compared with the 2D one: 1) nonuniform lighting environ-
ment; 2) long view depth; 3) synchronization of multiple cameras; 
and 4) matching the same object from different viewing angles.

To date, in constructing a 3D tracking system, at least two cam-
eras were employed (Straw et al. 2010, 2011; Ardekani et al. 2013; 
van Breugel and Dickinson 2014; Wilkinson et al. 2014; Sinhuber 
et al. 2019). Some studies even used six cameras to simultaneously 
monitor a 1.5 × 0.3 × 0.3 m wind tunnel to obtain precise movement 
information (Straw et al. 2010). To improve the accuracy of tracking 
small animals or insects in such a large arena, the usage of two cam-
eras or more is inevitable. When two or more cameras are being used 
to observe 3D behavior, how the multiple cameras are synchronized 
becomes very critical consideration. Besides these difficulties, the 
cost of extra equipment, namely more cameras and lenses, may also 
hinder the development of the 3D tracking system.

To solve this problem, mirrors were often applied to replace 
additional cameras on the same baseline, with target positions 
computed according to some geometric constraints. For example, 
mirrors were used to replace two cameras on the same baseline in 
the case of bird tracking (de Margerie et al. 2015), and two mirrors 
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were positioned behind the tube of flies to get three viewing angles 
on the same plane (Kohlhoff et  al. 2011). Similarly, the present 
study integrates mirrors into the observation system, but a new 
design aspect is introduced: two mirrors are placed to create two 
other viewing angles on different planes. This setup provides 
the advantage of measuring the height of targets, without doing 
complex geometric calculations.

In addition to the problem of camera synchronization, it is 
harder to set up a homogeneously illuminated environment for a 3D 
than 2D monitoring system. An uneven lighting environment poses 
a challenge to identifying the true position of insects, especially for 
the tiny moving targets. For these reasons, a stereo tracking system 
is crucial yet seldom used for monitoring insects (Fry et  al. 2004, 
Wu et al. 2011, van Breugel and Dickinson 2012). The system de-
scribed and tested in this study provides a solution that resolves both 
problems. The stereo trajectory of insects in a transparent ball arena 
can be obtained using only one camera, with an image processing 
method integrated into this system. With our system, users can easily 

obtain the moving trajectory of multiple insects in 3D space, auto-
matically, bypassing camera synchronization problems.

Materials and Methods

The schematic of the tracking system is shown in Fig. 1A. Set atop 
the system to monitor the arena (78  mm in diameter) is a CCD 
(charge-coupled device) image sensor (Vieworks, VH-4MC-M/C 
20, Korea, 20 frames per second, 2,048  × 2,048 pixels) with a 
telecentric lens (Optoengineering, TC4M240F, Italy). Such lenses 
provide high-quality inspection results: in contrast to regular in-
dustrial lenses, they yield images with very low distortion rates and 
perspective errors. These unique characteristics of telecentric lenses 
enable the exact location of each insect to be identified. The frame 
rate, at 20 frames per second, is sufficient to capture the motion of 
drain flies, Clogmia albipunctata (Williston) (Diptera: Psychodidae). 
Successful motion sensing can be done with an image sensor at the 
appropriate frame rate, depending on the insect species.

Fig. 1.  Experimental setup of the 3D multiple-insect tracking system. (A) Overview of the system. A single camera is used to monitor insects in the bio-ball. (B) 
Detailed view of the inspection zone. The two mirrors convey the height information of the moving insects. Three LED lighting plates illuminate the bio-ball. (C) 
Demonstration of equivalent virtual cameras of this designed system.
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Figure 1B shows the details of the inspection zone. The bio-ball, 
which serves as the arena, is placed in the middle. It is built from 
two hemispheres; hence, their edges will cause a ring-shaped joint 
to appear in the image. Surrounding the bio-ball are two mirrors 
and three white LED (light-emitting diode) lighting plates, the latter 
serving as the light source in this system. One LED lighting plate 
is placed below the bio-ball, while the other two are placed on the 
side, perpendicular to each other, thereby providing two additional 
angles of view.

Figure 1C shows the equivalent virtual cameras of this system. 
The views of two equivalent virtual cameras and the real camera are 
in different planes and mutually perpendicular. The design of this 
mutually perpendicular view entails a key advantage: the extracted 
coordinates of insects in any view can be directly inferred along any 
two major coordinates (i.e., XY, YZ, or XZ coordinates), without 
additional calculations. Thus, this mutual perpendicular-view design 
makes matching the coordinates of insects in different views more 
efficient. The optical lever phenomenon doubles the effect of mirror 
tilting errors. In our study, the tolerance of angle error is 0.5°, which 
can cause a 0.8- to 1.5-mm displacement.

The position and the angle of lens and mirrors were well-
calibrated and fixed by a digital angle gauge, with a resolution of 
0.01° and an accuracy of ±0.05°. Two mirrors are fixed at angles of 
45 ± 0.05° with respect to the ground, and the angle of their stands 
is 90 ± 0.05°. These two angle errors are thus no greater than 0.1°, 
ensuring the equivalent virtual cameras are mutually perpendicular 
to each other; any distortion of the mirror image is verified by using 
Zhang’s camera calibration procedure (Zhang 2000).

Figure 2 is the flow chart of the offline image processing al-
gorithms we used, showing the steps for tracking insects in each 
zone and frame. Figure 3A demonstrates the method by which to 
identify the location of a given insect by matching the coordinates 
in different zones based on its position in zone III. In Fig. 4A, dis-
tinct areas are defined by the order of the quadrant, an expression 
widely used in mathematics and physics. In our system, zone III 
is an aerial view of the bio-ball. We define the XY coordinates in 
zone III as the XY values of overall 3D coordinates. Zones II and 
IV are the images generated from the two mirrors (fixed at a 45° 
angle with respect to the ground). The height information, called 
the Z-value, can be determined by matching the corresponding in-
formation in zones II and IV, these, respectively, providing informa-
tion for the XZ and YZ planes. In this way, we can correctly locate 
each insect in 3D space.

Tracking Insects
Background Extraction
The background subtraction method was used to extract the region 
in which insects are present. Theoretically, the easiest way to obtain 
the background image is to capture an image before every experi-
ment. However, when the arena is slightly moved or the luminance 
on the bio-ball has changed slightly, the differences however minor 
will create ‘noise’ that makes the image processing more difficult. We 
proposed a background extraction method that can generate a good 
quality background automatically from a video sequence with in-
sects present in the bio-ball. As shown in Fig. 3B, frames in the video 
are selected at intervals of 500. The intensity of each pixel is com-
pared with its corresponding pixels from other chosen frames; the 
maximum intensity value among different frames is then selected as 
the value of that background pixel. The background created by this 
method is robust even in a nonuniform lighting environment and 
reduces noise so that the insect positions can be reliably extracted.

ROI (Region of Interest) Detection
To increase the efficiency and accuracy of the image processing, 
the Hough transform was used to detect the ROI circle in the 
image. This circle defines the region of the bio-ball and thus re-
stricts the processing zone. After reducing the processing area 
through ROI detection, the computational time is greatly short-
ened. Moreover, the application of ROIs here can also mitigate the 
interference caused by reflections of insects that occur when their 
bodies shift to the edge of the bio-ball, thereby improving the final 
tracking result.

Dynamic Thresholding
When insects move to the dark edge or the ring, a fixed threshold 
value cannot be applied to extract their position, because their gray-
scale value will be very similar to that of the background. Thus, in 
this study, two threshold values are used. In regular situations, the 
higher threshold value (10.24) is employed to locate the insects. 
When insects move into the dark edge or under the ring-shaped 
joint, the number of regions detected after noise reduction may be 
less than the exact number of insects in the bio-ball. In this case, a 
lower threshold value (7.68) is applied to extract the insect positions. 
Although a lower threshold value helps to extract objects having 
low contrast, it is not used here as the default because it may harbor 
more noise.

Noise Reduction
Morphological processing is applied to remove the noise. Tiny ob-
jects (regions of 180 pixels or less in this study) are regarded as noise 
and removed entirely. In addition, an ellipse is fitted to each region, 
and the ratio of its major axis length to the minor axis length is cal-
culated. Those regions having a ratio >10 are defined as noise and 
removed.

Checking the Number of Regions and Detection of 
Touching Events
After excising the background noise, insect individuals can be iden-
tifiable by our system. Successful detection can be checked by com-
paring the number of detected regions with the number of expected 
individuals. If the number of detected regions is more or less than 
the number of expected individuals, extra procedures are applied as 
follows. Only when noise exists, will the number of detected regions 
exceed the number of expected individuals. Because noise does not 
appear continuously, the system will remove the region lacking con-
tinuity to address this condition. The calculation related to this is 
made in the identification step, in which the noise interference will 
be eliminated.

Only under two conditions is the number of detected regions 
less than the number of expected individuals: 1)  when an indi-
vidual lands on the junction of bio-ball’s two hemispheres, or 
2)  when two individuals are touching each other in the field of 
view. In regular processing, the higher threshold is set as the de-
fault threshold. But when the system finds the number of detected 
regions unequal to that of expected individuals, a lower threshold 
value is automatically applied to extract all the individuals again. 
Under this lower threshold, individuals under the shade of the 
bio-ball can be found. If after lowering the threshold the number 
of detected regions is still not equal to the number of expected 
individuals, the occurrence of touching event is deduced. In this 
case, the K-means method is applied to separate the touching 
foreground.
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Centroid Calculation and Initialization of the K-Means Method
The centroid of each region is defined as the position of each in-
sect. When two individuals are touching each other, applying the 
K-means method can distinguish each individual in the overlapping 
regions. The working principle of the K-means method is introduced 
in the Supp File (online only).

We applied the K-means method to all regions of foreground, 
rather than specifically to the region where the touching event oc-
curs. With an adequate frame rate, the centroids of individuals in 
the previous frame, that is, the last frame when they were identified 
as separate individuals, can be used to identify whether a touching 

event has occurred. These centroids are defined as the initial clus-
tering centroid of the K-means method.

Figure 5 demonstrates the process flow of the K-means method 
in this study. Red, blue, and green regions denote different identities. 
Figure 5A shows three centroids of insects before the touching event 
occurs (i.e., the N − 1th frame), these being the initial clustering 
centroids in the first iteration of the Nth frame. The distribution of 
initial clustering centroids is evidently crowded near the touching 
region (red and blue crosses); conversely, a single initial clustering 
centroid appears in the nontouching region (green cross). Therefore, 
the touching region will be separated by densely initial clustering 

Fig. 2.  Position extraction flowchart.

http://academic.oup.com/jinsectscience/article-lookup/doi/10.1093/jisesa/ieab079#supplementary-data
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centroids, while the nontouching region will remain a single cluster. 
Figure 5B displays the occurrence of the touching event (Nth frame) 
and the clustering result in each iteration. Finally, the clustering con-
verges at the fifth iteration. Through this process, the identities of 
both individuals remain unchanged while touching each other.

Identification
There are many solutions to the problem of identification; for ex-
ample, using the Kalman filter (Straw et al. 2011) or the particle filter 
(Pistori et al. 2010). The complex procedure used in those studies 
is not necessary and a much simpler tracking strategy is proposed.

Because the moving path of an insect is continuous and the 
period between two successive frames (0.1 s) is very short. Hence, 
we may assume the travel distance and the direction of an insect 
from frame t − 1 to frame t is almost the same as that from frame 
t − 2 to frame t − 1. Therefore, an estimated position was calculated 
by assuming that the distance and the direction traveled in the two 
previous frames would remain constant. The insect is identified by 
assigning to it the identity of the individual who was closest (least 
distant) to the estimated position. This procedure may provide add-
itional help to eliminate the noise which randomly appear.

Matching the Coordinates in Different Zones
Both the definition of the X and Y coordinates as well as the origin 
of the image are presented in Fig. 4A. The coordinates of the points 

in zone III are considered the references for matching the points in 
zones II and IV. The purpose of matching these coordinates is to de-
termine the height of each insect in the bio-ball.

Creation of the Pending Match Pool
To create the pending match pool, we collect all centroid data (X and 
Y coordinates) from zones II and IV and put them into a pool. At this 
stage, all points are ready to be matched with the reference points, 
albeit the corresponding coordinates in different zones may not be 
exactly the same. Hence, the threshold for corresponding conditions 
was set to 30 pixels.

X-Value Matching
The points in zone II whose X-direction distance to a reference 
point is less than 30 pixels are selected as candidate points. If only 
one candidate point ensues, this individual’s X coordinate has been 
successfully identified (Fig. 4B). This candidate is then removed 
from the pool, and the remaining reference points in the pool are 
matched.

Y-Value Matching
Similar to the X-value matching, we look for candidates with a 
Y-value distance to the reference point of less than 30 pixels. If 
just one candidate is chosen, the match between zone IV and the 

Fig. 3.  (A) Flowchart for the height matching, and (B) schematic of the process to generate the background.
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reference point is confirmed (Fig. 4B) and that candidate is also re-
moved from the pool.

Height (Z-Value) Matching
After completing the X- and Y-value matching, every reference point 
corresponds to two matching points from the pool, unless the X- 
or Y-value matching has failed. If the reference points only corres-
pond to one matching point, then the step of height matching is 
performed next.

For such one-point-match cases, it is possible to find the height. 
Using the obtained height information, a point with a height dif-
ference of less than 30 pixels can be found (Fig. 4C). If only one 
candidate is found, we can directly remove it from the pool. X-value, 
Y-value, and height matching were run iteratively until the matching 

result of the current iteration was the same as that of the previous 
matching.

Continuity Matching
The remaining points in the pool, which could not be matched 
in the previous steps, are matched to the reference points using 
trajectory continuity. The matching algorithm used for this is the 
same as that mentioned in the section Identification. After carrying 
out all the matching processes, the points in the three zones have 
been matched up successfully. In other words, each reference point 
corresponds to two matching points, one in zone II and one in 
zone IV, with no remaining points in the pool. At this stage, the 
3D position of every insect in the bio-ball has been determined for 
3D behavior monitoring.

Fig. 4.  Coordinate definitions and schematic of the matching process. (A) System coordinates. The blue circle denotes the origin, the red arrow indicates the 
positive y-axis direction, and the yellow arrow indicates the positive x-axis direction. (B) X- and Y-value matching with the reference point in zone III. (C) Height 
matching.
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Flying Movement Detection
Concerning the definition of the threshold for flying detection, some 
fundamental experiments have been done in this study. One hun-
dred flying bouts and 100 walking bouts were manually labeled. It 
was found that the flying speed (average flying speed: 145 mm/s, the 
minimum flying speed: 128 mm/s) is much faster than the insects’ 
walking speed (average walking speed: 6 mm/s). Hence, we can dis-
cern the type of activity engaged by the moving speed. Because the 
minimum flying speed is 128 mm/s, this study defines the flying be-
havior of a drain fly to be that of moving at 120 mm/s or greater. 
Furthermore, an additional 1,000 bouts of behavior were examined 
using this threshold; the accuracy of the flying behavior detection 
was 100%.

Ethical Note
The drain flies were captured in the wild. After 10 individuals were 
subdued with 98% CO2, they were loaded into the bio-ball (78 mm 
in diameter, transparent acrylic), and freely exposed to the experi-
mental arena for 10 min prior to the monitoring experiment. After 
the 10-min experimental period, all drain flies were released into the 
wild immediately. The total captive time of each drain fly was less 
than 30 min.

Results and Discussion

Many kinds of small and tiny insects are compatible for use with this 
tracking system, such as fruit flies, houseflies, bees, and mosquitoes. 

Fig. 5.  Demonstration of the process flow of the K-means method when a touching event happened in this study. Red, blue, and green regions denote different 
identities. (A) Three centroids of insects before a touching event (N − 1th frame) are the initial clustering centroids in the first iteration on the Nth frame. (B) The 
touching event (Nth frame) and clustering result in each iteration.
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The highly active drain fly was selected for this study to demonstrate 
the proposed system’s performance. The movement of drain flies is 
characterized by flitting. In our experiment, a camera with the frame 
rate of 20 fps is more than adequate to reliably track the drain flies 
at their maximum speed of 160 mm/s when they jumped. Thus, drain 
flies are ideal experimental subjects to test the proposed system. We 
should also note that both genders of the drain flies were used in 
this study.

Uneven Lighting Environment
Figure 6A presents a frame taken by this newly developed system. 
Here, 10 drain flies had been placed in the bio-ball. Upon examin-
ation, several 3D tracking problems are evident. For example, the 
uneven lighting environment and the dark edge created by the bio-
ball hinders the tracking of the insects.

Maintaining uniform lighting is much harder to achieve in a 3D 
environment than in a 2D situation. As seen in Fig. 6A, an example 
of poor lighting uniformity, the luminance clearly differs between 
different zones. Moreover, the dark edge of the bio-ball and the ring 
where its two hemispheres join, exist in each view. It is impossible 
to prevent the intrusion of such artifacts in these views, leaving it 
a daunting task to distinguish the insect in these regions. Enlarged 
views of these regions are shown in Fig. 6B–D: a drain fly concealed 
by the ring appears in both Fig. 6B and C, while Fig. 6D reveals the 
dark edge of the bio-ball. Under these critical conditions, color fea-
tures and a simple threshold value are insufficient to distinguish the 
insects from the background.

Even under a variable lighting environment, the tracking algo-
rithm we developed can still evaluate and elucidate the positioning of 

insects. We use one frame from a monitoring video with 10 drain flies, 
as an example (Fig. 7A), to demonstrate the outcome of each process.

Background Extraction
Due to the huge pixel intensity difference between the insects and the 
background, the method of collecting maximum pixel value among 
frames as the background is a robust and efficient way to generate 
a clear background. Figure 7B shows the background image cre-
ated from the insect-monitoring video by the method described in 
the Materials and Methods (section Background Extraction). The 
quality of the background subtraction result (Fig. 7C) is excellent, 
featuring a low level of noise.

ROI Detection
The red circles in Fig. 7D show the ROI, which was detected success-
fully by the Hough transform because of the accurate fit of the red 
circles to the edge of the bio-ball.

Dynamic Thresholding
Figure 8A is the binarized image after applying the higher threshold 
value, and drain fly no. 5 is covered by the ring of the bio-ball in 
the red-circled area. Hence, extraction of this drain fly was not suc-
cessful when using a high threshold. To overcome this condition, our 
proposed system employs the low threshold value automatically and 
repeats the binarization process, because the foreground has fewer 
regions than insects. As evinced by Fig. 8B, the drain fly covered by 
the ring is now revealed after using the lower threshold. Different 
marks in Fig. 8C denote the centroids of each insect.

Fig. 6.  Challenges to extracting the positions of insects. (A) An example image of insects in the bio-ball. Here, circles B–D show insects that are difficult to locate 
because the contrast between them and the background is very low. (B and C) Close-up view of insects under the ring of the bio-ball. (D) Close-up view of an 
insect that has moved to the dark edge of the bio-ball.
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Centroid Calculation and Tracking
After the centroids of the drain flies in these three zones have been 
verified, the points in these three zones are matched to obtain the 
height information, as illustrated in Fig. 8D. In the case of a two-
individual touching event, this study applied the K-means method to 
cluster the overlapping regions. The accuracy of identity identifica-
tion after the touching event took place is 99.4% (i.e., 994 correct 
identifications out of 1,000 touching events). The individuals’ iden-
tity is checked manually.

Computation Time
In this study, a desktop system having eight cores (Intel Core 
i7-9700F) running at 3.00 GHz with 16 GB of random-access 
memory was used as the evaluation platform. Its average compu-
tation time is 0.08 seconds per frame. Here, it took just 16 min to 
complete the analysis of 10 min of insect behavior monitoring. The 
code is freely available for download at: https://doi.org/10.5061/
dryad.qrfj6q5gm.

Flying Movement Detection
The two supplementary videos generated from our same experi-
mental trial show the detection of flying behavior captured by video 

and its corresponding 3D trajectory (Supp Video 1 and Video 2 
[online only]). Flying movements are marked with red circles. Both 
videos demonstrate that this system can distinguish the flying be-
havior from walking activity of drain flies.

Method for a Tracking Accuracy Test
It is difficult to know the true 3D coordinates of an insect to conduct a 
tracking accuracy test because these coordinates are human-defined. 
The position/angle of the lens and mirrors were well-calibrated in 
this study; therefore, the geometric relationship between lens and 
mirrors is precise and steady. This means that, if the position of an 
insect can be matched fully across zones II, IV, and III, the 3D coord-
inate calculated by this system is deemed ‘correct’. Therefore, it is not 
necessary to know the true 3D coordinates for checking the system’s 
tracking accuracy.

Two tracking experiments were conducted with 5 and 10 drain 
flies, respectively, to demonstrate the feasibility of our proposed 
methodology. After these tracking experiments, the accuracy of the 
tracking system was manually examined, by reviewing whether each 
insect extracted was matched correctly in zones II, IV, and III—or 
not. Hence, accuracy is defined as: the number of correctly extracted 
and matched divided by the total number of insects tested.

Fig. 7.  Background subtraction process and the result of ROI detection. (A) Ten drain flies placed in the bio-ball. (B) Background created from a video sequence. 
(C) Result of the background subtraction. (D) Red circles indicating the ROI generated by this system.

https://doi.org/10.5061/dryad.qrfj6q5gm
https://doi.org/10.5061/dryad.qrfj6q5gm
http://academic.oup.com/jinsectscience/article-lookup/doi/10.1093/jisesa/ieab079#supplementary-data
http://academic.oup.com/jinsectscience/article-lookup/doi/10.1093/jisesa/ieab079#supplementary-data
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The accuracy of 3D tracking for 5 drain flies was 98.7% (1,481 
correct out of 1,500 tracking times) and that for 10 drain flies was 
96.3% (2,889 correct out of 3,000 tracking times). These high 
tracking accuracy values demonstrate that our proposed system’s 
methodology can successfully extract the 3D trajectories of multiple 
insects when using its setup requiring a sole camera. Figure 9 pres-
ents a map of what the estimated 3D trajectories look like. Different 
colors and numbers are used to represent the different identities of 
insect individuals.

This study proposed a methodology to track multiple insects 
by utilizing a single camera in an uneven lighting environment. The 
novel mirror arrangement, of placing mirrors at the angle of 45°, can 
address the synchronization problem successfully. By using two mir-
rors, the problem of synchronizing multiple cameras can be skipped, 

rendering a complex experimental design moot. The new mirror ar-
rangement provides three viewing angles on mutually perpendicular 
planes. More specifically, via geometric relationships, the height of 
the insects can be easily obtained through image processing and cal-
culation. Moreover, through using the proposed method, complex 
mapping procedures are no longer needed. The system can success-
fully track multiple small insects and determine their corresponding 
3D positions. The position extraction method and the algorithm for 
matching individual insects among three zones are both effective and 
robust. The accuracy of 3D tracking for 5 and 10 drain flies is, re-
spectively, 98.7% and 96.3%. Even in some critical situations, such 
as when one or more insects move to the dark edge or ring of the 
bio-ball, our experimental results show that both problems can be 
successfully solved.

Fig. 8.  The outcome of each step in the position extraction method. The red circles show a drain fly no. 5 covered by the ring of the bio-ball. (A) Drain fly no. 5 
cannot be extracted when using the higher threshold value. (B) Drain fly no. 5 is successfully detected after the system thresholds the image using the lower 
threshold value. (C) Different marks indicate the centroids of each drain fly individual. (D) Different colors denote the individual matching of the drain flies in 
the different zones.
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In closing, we anticipate that 3D trajectory monitoring ex-
periments in studies of insect behavior and neuroscience could 
be performed more efficiently with this proposed system and its 
methodology.

Supplementary Data

Supplementary data are available at Journal of Insect Science online.
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