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Abstract
This article explores challenges for bridging the gap between scientists and healthcare professionals in artifical 
intelligence (AI) integration. It highlights barriers, the role of interdisciplinary research centers, and the importance 
of diversity, equity, and inclusion. Collaboration, education, and ethical AI development are essential for optimizing 
AI’s impact in perioperative medicine.
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Introduction
Artificial intelligence (AI) is transforming how (health-
care) tasks are performed by enabling artificial agents 
to process environmental inputs and execute intelligent 
actions, often enhancing or replacing human interven-
tions [1]. While definitions of AI keep evolving, recently 
it has been defined as ‘systems that display intelligent 
behaviour by analysing their environment and taking 
actions - with some degree of autonomy to achieve spe-
cific goals’ [2].

Recent advancements in machine learning algorithms 
and foundation models have significantly increased AI’s 
capabilities and accessibility, mainly through natural 
language processing, multimodal AI models, efficient 
transformer architectures, and self-supervised learning 
techniques, enabling more personalized AI assistants and 
innovations. As a result, AI is rapidly evolving to become 
a cornerstone in modern healthcare, offering tools for 
diagnostics, predictive analytics, interventions, care, and 
workflow optimization [3, 4, 5].

In perioperative medicine, AI can enhance patient 
care by optimizing drug dosing, and predicting compli-
cations such as hypoxemia or hemodynamic instability 
[6]. Moreover, AI can be a powerful tool to train safely 
new generations of anesthesiologists and surgeons [7]. 
However, successful AI integration into clinical settings 
depends not only on technological advancements but 
also on seamless collaboration between AI scientists and 
healthcare professionals [8].

As such, introducing a new AI technology within 
healthcare is more than just adding a technical system, 
it impacts the distribution of tasks, professional identity 
and use of resources [9].

Consequently, AI scientists and healthcare profes-
sionals bring their own distinct expertise to the table: 
AI scientists excel in algorithm development and data 
modeling, while healthcare professionals focus on patient 
safety, clinical workflows, and ethical considerations. 
Inherent differences in their professional views and key 
performance indicators may lead to communication chal-
lenges and misaligned priorities.

This editorial examines the key barriers to interdis-
ciplinary collaboration, explores strategies to enhance 
cooperation, and discusses the role of DEI (diversity, 
equity and inclusion) in creating ethical AI tools.

Challenges in interdisciplinary collaboration
AI scientists and physicians operate within vastly dif-
ferent intellectual frameworks and their priorities often 
diverge [8].

AI scientists focus on machine learning algorithms, 
data processing, and computational efficiency, often 
working in spaces far removed from clinical environ-
ments. Many of the challenges they tackle have AI 

solutions that work “most” of the time, building on data 
where there are correct (“right”) and incorrect (“wrong”) 
datapoint assignments. In contrast, anesthesiologists 
prioritize real-time decision-making, patient safety, the 
nuances of human physiology, and ethical dilemmas. 
Many of the challenges they tackle, do not have a “right” 
or “wrong”– but each option comes with advantages and 
disadvantages that might be assessed by different people 
in different ways and / or differently by the same person 
over time. (Fig. 1)

These differences can lead to misunderstandings when 
translating clinical needs into technical specifications. 
For instance, an AI scientist might design a predictive 
model for intraoperative complications without fully 
understanding the dynamic and high-stakes nature of 
perioperative medicine, as well as the ultimate conse-
quences of these complications [10]. Additionally, causal 
relationships between different factors might not be well 
captured in the AI model, leading to spurious correla-
tion. These considerations might lead to predictions that 
are not adequate for the complexity of the clinical task. 
Conversely, physicians may struggle to grasp the limita-
tions of AI systems, such as the reliance on high-quality 
data or the risk of overfitting [11]. This might lead to 
unrealistic expectations and disappointments on the side 
of the healthcare professionals, when these AI tools are 
developed in a vacuum. An example of this might be the 
reliance on AI for predicting operating room turnovers 
without keeping in mind human factors and limitations 
(complexity of cases; patients not being prepared, etc…).

Bridging this knowledge gap is essential to ensure that 
AI tools are both technically sound, clinically relevant, 
and can be integrated into healthcare as a complex socio-
technical system [12].

Strategies for effective interdisciplinary communication
Medical AI research centers are critical in integrating 
fundamental and applied research, ensuring that theo-
retical advancements lead to practical innovations [13]. 
These centers provide a structured environment where 
AI scientists and clinicians collaborate from the outset, 
allowing for the development of research questions that 
are both clinically relevant and ethically sound. The col-
laboration of AI experts and physicians from the begin-
ning can create a fertile ground for collaboration and the 
development of new research questions that are both 
appropriate and ethical [13]. Differences in understand-
ing can easily be taken care of in the beginning of proj-
ects, but might be harder to take into account, when 
discovered later on. Moreover, these centers enable to 
leverage large funding opportunities focusing on inter-
disciplinary projects. Many funding bodies prefer to 
fund projects in centers that have a history of successful 
projects.
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Another approach, if the development of a research 
center is too challenging for small institutions, is the 
introduction of translational roles that can facilitate com-
munication between AI scientists and physicians [14]. 
These roles could bring closer AI scientists and doc-
tors. They could be filled by individuals with expertise 
in both domains, such as clinicians with a background in 
data science or AI scientists with experience in health-
care. However, with the advent of AI, the skillset overlap 
required broadens significantly, and experts in both AI & 
healthcare are paramount. As such, clinicians with an AI 
background must sit together with AI experts, they must 
collaborate from the beginning, from the preprocessing 
and cleaning of the dataset. This can significantly reduce 
misunderstandings and ensure that AI tools are designed 
with clinical applicability in mind, while ensuring exper-
tise in all fields.

By prioritizing the needs and preferences of clini-
cians, such as optimizing clinical workflows, data scien-
tists can create AI tools that are intuitive, user-friendly, 
and seamlessly integrated into existing workflows. Tech-
niques such as user interviews, persona development, 
and usability testing can provide valuable insights into 

the real-world challenges faced by physicians, guiding the 
iterative refinement of AI solutions.

A key point here is to understand how these tools are 
actually used in practice [15].

The creation of these tools need to be followed by regu-
lar feedback loops, recurrent progress reviews, external 
validation and the establishment of user-friendly designs 
based on real-world clinical input. These feedback loops 
create a collaborative environment where both groups 
feel heard and valued, fostering a sense of shared owner-
ship over the final product [16].

Early and iterative user testing is crucial for identify-
ing gaps and ensuring that AI tools align with clinical 
workflows [17]. Customizable interfaces can help accom-
modate individual preferences without compromising 
system functionality. For example, physicians might be 
able to tailor the display of an AI tool to show only the 
most relevant metrics or alerts, enhancing usability and 
reducing cognitive load [18].

By involving healthcare professionals in prototype 
testing, dashboard developers can gather feedback on 
usability, functionality, and design, enabling continuous 
improvement and overall improving patient care [19].

Fig. 1  Interdisciplinary Collaboration for AI Integration in Perioperative Medicine
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Education and training
Early education and training in medical school are 
essential for bridging the chasm between AI scientists 
and physicians [20]. Clinicians should receive training 
on the capabilities and limitations of AI tools, while AI 
scientists should be exposed to clinical environments 
to gain firsthand experience with the challenges faced 
by physicians. Anesthesiology societies should take a 
leading role in promoting and providing AI training, 
ensuring that anesthesiologists are equipped with the 
knowledge and skills necessary to fully understand the 
implications of using or developing AI-driven tools. 
All involved would benefit to learn how to collabo-
rate effectively with people of a different profession. It 
takes time, for example, to learn each other’s language, 
thinking patterns and most of all values.

Ethical AI
One of the noteworthy limitations of AI systems, are 
the data they are trained on. Unfortunately, many 
datasets used in healthcare AI are biased, underrep-
resenting certain populations based on factors such 
as age, gender, ethnicity, or socioeconomic status [21, 
22, 23]. These biases can lead to disparities in care, 
as AI tools may perform poorly for underrepresented 
groups. For example, an AI model trained primar-
ily on data from younger, healthier patients may not 
accurately predict complications in older or more 
complex patients [24]. 

Addressing these biases is crucial to ensuring that 
AI-driven decision-making adheres to fairness, trans-
parency, and accountability principles [24, 25, 26]. Bias 
mitigation techniques, such as re-sampling, re-weight-
ing, or adversarial debiasing, should be employed to 
ensure equitable performance across patient popula-
tions [25, 27]. Additionally, without a robust ethical 
framework, the potential for these technologies to 
exacerbate existing disparities remains a significant 
concern in their implementation. Recently, official 
organizations within the USA and Europe elicited rec-
ommendations for fairness in AI and algorithmic bias 
management [28, 29]. The underlying assumption is 
that most problems in complex modern healthcare 
require more than one perspective to find viable, sus-
tainable, and cost-effective solutions.

Diversity within development teams is also critical for 
creating inclusive AI tools [30]. Teams should include 
professionals from a range of backgrounds, including 
physicians, nurses, IT staff, and patient advocates. By 
incorporating diverse perspectives from key stakehold-
ers, development teams can better anticipate and address 
potential biases or usability issues, resulting in more 
equitable and effective solutions.

Future research directions
Developing early-on interdisciplinary training programs 
can equip professionals with the skills needed to navi-
gate the intersection of AI and medicine. For example, 
medical schools could offer courses on AI basics, while 
computer science programs could include modules on 
healthcare applications. In all schools, it would make 
sense to help students learn to work with people of differ-
ent backgrounds.

Good quality in-depth research that explores the bar-
riers to the implementation of AI in perioperative medi-
cine needs to be backed by multiple professional societies 
through specific grants [31].

Moreover, the creation of shared collaboration plat-
forms can facilitate real-time testing, user-friendly 
designs and refinement of AI solutions. These platforms 
could include simulation environments where AI scien-
tists and physicians can interact with prototypes, iden-
tify issues, and propose improvements. This includes 
documenting case studies of successful and unsuccessful 
AI implementations in perioperative medicine. As such, 
this can provide valuable insights into best practices 
and common pitfalls. These case studies can serve as a 
resource for future interdisciplinary projects.

Conclusion
In conclusion, the integration of AI into perioperative 
medicine holds immense promise but requires effective 
collaboration between AI scientists and physicians. By 
addressing communication barriers, valuing interdisci-
plinary cooperation with all stakeholders, and prioritiz-
ing DEI considerations, we can develop AI tools that are 
both technically robust, user-friendly and clinically prac-
tical. A focus on mutual understanding, respect, ethics 
and shared goals is essential for realizing AI’s full poten-
tial in enhancing patient safety and care.
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