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ABSTRACT: Proteins are dynamic entities that intermittently depart from their
ground-state structures and undergo conformational transitions as a critical part
of their functions. Central to understanding such transitions are the structural
rearrangements along the connecting pathway, where the transition state plays a
special role. Using NMR relaxation at variable temperature and pressure to
measure aromatic ring flips inside a protein core, we obtain information on the
structure and thermodynamics of the transition state. We show that the
isothermal compressibility coefficient of the transition state is similar to that of
short-chain hydrocarbon liquids, implying extensive local unfolding of the
protein. Our results further indicate that the required local volume expansions of
the protein can occur not only with a net positive activation volume of the
protein, as expected from previous studies, but also with zero activation volume
by compaction of remote void volume, when averaged over the ensemble of
states.
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■ INTRODUCTION

Protein motions are essential for biological function. Func-
tionally important protein dynamics often involve rare
transitions between alternative conformations that require
collective movement of many atoms, taking place on relatively
slow time scales, on the order of microseconds to milliseconds.
Over the last couple of decades, development of NMR
relaxation dispersion methods has enabled in-depth studies of
conformational exchange dynamics, highlighting the critical
role of lowly populated, high-energy conformations for protein
function.1−3 While these studies have made it possible to
characterize the properties of high-energy states, much less is
known about the transition states of the free-energy barriers
between the ground and high-energy states. Understanding the
protein motions that enable conformational changes requires
characterization of the transition states to assess the extent of
structural and energetic perturbation of the protein as it passes
the free energy barrier between basins in the energy landscape.
Aromatic ring flips, i.e., 180° jumps around the χ2 dihedral

angle (or the imaginary Cβ−Cγ−Cζ-axis) in phenylalanine and
tyrosine residues, represent a hallmark of protein dynamics4

first revealed by seminal studies in the mid-1970s that
fundamentally changed the view of proteins by demonstrating
their highly dynamic character.5−7 The apparently simple
reaction coordinate of ring flipsin the case of phenylalanine,
the two end states have an identical conformationmakes for
an attractive system to investigate the nature of the transition-
state ensemble and its thermodynamic properties. The

activation enthalpy and activation entropy of ring flips have
been characterized by temperature-dependent NMR experi-
ments for only a handful of proteins.5,7−13 Indeed, despite the
long history of studying ring flips, there are not many proteins
for which ring flip rates have been measured experimen-
tally.5−18 In fact, experimental characterization of ring flip rates
did not progress much after the groundbreaking observations
in the 1970s, partly because of limitations of the NMR
technique, which required well-resolved signals in the slow-
exchange regime. Recently, there has been a renaissance in
these types of studies,11,13,19,20 enabled by methodological
advances, including site-selective isotope labeling of aromatic
side chains,21−27 relaxation dispersion experiments tailored to
aromatic rings,28−31 and improved analysis that takes into
account the effects of strong 1H−1H J-coupling within the
aromatic ring.16

The densely packed interior of globular proteins implies that
ring flips can occur only upon the formation of substantial void
volume around the ring. Thus, it is of significant interest to
characterize such activation volumes with the aim to obtain key
information about the conformational fluctuations of the local
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ring environment. Activation volumes of ring flips can be
determined from pressure-dependent NMR experiments,
which have been performed on a small number of
proteins.8,13,14,32 Applying high hydrostatic pressure is an
elegant means to shift the equilibrium between different states,
often in a fully reversible way.33−37 Pressure-dependent studies
yield access to additional thermodynamic parameters, includ-
ing the difference between states in their partial molar volumes
and isothermal compressibilities. Furthermore, by varying both
pressure and temperature, it is possible to determine the
pressure−temperature phase diagram of a process (Figure 1)

and probe the thermal expansion and heat capacity.34 Most
pressure-dependent studies on proteins have addressed
folding−unfolding equilibria,34,38−40 where the effects are
large and can be studied efficiently by low-resolution methods
(e.g., fluorescence, UV, or CD spectroscopy). High-pressure
NMR spectroscopy offers significant advantages, including a
high-resolution view of protein structure and dynamics.33,41−47

NMR studies have revealed the effect of pressure on the native-
state protein structure14,48,49 and its hydrogen bond net-
work44,46 as well as on protein-folding kinetics42,50−54 and the
pressure−temperature phase diagram of protein folding.38

Here, we employ pressure- and temperature-dependent
NMR relaxation dispersion experiments to determine the
activation enthalpy (Δ‡H0), entropy (Δ‡S0), volume (Δ‡V0),
and isothermal volume compressibility (Δ‡κ′) of aromatic ring
flips for F52 in the B1 domain of protein G (GB1); see
Materials and Methods for a description of the underlying
theory. Together, these thermodynamic parameters provide
unique information on the structural and energetic properties
of the transition state. The four parameters paint a consistent
picture of the transition state as being expanded with a
concomitant loss of favorable interactions, an increase in the
number of populated conformations, and a compressibility
considerably greater than that of the ground state. The results
further indicate that ring flips can occur via two comple-
mentary mechanisms that involve either a positive activation
volume, as previously observed, or positive volume fluctuations
that, on average, are compensated by compaction of remote
void volumes to yield a net zero activation volume. Taken

together, these observations reveal that the local density of the
protein core is considerably perturbed by frequent fluctuations.

■ RESULTS AND DISCUSSION
We focused in this study on the aromatic ring of F52 in protein
GB1, which gives rise to high-quality R1ρ relaxation dispersion
profiles over a wide range of temperature and pressure. Several
factors restrict the ranges of temperature and pressure over
which ring flips can be studied in aqueous solution, including
the obvious limitations imposed by the freezing and boiling
points of water. Second, most proteins have limited thermal
stability and often start to unfold even below 50 °C and
ambient pressure. Third, the sensitivity of NMR experiments
designed to study exchange processes depends critically on
various system parameters that in turn depend on temperature
and pressure, such as the kinetic rate constants in relation to
the chemical shift difference between the exchanging states.
However, F52 has a sizable 13C chemical shift difference (Δδ)
between the two ε-positions of the ring, which we measured
under slow-exchange conditions,13 leading to significant
relaxation dispersion also at higher flip rates. For this residue,
the counteracting effects of increasing pressure (which
decreases the flip rate) and increasing temperature (which
increases the flip rate) serve to keep the flip rate within the
NMR-observable window under conditions where the protein
is fully folded. This is in contrast to the other aromatic rings in
GB1, which yield suitable R1ρ relaxation data only at higher
temperatures and ambient pressure and therefore cannot be
characterized at higher pressures, because the required raise in
temperature leads to the onset of unfolding. The aromatic ring
of F52 is occluded in the protein core, where it is surrounded
by the side chains of Y3, F30, W43, and Y45 (Figure 2). We

used GB1 samples site-specifically 13C-labeled using 2-13C
glucose, which results in 20% 13C incorporation at the ε-
positions of Tyr and Phe.24 This labeling scheme is sufficient
for small- to medium-sized proteins that can be investigated at
concentrations of 1 mM or higher. Higher 13C incorporation
levels can be achieved using chemically synthesized precursors
that are metabolically closer to the product, e.g., 99% 13C
incorporation has been reported for the ε-position in Phe;23

such labeling schemes also enable site-specific deuteration,
which might be beneficial for larger proteins.21,23 However, the
present level of 13C incorporation can be used advantageously
in combination with the transverse relaxation-optimized
spectroscopy (TROSY)-selected R1ρ relaxation dispersion

Figure 1. Schematic representation of pressure−temperature phase
diagrams ΔG(p,T) for a protein. (A) Protein stability. Different
regions for ΔV and ΔS are indicated. Lines indicating ΔV = 0 and ΔS
= 0 are shown in green and orange, respectively. The same principles
hold for equilibrium and kinetic diagrams. (B) Schematic
representation of a phase diagram Δ‡G(p,T) for a ring flip process,
as addressed in the text. The green line Δ‡V = 0 divides the pressure−
temperature surface into regions of Δ‡V > 0 (full line) and Δ‡V < 0
(dashed line). Distinctions between the phase diagrams in (A) and
(B) originate from the different numbers of temperature-dependent
parameters, which determine the shape of the contour lines.

Figure 2. Protein GB1 structure overview. The backbone is shown in
ribbon representation, and aromatic side chains are shown as space-
filling spheres. F52 is colored cyan. PDB entity 1pgb.62
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experiment, which leads to a significant reduction of the
inherent transverse relaxation rates (R2,0) and therefore
dramatically increased sensitivity to conformational ex-
change.28,29 We acquired 18 13C R1ρ relaxation dispersion
curves of sufficient quality at temperatures between 10−40 °C
and pressures between 0.1−200 MPa (Figure S1). We
determined the ring flip rates, kflip, by global fitting of the
dispersion data across all temperatures at a given pressure, with
the restrictions kflip(Thigh) > kflip(Tlow) and R2,0(Thigh) ≤
R2,0(Tlow), yielding the results summarized in Table 1. The
values of kflip determined here are on the order of 104 s−1,
which is at the higher end of previously measured flip rates
(101−105 s−1)7−9,11,12 but a factor of 105 slower than those
inferred for surface-exposed aromatic rings in ubiquitin via
their effect on 13C order parameters.55 The wide range of flip
rates reflects the strong dependence of the ring dynamics on
the packing density and stability of the local protein
environment.

Activation Enthalpy, Entropy, and Volume from Separate
Temperature- or Pressure-Dependent Analyses

We analyzed 18 flip rates obtained at 5 different pressures
(0.1−200 MPa) by performing nonlinear fits using the Eyring
equation, eq 8, to derive five different pressure-dependent
activation enthalpies that vary between (51 ± 2) kJ mol−1 and
(54 ± 2) kJ mol−1 and a single, global activation entropy of (11
± 7) J mol−1 K−1 (Figure 3); the activation entropy is pressure-
independent as a consequence of assuming that the isobaric
volume expansivity is negligible, Δ‡α′ = 0; see eq 3. The

narrow temperature range accessible in these experiments
limits the precision in Δ‡S. The pressure-dependent increase in
activation enthalpy is small, in agreement with the only
previous study addressing this issue,8 and the derived
activation entropy is positive in agreement with all previous
experimental studies of ring flip rates.5,7−13 The activation free
energy is very similar to the value determined in our previous
study based solely on temperature-dependent measurements,
whereas both Δ‡H and Δ‡S are lower than the previous
estimates,13 emphasizing the difficulties of deconvoluting the
two parameters in that case. However, these differences have
no impact on the present study, which is self-consistent. The
very limited variation in Δ‡H indicates that this parameter can
be considered temperature- and pressure-independent.
Next, we fitted eight flip rates measured at three temper-

atures (10, 15, and 20 °C) against pressure according to eq 9
to derive a global activation volume of (17 ± 2) mL mol−1

(Figure 4), which is somewhat smaller than that measured in

our previous study.13 In agreement with all previous
experimental studies, the activation volume is positive.8,13,14,32

The positive values of both Δ‡S and Δ‡V are consistent with
the expectation that the transition-state ensemble is more
expanded with a greater number of conformations than the
ground state, which is densely packed and conformationally
restricted. Note that in the present context, the “transition
state” refers specifically to the activation barrier of the ring flip
process.
The pressure-dependence of the flip rate directly shows that

it decreases progressively with increasing pressure (Figure 3).
That is, the fitted lines, describing the flip rate as a function of
temperature, approach each other as pressure increases.
Furthermore, determination of the activation volume using

Table 1. Ring Flip Rates for F52 at Different Pressures and Temperaturesa

kflip (10
3 s−1)

p (MPa) 10 °C 15 °C 20 °C 25 °C 30 °C 35 °C 40 °C

0.1 8.5 ± 0.8 10.2 ± 0.7 14.2 ± 0.7
50 4.6 ± 0.6 7.5 ± 0.6 9.5 ± 0.5 13.1 ± 0.5
100 7.7 ± 0.5 9.8 ± 0.5 13.6 ± 0.5
150 4.7 ± 0.5 8.3 ± 0.5 11.5 ± 0.4 18.8 ± 0.7
200 7.0 ± 0.9 9.9 ± 0.7 15.0 ± 0.8 21.7 ± 1.3

aDerived with the restriction kflip(Thigh) > kflip(Tlow), R2,0(Thigh) ≤ R2,0(Tlow).

Figure 3. Temperature-dependence of flip rates. kflip is plotted as a
function of 1/T at different pressures: 0.1 MPa (black), 50 MPa
(red), 100 MPa (magenta), 150 MPa (green), and 200 MPa (blue).
The fits of eq 8 to the data are displayed as solid lines. The data are
represented using a logarithmic y-axis to show the expected linearity,
but the fit was performed using nonlinear regression of kflip on T. Data
were fitted globally to a common activation entropy (Δ‡S) and
different apparent activation enthalpies (Δ‡H) at the different
pressures.

Figure 4. Pressure-dependence of ring flip rates. kflip is plotted as a
function of pressure at different temperatures: 10 °C (black), 15 °C
(blue), and 20 °C (red). The fits of eq 9 to the data are displayed as
solid lines. The data are represented using a logarithmic y-axis to show
the expected linearity, but the fit was performed using nonlinear
regression of kflip on p.
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only rates measured at higher pressure results in a smaller
activation volume. Therefore, it is clear that the activation
volume alone cannot account for the observed pressure-
dependence, demonstrating the requirement to include the
isothermal volume compressibility κ′ in the model, which
amounts to introducing a second-order pressure-dependence
of the activation free energy; see eq 6.
Pressure−Temperature Phase Diagram of the F52 Ring
Flip

We performed a global fit of eq 6 to all derived ring flip rates,
so as to determine the Gibbs free energy (Δ‡G0), activation
entropy (Δ‡S0), and activation volume (Δ‡V0) at the reference
point as well as the volume compressibility of activation (Δ‡κ′)
(Figure S2A). The reference point (p0, T0) was set to
atmospheric pressure (0.1 MPa) and 20 °C. By comparison, a
global fit without the compressibility factor included describes
the experimental data visibly worse (Figure S2B). Inclusion of
Δ‡κ′ reduces χ2red (i.e., χ2 normalized by the number of
degrees of freedom) from 4.4 to 2.0, which is significant as
gauged by F-tests based on Monte Carlo simulations. The
probability that inclusion of Δ‡κ′ would reduce χ2 as much as
observed even if it is not the correct model (overfitting; type I
error) is pI < 0.001. The probability that the model including
Δ‡κ′ does not reduce χ2 as much as observed when it is the
correct model (type II error) is pII ≈ 0.07. In other words, the
probability is low that a fit without Δ‡κ′ would describe the
data as well as actually observed.
The global fit resulted in Δ‡κ′ = (0.13 ± 0.02) mL mol−1

MPa−1, which we analyze in detail below. Further, Δ‡G0 =
(48.2 ± 0.1) kJ mol−1 and Δ‡S0 = (17 ± 7) J mol−1 K−1 (Table
2), both corresponding well with the values obtained when

including only the temperature-dependence. The activation
volume was determined to Δ‡V0 = (28 ± 2) mL mol−1 = (46 ±
3) Å3, which is substantially larger than the value obtained
when considering only the pressure-dependence, (17 ± 2) mL
mol−1 (Figure 4); the apparent discrepancy arises because the
higher-order model deconvolutes the activation volume from
the volume compressibility. However, the result is in fair
agreement with our previous study on GB113 and activation
volumes obtained for other systems, which range from 27 to 51
mL mol−1.8,13,14,32 Δ‡V0 can be compared to the volume
available to the F52 ring in the ground state, which is 125 Å3

(see below). Notably, the sum of the ground-state volume and
activation volume (125 + 46 = 171 Å3) matches well with the
volume of the sphere swept out by a rotating aromatic ring,
164 Å3.32

The pressure−temperature phase diagram calculated from
these values is shown in Figure 5A. It displays a parabolic
shape for the contours of constant Δ‡G, with lower Δ‡G values
at higher temperatures, according to the positive sign of Δ‡S0,
which indicates an increase in the number of populated
conformations of the transition-state ensemble compared to

the ground state. The experimentally measured activation free
energies are located in the region where Δ‡V > 0, with data
points obtained at higher pressures approaching the line Δ‡V =
0, which occurs at about 215 MPa.
After having established the model for deriving the

pressure−temperature phase diagram of the F52 ring flip
(including the volume compressibility of activation Δ‡κ′), we
performed a global fit of all R1ρ relaxation dispersion profiles
directly to the model described by eq 6 in order to possibly
minimize uncertainties in the fitted activation parameters
(Figure S1, red lines). As a consequence of this approach, all
derived flip rates now fall directly on the curves describing the
model; see the dependence of kflip on T−1 (Figure S2C). The
new global fit resulted in Δ‡G0 = (48.4 ± 0.1) kJ mol−1, Δ‡S0 =
(5 ± 5) J mol−1 K−1, Δ‡V0 = (24 ± 2) mL mol−1, and Δ‡κ′ =
(0.11 ± 0.02) mL mol−1 MPa−1 (Table 2). All values are
identical within the margin of error to those determined by the
alternative approach described above. Moreover, the estimated
errors in the parameters are also highly similar between the two
approaches. The largest difference is observed for the
activation entropy, where the direct fit to the R1ρ data results
in a lower value. As before, Δ‡S0 is not well-determined due to
the limited temperature range of our experiments. Never-
theless, Δ‡S0 is positive in both approaches, as expected from
theoretical considerations (see above). The extrapolated value
of Δ‡V = 0 now occurs at 218 MPa, which is virtually identical
to the pressure reported above (215 MPa). The p−T phase
diagram resulting from the direct fit to the R1ρ data is shown in
Figure 5B. The lower value of Δ‡S0 leads to a less pronounced
temperature-dependence compared to Figure 5A, but the main
features of the two diagrams are highly similar. In summary, we
conclude that the two fitting approaches work equally well and
result in very similar activation parameters. In the following, we
base our analysis on the parameters corresponding to Figure
5A but provide the values derived from the alternative fit
within parentheses where appropriate.
Ring Flips Can Occur without a Net Positive Activation
Volume

At 20 °C and ambient pressure, the F52 ring flips occur via an
expanded transition state characterized by a volume increase of
Δ‡V0 = 46 Å3 (or 40 Å3 from the direct fit to the R1ρ data).
Nonetheless, ring flips still take place at higher pressures

Table 2. Thermodynamic Parameters of F52 Ring Flippinga

data
Δ‡G0

(kJ mol−1)
Δ‡S0

(J mol−1 K−1)
Δ‡V0

(mL mol−1)
Δ‡κ′

(mL mol−1 MPa−1)

kflip
b 48.2± 0.1 17± 7 28± 2 0.13± 0.02

R1ρ
c 48.4± 0.1 5± 5 24± 2 0.11± 0.02

aGlobal fitting using eq 6. The reference point (p0, T0) = (0.1 MPa,
20 °C). bGlobal fit of flip rates determined separately at each p and T.
cDirect, global fit of R1ρ relaxation dispersion data.

Figure 5. Experimental pressure−temperature phase diagram of the
F52 ring flip. Calculated from the thermodynamic parameters
obtained by (A) global fitting of flip rates shown in Table 1 and
(B) direct global fitting of R1ρ relaxation dispersions. Colored lines
indicate contours of constant values for the Gibbs free energy of
activation, Δ‡G, ranging equidistantly (A) from 47.0 kJ mol−1 (violet)
to 51.5 kJ mol−1 (red) and (B) from 48.3 kJ mol−1 (violet) to 51.0 kJ
mol−1 (red). Measured data points are shown as black circles, and
Δ‡V = 0 is indicated as a dashed line.
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approaching the region where Δ‡V = 0 and Δ‡G is insensitive
to pressure (i.e., the tangent of the contour line is vertical), as
shown in Figure 5. Pressure-independent volume fluctuations
that do not lead to a net average expansion of the local ring
environment enable kflip = 6.9 × 103 s−1, obtained by
extrapolation to 25 °C and 215 MPa, where Δ‡V = 0. This
value can be compared to the slowest measured flip rate, kflip =
(7.0 ± 0.3) × 103 s−1, obtained at 25 °C and 200 MPa (Table
1). It is important to note that Δ‡V describes the ensemble-
averaged difference between the ground and transition states.
When Δ‡V = 0, the ring flip does not involve a net average
expansion of the protein core. Instead, the required void
volume around the ring is created by volume fluctuations that,
on average across the ensemble, are compensated by
compaction of void volumes. These fluctuations are described
by the protein compressibility; see eq 7. The root-mean-square
volume fluctuations of the GB1 ground state have been
estimated to 0.75% of the total protein volume, or 60 Å3,56

indicating that ring flips can be accommodated by fluctuations
at the tail end (>1 standard deviation) of the volume
probability distribution. Interestingly, this type of behavior
has been predicted from microsecond-long molecular dynam-
ics simulations, where dynamic volume fluctuations lead to
“cavity migrations” through the protein core.57

Fluctuations that do lead to a net expansion (Δ‡V > 0)
occur at pressures lower than 215 MPa, allowing for
increasingly frequent ring flips as Δ‡V increases with
decreasing pressure; for reference, extrapolated to 25 °C and
ambient pressure, the F52 ring undergoes 23 × 103 flips per
second. The result that ring flips can occur without a net
activation volume explains in part why ring flips in different
proteins appear to show varying activation volumes. In this
view, the activation volume does not report on the minimal
expansion required for a ring flip to occur but rather on the
average net volume increase that leads to a ring flip under
given conditions. The present results demonstrate that
significant fluctuations in the local packing density persist
even at quite high pressure, thus underscoring the highly
dynamic nature of proteins. The difference in volume
compressibility between the ground state and the transition
state, Δ‡κ′, is positive, demonstrating that the transition-state
ensemble is more compressible and undergoes greater volume
fluctuations than the well-packed ground state. Figure 6
summarizes these results in a schematic fashion.

Protein Component Compressibility of the Transition
State

The compressibility of a protein state depends on its intrinsic
packing and hydration properties.58 The protein compressi-
bility includes contributions from protein−solvent cross-
correlated volume fluctuations that appear to contribute as
much as the protein autocorrelated fluctuations.56,59 By
measuring the pressure-dependence of ring flips, we are in
principle monitoring not only the volume fluctuations and
activation volume of the local environment of the aromatic ring
but also cross-correlations with other regions outside of its
immediate surroundings, which include the solvent shell.
However, the present work does not resolve these different
contributions to the compressibility, and it is likely that our
results primarily report on the surroundings of the aromatic
ring.
The value of the volume compressibility change upon

activation determined herein, Δ‡κ′ = (130 ± 20) mL mol−1

GPa−1 (or 110 mL mol−1 GPa−1), is on the order of the
changes associated with unfolding of globular pro-
teins,38,58,60,61 which might suggest that the compressibility
of the transition state is similar to that of the unfolded state.
However, this interpretation is highly tentative, because Δ‡κ′ =
Δ‡(κV), and the changes in volume might differ considerably
between the ring flip and unfolding processes. To estimate the
isothermal compressibility coefficient of the transition state, ‡κ
= κ + Δ‡κ, we first expand the volume compressibility by
differentiation: Δ‡κ′ ≈ κΔ‡V0 + V0Δ‡κ. Next, we use the
experimentally measured values of Δ‡κ′ and Δ‡V0 (reported
above) together with calculated values for κ and V0 (see
below). The ratio Δ‡κ′/Δ‡V0 = 4.7 ± 0.8 GPa−1 ≈ κ + V0Δ‡κ/
Δ‡V0κ. This value is about 20 times greater than the value, κ =
0.24 GPa−1, determined for GB1 by molecular dynamics
simulations,56 indicating that the term V0Δ‡κ/Δ‡V0 is most
likely not negligible. To continue, using the values for κ and
Δ‡V0, we obtain V0Δ‡κ ≈ Δ‡κ′ − κΔ‡V0 = 124 mL mol−1

GPa−1 (or 104 mL mol−1 GPa−1). We take V0 to be the volume
available to the phenyl ring of F52 in the ground state,
represented by the crystal structure 1pgb.62 Using additively
weighted Voronoi tessellation as implemented in Voronota,63

we calculate V0 = 125 Å3 = 76 mL/mol. For comparison, this
value is on par with volumes previously calculated for aromatic
rings in the interior of globular proteins64,65 but greater than
the volume of the van der Waals envelope of a phenyl ring (75
Å3) and less than the volume swept out by the rotating ring
(164 Å3 = 100 mL/mol).8,13,14,32 Using V0 = 125 Å3, we obtain
Δ‡κ = 1.6 GPa−1 (or 1.4 GPa−1) and thus a transition-state
compressibility, ‡κ = 1.8 GPa−1 (or 1.6 GPa−1). Notably, this
value is similar to the compressibility of organic liquids, e.g.,
short-chain alkanes at 25 °C.66 Thus, the transition-state
ensemble exhibits liquid-like volume fluctuations, a character-

Figure 6. Schematic illustration of aromatic ring flips. The two
identical ground states are represented by dark blue spheres with void
volumes shown as white spheres and the aromatic rings shown as red
hexagons. The transition state is represented by a light blue sphere
with the red line representing the aromatic ring in an orientation
orthogonal to that of the ground state. The hue of the blue sphere
indicates the compressibility, with light and dark blue representing
higher and lower compressibility, respectively. At very high pressures
(lower pathway, blue arrows), ring flips can occur without a net
activation volume (Δ‡V = 0) but with an increase in compressibility
of the transition state compared to the ground state (‡κ > κ). At lower
pressures (upper pathway, red arrows), ring flips occur with a
combination of positive activation volume (Δ‡V > 0) and increased
compressibility. The relative size of the circles provides a qualitative
illustration of volume changes. The representation is valid only for the
ensemble-averaged properties of the ground and transition states.
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istic that has also been inferred for unfolded states,58 indicating
that the conformational rearrangements that enable ring flips
involve significant unfolding of the local structure through
transient “breathing motions” of the protein. We note that very
rapid ring flips of the aromatic residues in ubiquitin have been
interpreted to suggest liquid-alkane-like properties of the
surrounding environment in the ground state.55 Given the high
degree of solvent exposure of the aromatic residues in
ubiquitin, it might be expected that their local environment
is similar to unfolded states. Taken together, the previous and
present results show that aromatic ring flip rates can vary
drastically depending on the local packing density. Aromatic
rings in the interior of globular proteins might require
extensive disruption of the local structure in order to flip,
whereas surface-exposed rings can undergo large-scale libra-
tional motions and flip rapidly.

■ CONCLUSIONS
We have demonstrated that temperature- and pressure-
dependent NMR relaxation dispersion experiments provide
unique thermodynamic information on the transition state of
rare conformational transitions, such as aromatic ring flips. We
determined the activation enthalpy (Δ‡H0), entropy (Δ‡S0),
volume (Δ‡V0), and isothermal volume compressibility (Δ‡κ′)
of aromatic ring flips, which report on the structural and
energetic perturbations of the transition state. It is worth
noting that our measurements of compressibility are unique in
that they report directly on the protein component
compressibility of the local ring environment, which should
be contrasted with previous experimental measurements that
have determined the partial compressibility of the protein
solute via concentration-dependent measurements of sound
velocity in aqueous solutions.58 It is gratifying that all
determined thermodynamic parameters present a consistent
view of the transition state. Compared to the ground state, the
transition state is expanded (Δ‡V0 > 0) and has fewer
stabilizing interactions (Δ‡H0 > 0), populates a greater number
of conformations (Δ‡S0 > 0), and has significantly greater
compressibility (Δ‡κ > 0). Thus, the aromatic ring flip involves
transient “melting” of the surrounding protein structure, which
approaches liquid-like features in the transition state.
Our results indicate that ring flips can occur with zero

activation volume (Δ‡V = 0), that is, without any difference
between the ground-state and transition-state ensemble
averages of protein volume. In this case, the required expansion
of the local structure occurs via volume fluctuations that, on
average across the ensemble, involve a local increase in volume
and compensatory compaction of remote void volume (Figure
6). These volume fluctuations enable a baseline of exchange
events, which remain at play even at very high pressure (p >
200 MPa). As pressure decreases toward ambient conditions,
fluctuations causing net expansion of the protein become
increasingly prevalent, leading to more frequent exchange
events. Altogether, these results advance our understanding of
protein dynamics by detailing the properties of the state and
should serve as a benchmark for future computational
investigations.

■ MATERIALS AND METHODS

Protein Samples

The 2-13C glucose-labeled B1 domain of Staphylococcal protein G
(GB1; UniProtKB P06654) was expressed and purified as described

elsewhere.67 2-13C-Glucose labeling results in site-selective 13C
enrichment at the ε-positions of Phe and Tyr residues.24,27 The
sample was dissolved to a concentration of 5 mM in 20 mM HEPES,
90% H2O + 10% D2O, and a small amount of NaN3. The pH was
adjusted to 7.0.

NMR Spectroscopy

All experiments were performed on a Bruker Avance III spectrometer
operating at a static magnetic field strength of 14.1 T. Aromatic L-
optimized TROSY-selected on-resonance 13C R1ρ relaxation dis-
persion experiments28−31 were acquired at temperatures of 10, 15, 20,
25, 30, 35, and 40 °C and pressures of 0.1, 50, 100, 150, and 200
MPa. In short, the pulse sequence consists of the following steps:
insensitive nuclei enhanced by polarization transfer (INEPT) from 1H
to 13C, followed by the S3E element to select the TROSY component;
a relaxation period divided into two blocks separated by the S3CT
selective inversion element; 13C chemical shift evolution during t1;
and magnetization transfer back to 1H for detection during t2. In each
relaxation block,13C magnetization was aligned along the B1 field axis
by 4 ms tan/tanh adiabatic ramps,68 then spin-locked on-resonance
using B1 field strengths of 900−4000 Hz, and finally returned to the
original state by a time-reversed adiabatic ramp. For each effective
field, two separate experiments were acquired with and without the
spin-lock relaxation period, from which relaxation rate constants were
calculated as R1ρ = ln(Irelax/Iref)/trelax, where Irelax and Iref are the
intensities measured in the spectra acquired with and without the
relaxation period, respectively, and trelax is the length of the relaxation
period. At a given combination of temperature and pressure, the
relaxation dispersion data were acquired as an interleaved pseudo-3D
experiment, where the effective field strengths were varied prior to
incrementing t1.

High-pressure experiments were performed using a commercial 3
mm ceramic cell69 (Daedalus Innovations LLC), connected to a
home-built pressure generator, consisting of a water column
pressurized by a hand pump. The pressurizing water was separated
from the protein solution by a thin layer of paraffin oil.

Data Analysis

NMR spectra were processed with NMRPipe70 and analyzed with
PINT.71 R1ρ relaxation dispersion data were fitted to the general
equation for symmetric exchange derived by Miloushev and Palmer72

using fixed populations, p1 = p2 = 0.5, and treating Δδ as fixed at the
value (Δδspectra) measured from heteronuclear single quantum
coherence spectroscopy (HSQC) spectra under slow-exchange
conditions.13 Chemical shift changes of the observed signal with
pressure and temperature are small and linear (Figure S3). The shift
difference can be assumed as independent of temperature.5,7−13 Data
sets acquired at a given pressure and different temperatures were fitted
simultaneously while imposing the restrictions kflip(Thigh) > kflip(Tlow),
R2,0(Thigh) ≤ R2,0(Tlow), which are visibly valid at higher temperatures
(Figure S1) and required to obtain reliable results under conditions
where the ring flip rates reach their highest values. Global fitting of all
R1ρ dispersion curves directly to the thermodynamic model (eq 6, see
below), involved the restriction R2,0(Thigh) ≤ R2,0(Tlow) on data sets
acquired at a given pressure.

Theory of Pressure- and Temperature-Dependence of
Ring Flip Dynamics

The rate constant depends on the free energy barrier as described by
the Eyring equation
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in which kB and h denote Boltzmann’s and Planck’s constants,
respectively, and Δ‡G is the Gibbs free energy of activation. To find
the overall pressure and temperature dependencies of Δ‡G, one has to
integrate the fundamental equation

Δ = −Δ + Δ‡ ‡ ‡G S T V pd d d (2)
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The entropy and volume depend on temperature and pressure
according to

α= − ′S
C

T
T pd d dp

(3)

and

α κ= ′ − ′V T pd d d (4)

where α′ = αV is defined here as the isobaric thermal volume
expansivity, α is the expansivity coefficient, κ′ = κV is defined as the
isothermal volume compressibility, and κ is the compressibility
coefficient.56,73 Note that these quantities are not named consistently
throughout the literature.
We thus define the volume expansivity of activation as Δ‡α′ =

Δ‡(αV) and the volume compressibility of activation as Δ‡κ′ =
Δ‡(κV), with Δ‡ denoting the difference between the transition state
and the ground state. Note that Δ‡α′ and Δ‡κ′ are products of two
quantities that might both be different between the two states and
therefore do not directly report on the expansivity or compressibility
of either state. As an approximation, we differentiate the products into
Δ‡κ′ ≈ κΔ‡V + VΔ‡κ, etc.
eq 2 can be integrated from an arbitrarily chosen reference point

(p0, T0). Neglecting any pressure-dependence of Δ‡S or temperature-
dependence of Δ‡V, one obtains
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where the subscript 0 indicates the value at (p0, T0). The last three
terms in eq 5 gives the change in Δ‡G(p, T) with pressure and are
valid only if the changes in Δ‡V0 with pressure and temperature are
small, i.e., if the factors Δ‡α′(T−T0) and Δ‡κ′(p−p0) are small. The
resulting phase diagram of Δ‡G(p, T) displays an elliptic shape and is
divided into four regions according to the signs of Δ‡S0 and Δ‡V0
(Figure 1A). To continue, we assume that Δ‡H as well as Δ‡S are
temperature-independent, i.e., Δ‡Cp = 0. We also assume that Δ‡V0 is
temperature-independent, i.e., Δ‡α′ = 0, yielding the final expression

κΔ = Δ − Δ − + Δ − − Δ ′ −‡ ‡ ‡ ‡
‡

G p T G S T T V p p p p( , ) ( ) ( )
2

( )0 0 0 0 0 0
2

(6)

Thus, the phase diagram describing the free energy barrier of the ring
flip has the shape of a parabola (Figure 1B). It is divided into two
segments by the Δ‡V = 0 line as its symmetry axis, which can be
calculated from the point of maximal temperature and depicts the
pressure where the ring flip process is not associated with any increase
in void volume. The vertex of the parabola points toward high or low
temperatures for a positive or negative sign of Δ‡S0, respectively. For
completeness, κ is related to the magnitude of volume fluctuations
as74
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Initial Analysis of Temperature- and Pressure-Dependence
Activation parameters of the ring flips were initially determined by
nonlinear regression of the flip rates on the temperature T using the
Eyring equation, parametrized as
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where Δ‡H is the activation enthalpy and Δ‡S is the activation
entropy. The activation volume Δ‡V was determined from the
pressure-dependence of the flip rates according to

∂
∂

= −Δ‡i
k
jjjjj

y
{
zzzzz

k

p
V

RT

ln flip

(9)

Analysis of p−T Diagram

Activation parameters were determined from global fitting of all flip
rate data to eq 1 with Δ‡G expanded according to eq 6 and the
reference point (p0, T0) set to atmospheric pressure and 20 °C. Errors
in the fitted parameters were estimated using Monte Carlo
simulations,75 and the reported errors correspond to one standard
deviation. The statistical validation for including Δ‡κ′ was performed
as follows. The experimental kflip(p, T) data sets were fitted globally in
two ways: first with Δ‡κ′ fixed to 0 (the lower-order model) and then
with Δ‡κ′ fitted (the higher-order model). Then ensembles of 1000
kflip(p, T) data sets were generated from the best fitted parameters for
each of the models. Random errors with the experimental standard
deviation were added to give the two Monte Carlo ensembles {kflip}low
and {kflip}high. These data ensembles were then fitted to both models,
giving four Monte-Carlo-generated sets with reduced χ2-values:
{χν

2}low
low, {χν

2}low
high, {χν

2}high
low , and {χν

2}high
high, where the lower index is the

generating function and the upper is the fitting function. The
observed F-static describing the relative size of χ2 for the two models
is Fobs = χν,low

2 /χν,high
2 .76 To estimate the type I error, {F}I = {χν

2}low
low/

{χν
2}low

high is calculated. None of these 1000 values were larger than Fobs,
thus demonstrating a probability pI < 10−3 that Fobs is as large as
observed by chance if the lower-order model is the correct one. To
estimate the type II error, {F}II = {χν

2}high
low /{χν

2}high
high is calculated. Here,

69 of the 1000 values are smaller than Fobs, demonstrating a
probability of about pII = 0.07 that the higher-order model would not
reduce χ2 as much as observed even if it is the correct one. As an
alternative approach, global fitting of eqs 1 and 6 directly to all R1ρ
data was performed with error estimation by Monte Carlo simulations
as described above.

Volume Calculations

We calculated the volume available to the phenyl ring of F52 in the
ground state, represented by the crystal structure of GB1 (PDB entity
1pgb),62 using the algorithm for additively weighted Voronoi
tessellation implemented in the software Voronota.63
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