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directly to the VN. The two systems are complementary: the VOR 
compensates for higher frequencies while the OKR compensates 
for the lower velocities (Collewijn, 1989).

Both the VOR and OKR are adaptive, meaning that the mapping 
of stimulus to appropriate eye response can be tuned to match 
changing response properties of the eye and its supporting tissues 
(usually collectively called the “plant”) or changes in the sensi-
tivity of the sensory organs (Blazquez et al., 2004; Boyden et al., 
2004; Andreescu et al., 2005; Gittis and du Lac, 2006). Changes in 
either plant response properties, sensory sensitivity, or environ-
mental changes in the relationship of vision and vestibular input 
to movement will change the appropriate mapping from stimulus 
to response and thus the system must change the mapping so that 
retinal slip continues to be appropriately compensated. There is 
ample evidence that the fl occulus, a small section of the cerebellar 
cortex is critical in this plasticity (e.g. Lisberger et al., 1984). The 
Purkinje cells (P-cells) of the fl occulus project only to the VN. There 
are sites of plasticity both at the level of the parallel fi bre synapses 
to these P-cells, as well as at the P-cell/VN synapses (Raymond 
et al., 1996; Boyden et al., 2004). In addition, the cerebellum has an 
important role in ongoing performance beyond its role in plasticity: 
the performance of the OKR decreases dramatically after fl occular 
lesions (Takemori and Cohen, 1974; Zee et al., 1981), while the VOR 
is less affected (Waespe et al., 1983; Van Neerven et al., 1989).

THE STATE PREDICTING FEEDBACK CONTROLLER
There has been a long history of using models based on the prin-
ciples of control theory to describe the control of eye movements 
generally and CEM in particular. Starting with the seminal work 

COMPENSATORY EYE MOVEMENTS
Compensatory eye movements (CEM) is a general term for a number 
of different refl exes that keep an image fi xed on the retina during 
movements of the body and the head (e.g. Delgado-Garcia, 2000). 
As such, these eye movements have a specifi c and well-defi ned 
goal: to prevent movement of the visual image on the retina, often 
called retinal slip, during fi xation. The circuitry of the CEM system 
(Figure 1) is different from the circuitry for other eye movements 
such as saccades, although all the eye movement systems converge 
in the oculomotor nuclei of the brainstem (Buttner-Ennever and 
Buttner, 1992). For horizontal eye movements these are the abdu-
cens nucleus (Ab) and the nucleus prepositus hypoglossi (NPH). 
All CEM-related input to these brainstem structures comes from 
the Vestibular Nuclei (VN).

The optokinetic refl ex (OKR) is a closed loop system that 
directly responds to retinal slip, generating eye movements with the 
 direction and magnitude of measured retinal slip. Afferents from 
the retina project directly to the Accessory Optic System (AOS). 
The AOS, in turn projects to the VN and the cerebellum, through 
the Nucleus Reticularis Tegmenti Pontis (NRTP; Gerrits et al., 1984; 
Langer et al., 1985; Glickstein et al., 1994). The OKR has a response 
delay of about 80 ms (e.g Winkelman and Frens, 2006), mostly 
because of the inherent delay involved in visual processing (Graf 
et al., 1988). In keeping with this, the OKR is only responsive to 
low velocity stimuli.

For compensation of higher velocity stimuli, the CEM system 
depends on the vestibulo-ocular refl ex (VOR) which uses vestibular 
input to estimate head movement and generate oppositely directed 
eye movements. Vestibular afferents from the labyrinth project 
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of David Robinson (for review Robinson, 1981), this tradition has 
generally posited a neural implementation of an inverse model that 
maps stimuli to command signals (Skavenski and Robinson, 1973). 
An inverse model, literally speaking, is a control process that inverts 
the plant; that is, the plant converts control signals into motion, 
so an inverse model converts desired motion into the appropriate 
control signals (Jordan and Rumelhart, 1992; Figure 2A).

The cerebellar fl oculus is thought by many to implement a form 
of inverse model (Kawato and Gomi, 1992, and see also Lisberger, 
2009, for review of these ideas in relation to the smooth pursuit 
system). While this idea has many adherents, there are also alterna-
tive proposals. Perhaps most famously, Llinás (1988) proposed that 
the cerebellum is involved in adjusting movement timing to facili-
tate coordination, rather than in generating compensatory move-
ment commands. Similar ideas have been put forward recently. 
Specifi cally, Jacobson et al. (2008) argued that synchrony and oscil-
latory activity in the inferior olive are compatible with a cerebellar 
timing  mechanism driven by olivary harmonics. D’Angelo and De 
Zeeuw (2009) in contrast, focus on the temporal dynamics of the 
cerebellar granular layer. A somewhat more eclectic model that also 
focuses on timing is Braitenberg’s model of the cerebellum as a system 
for generating sequences of movement in precise time relationship 
(Braitenberg et al., 1997). While each of these models can legitimately 
claim to explain important data, there is no doubt that the inverse 
model understanding of the cerebellum in CEM is the most widely 
accepted. We will not consider the other models in developing our 
own ideas below. The controversy about timing models and adap-
tation models of the cerebellum has been going on for a long time 
(Miles and Lisberger, 1981; Ivry and Keele, 1989; Simpson et al., 

1996). There are those who believe the two different approaches are 
mutually compatible (Mauk et al., 2000). It is not our intention, in 
any case, to take on this issue.

The inverse model framework can be contrasted with a for-
ward model (Wolpert and Miall, 1996; Todorov and Jordan, 2002; 
See Figure 2B) which simulates the activity of the plant: it converts 
the current state and the control signals into a prediction of what 
the plant will actually do. The bottom line is: inverse models output 
motor commands and forward models output estimates of state.

The focus on a neural inverse model of the oculomotor plant 
refl ected a perspective that the central problem in oculomotor con-
trol is producing the appropriate motor commands once the goal 
is given. Researchers in other motor systems – notably arm move-
ments – followed in the footsteps of the pioneering work in oculo-
motor research and focused on the inverse model problem and the 
question of how appropriate motor commands are generated, given 

FIGURE 1 | The horizontal compensatory eye movement (CEM) system. 

Generally, this is described as two separate refl exes. The optokinetic refl ex 
(OKR) uses visual input from the retina to stabilize the eye while the 
vestibulo-ocular refl ex (OKR) responds to vestibular information from the 
labyrinth. This fi gure emphasizes the distinction between sensory feedback 
(black) and motor signals (red).Blue and purple represent central stages of 
processing, and are added for comparison with other fi gures. Cblm: cerebellar 
cortex; AOS/NRTP: accessory optic system and nucleus reticularis 
tegmentum pontis; VN: vestibular nucleus; NPH: neuclus prepositus 
hypoglossi; OMN/AB: oculomotor nucleus and abducens.

A

B

FIGURE 2 | (A) Inverse and (B) forward models. The plant takes motor 
commands and produces movement. The inverse model inverts this process, 
producing the motor commands that are appropriate for a given movement. A 
forward model mimics this process, estimating the movement that will be 
produced by the plant.
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a particular desired movement. This approach was reinforced by 
the explanatory power of hypothesized desired trajectories (Flash 
and Hogan, 1985; Uno et al., 1989), and the apparent tendency of 
subjects to correct movements (Shadmehr and Mussa-Ivaldi, 1994; 
Donchin et al., 2003).

However, the possibility that a forward model also plays a role 
has been hypothesized for a long time (e.g. Wolpert and Miall, 
1996; Kawato, 1999). One recent radical proposal has been that 
the system does not work with either a “desired trajectory” or an 
inverse model (Todorov, 2004). Under this approach, the problem 
of predicting the results of motor commands is no less central 
than the problem of generating those motor commands in the 
fi rst place. The reason such state prediction is so important is 
because it allows stable feedback control. Feedback control is the 
use of the measured or predicted state of the system to gener-
ate ongoing motor commands. This form of control can be sim-
pler and more fl exible than open-loop control. However, control 
becomes unstable when it depends on delayed or noisy feedback. 
Since sensory systems are both slow and noisy, this is inevitably 
a problem in physiological motor control. A forward model can 
be faster and less noisy than the full sensory loop. However, pre-
dictions of the state must be combined with actual sensory feed-
back in order for the control loop to remain robust in the face of 
unpredicted perturbations.

Thus, the framework (which we will call the state-predicting 
feedback control, SPFC, framework) is built out of three essential 
building blocks (Figure 3; Todorov, 2004; Shadmehr and Krakauer, 
2008). The forward model takes the current estimate of state and 
the motor commands and produces an initial prediction. The state 
estimator combines this prediction with actual sensory feedback 
to produce a better estimate of the current state. The feedback 
 controller uses the current estimate of state in order to decide what 

motor commands to generate. It either replaces or incorporates the 
inverse model on which the tradition of Robinson had focused. 
We propose that this framework is an appropriate description of 
CEM control and that it can be mapped onto CEM physiology in 
a manner that is consistent with experimental evidence.

How could such a computational scheme be implemented 
in the known anatomy and physiology of CEM? The boxology 
of Figure 3 doesn’t necessarily refl ect separate neural stages or 
nuclei. Nevertheless, Shadmehr and Krakauer (2008) have recently 
proposed that neural structures involved in the control of arm 
 movements can, in fact, be mapped onto the control structure 
described by these boxes. They suggest that motor cortex, in com-
bination with the basal ganglia, implements a feedback controller 
implementing a control policy that maximizes successful perform-
ance. They support this using data from patients with Parkinson’s 
disease (Mazzoni et al., 2007), and hemiparesis (Raghavan et al., 
2006). State estimation is hypothesized to occur in parietal cortex 
based on fi ndings in patients with parietal lesions (Wolpert et al., 
1998). Finally, on the basis of the cerebellar role in in-fl ight adjust-
ment of saccades (Quaia et al., 2000) and anticipatory postural 
adjustments (Nowak et al., 2007), they claim the forward model is 
implemented in the cerebellum.

Since the CEM system is located in brain stem nuclei and the 
cerebellum, and neither motor cortex nor parietal cortex is instru-
mental, our effort to ascribe computational functions to physi-
ological correlates in the CEM will necessarily produce different 
results. We will argue that, for CEM, the most suitable mapping 
would be that the oculomotor nuclei and integrators (Robinson’s 
“inverse plant”) combine to form a feedback controller. The cer-
ebellar cortex (and not the whole cerebellum) generates a forward 
model, and the VN combine forward model output with current 
inputs to produce the state estimate.

THE FEEDBACK CONTROLLER
The feedback controller maps current estimate of state onto the 
appropriate motor command. In the language of control system 
experts, this could be approximated as a transformation

u L xn n n= ( )ˆ
 

(1)

where u
n 
is a vector of length k

u
 describing the motor commands at 

the nth time step. In our case, this would be the command driving 
the ocular musculature; each element of u

n 
represents the activa-

tion directed at a single muscle. x̂n is a vector of length k
x
 describing 

our current estimate of state; the elements of x̂n refl ect variables 
like estimated eye position, eye velocity, and possibly include esti-
mated head position and velocity and even desired eye position 
and velocity. Of course, both the state and the motor vectors could, 
in reality, be even more complicated. L

n 
is a function which maps 

each state onto the appropriate motor command. This mapping 
need not be linear or fi xed in time. The point is that the feedback 
controller implements a function, L, that translates its input, an 
estimated state vector, ˆ ,x  into its output, the motor command 
vector, u.

By defi nition, the output of a controller is motor command 
so whatever produces the motor commands must necessarily be 
implementing a controller. In our case, motor command is the 

FIGURE 3 | The SPFC framework proposes that a feedback controller is 

optimized to produce motor commands that achieve task goals. In order 
to do this effectively, it uses an estimate of the current situation that is derived 
from a combination of feedback from the sensory system and forward model 
estimation that depends on efferent copy.
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activity that drives the muscles, and the motoneurons of the 
Abducens Nucleus are the output of the feedback controller, at 
least for horizontal motion. A subtler question regards whether 
any other related nuclei are also included.

In CEM, the controller must know the desired fi xation point and 
it must receive an estimate of the current eye position. It calculates 
the vectorial difference between these two and generates motoneu-
ron activity which will move the eye in the direction indicated 
by this vector. The brainstem circuit that traditionally constitutes 
the inverse plant meets these requirements (Buttner-Ennever and 
Buttner, 1992; Glasauer, 2007), even though there is debate on how 
the computation in the plant is achieved (see below). The issue of 
its input, a state estimate, will be discussed below.

The traditional view is that a displacement or velocity input is 
directly fed to the abducens output neurons that project to the eye 
muscles. In order to overcome the low-pass fi lter properties of the 
plant, an integrated version of this input is linearly added to the direct 
projection. The so-called oculomotor integrators are responsible for 
this indirect pathway (e.g. McFarland and Fuchs, 1992; Moschovakis, 
1997). Recent work on the NPH, the putative horizontal integrator, 
undermines this view since neurons in the NPH are found to encode 
the whole motor command, u, rather than only the integrated part 
(Green et al., 2007; Ghasia et al., 2008), as shown in Figure 4. This 
makes the distinction between the NPH and the abducens unclear. 
One possibility, suggested by Green et al. is that NPH output serves 
feedback purposes. Indeed, on the basis of the fi nding that NPH 
feedback encodes “motor commands,” Green et al. propose that the 
feedback is updating a cerebellar forward model (see Figure 3).

In both the Ab and the NPH, the CEM circuit is shared with the 
other eye movement systems (i.e. saccades and smooth pursuit). 
This fi ts the role of feedback controller, since the efference copy 
needed by the forward model should contain all oculomotor output 
in order to produce an optimal estimate of state (see below).

THE FORWARD MODEL
The Forward model updates our previous estimate of state. That 
is, we can use a forward model to generate an estimate about cur-
rent state from our earlier estimate and our knowledge of system 
dynamics. We assume, for the purpose of simplicity, that the actual 
dynamics of the system can be described as linearly combining 
previous state and motor command:

x Ax Bun n n n+ = + +1 �  (2)

x is the actual state, whose estimate is discussed above (x̂n). Both x 
and x̂n have the same size, but the latter is the brain’s estimate and 
the former is the actual quantity. A is a k

x
 × k

x
 matrix, B is a k

x
 × k

u 

matrix, and �
n
 is a noise term. Under this assumption, the forward 

model estimate would be generated from the previous estimate 
using a similar equation

ˆ ˆ ˆ ˆ
,x Ax BuFM n n n+ = +1  

(3)

where Â
 
and B̂

 
represent the forward model’s estimates of system 

dynamics. Notice that in this formulation, which is commonly used, 
the estimate of state used to calculate the forward model is not the 
same as the estimate produced by the forward model in the previ-
ous step. That is, we have ˆ

,xFM n+1 on the left side of the equation 
but x̂n on the right hand side. What we mean by this is that we 
may improve the estimate generated by the forward model (for 
instance, by incorporating information from sensory inputs) before 
we use it in the forward model’s next step. This idea is demonstrated 
graphically in Figure 3.

One point requires clarifi cation. The fi gure shows sensory input 
(black line) reaching the cerebellum in addition to the current 
estimates of state (purple) and efferent copy (red). This is drawn 
to refl ect the realities described in Figure 1, which shows that sen-
sory input does reach the cerebellar cortex. This includes retinal 
input from AOS (which is routed through the inferior olive and 
climbing fi bers) and NRTP (which comes through mossy fi bers). 
It also includes proprioceptive information. Part of the visual 
input, especially the part arriving through AOS, may play a role in 
adaptation processes discussed below. On the other hand, sensory 
input that has a direct effect on cerebellar activity is not entirely 
consistent with Eq. 3. It may nevertheless be consistent with the 
cerebellum producing a predictive estimate of state based on all 
the available information.

We assume that the forward model has no knowledge of the 
random fl uctuations in the state represented by the noise term. 
However, we expect the forward model to be plastic. That is, if the 
state prediction of the forward model is consistently wrong the 
model should change. The cerebellar cortex appears to have all of 
these characteristics.

It has been amply demonstrated that the cerebellum receives 
efference copy from many motor systems. Specifi cally, the cortical 
area responsible for CEM, the fl occulus, receives direct projections 
from the NPH (Sato et al., 1983; Langer et al., 1985; McCrea and 
Baker, 1985). Furthermore, it receives a strong input from the VN 
(Sato et al., 1983; Langer et al., 1985; Gerrits et al., 1989; Barmack 
et al., 1993), and we will argue later that this is the most likely 
candidate for a state estimator.
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command, represented by the solid, red curve. The black lines show the 
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gain and phase. NPH and Ab activity were taken from (Green et al., 2007).
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The key issue in claiming that cerebellar cortex produces a for-
ward model is to show that the output uses efference copy to gen-
erate an estimate of state. This, we believe, is demonstrated by one 
important fi nding. Figure 5 shows that spike triggered averaging 
(STA) of the eye velocity reveals that the neural activity does not 
predict or follow the movement with a large latency. Rather, the 
correlation peaks at a latency close to zero, or even slightly negative 
(Winkelman and Frens, 2007). Because the activity does not precede 
the eye movement, it cannot be causing it. Thus, fl occular output is 
not part of the controller signal. Similarly, because it does not follow 
the eye movement, it cannot refl ect purely sensory information. 
The fl occulus thus processes efferent copy to produce an output 
that represents the current state faithfully, which is exactly what 
one expects from the forward model.

THE STATE ESTIMATOR
Ultimately, state estimation requires combining two sources of 
information about the current state. The fi rst source of informa-
tion is the forward model, and the second source is sensory input. 
In our case, the latter includes vestibular, visual and possibly also 
proprioceptive inputs.

We can formalize the relationship between state and sensory 
input using the equation

y H xn n n= ( ) + �
 

(4)

y
n
 is a vector of length k

y
 whose components refl ect all the differ-

ent inputs from the head and eye. �
n
 is a noise term refl ecting the 

fact that the activity in our sensory system is not a faithful repre-
sentation of the state. The function H is meant to characterize the 
process of sensation.

In engineering applications, these two sources of information 
about state – the forward model and sensation or observation – are 
often combined using a Kalman fi lter

ˆ ˆ ˆ ˆ
,x x K y H xn n n n n+ += + − ( )⎡⎣ ⎤⎦1 1FM  

(5)

The Kalman fi lter uses the forward model’s estimate of the next 
state, ˆ ,,xFM n+1  as a basis for the combined estimate. The forward 
model estimate is modifi ed by the “sensory prediction error,” 
y H :n n− ˆ ( ˆ )x  the difference between the actual observation, y

n
, 

and the observation expected from our current estimate of state, 
ˆ ( ˆ ).H xn  The matrix K

n
, of size k

x
 × k

y
, is called the Kalman gain and 

it quantifi es both the way different sensors are relevant to different 
aspects of state and the relative reliability of sensation and forward 
model estimation.

In Box 1, we also explain how sensory delays lead to alternative 
formulations for state estimation. Whatever the details of the cal-
culation by which state is estimated, a number of essential points 
can be made regarding its physiological and behavioral correlates. 
First, sensory estimation is a combination of internal predictions 
and currently available sensory information. Second, the way those 
two sources of information are combined should refl ect their reli-
ability: if sensory input is noisy, then the system should rely more 
on the forward model and vice versa. Third, the input/output 
relations of the system give us insight into the specifi c calculation 
being performed.

The state estimator receives input from the sensory organs and 
the forward model. Its output should be a state estimate that refl ects 
more recent sensory input than the forward model.

If we accept that the fl occulus generates a forward model, then 
the input requirements are met by the VN. All fl occular output 
is directed to the VN, and sensory information about the head 
and eye converges here. As a matter of fact, the VN are quite inap-
propriately named. Vestibular information is just one of their 
many inputs.

One key study that has looked into the exact properties of the 
output of the VN is Stahl and Simpson (1995). The neurons of 
the VN can be divided into two groups. They fi rst receive input 
from the fl occulus (FTNs) while the rest, 80% of the neurons in 
the VN, do not (non-FTNs). The two groups of neurons have 
distinctly different behaviors, as seen in Figure 6. The fi ring of 
the non-FTNs predicts (with almost zero lead) the fi ring of the 
neurons in the Abducens Nucleus. This, in combination with the 
fact that all non-FTNs project to the Abducens Nucleus, suggests 
that the non-FTNs might be a good candidate for the estimate 
of state that actually drives the feedback controller. The relation-
ship of the FTNs to sensory (vestibular) input, motor output 
(Abducens Nucleus) and actual eye movement is more complex. 
First, the FTNs lead the non-FTNs, suggesting that they are the 
fi rst step in a two step computation, or perhaps an earlier step 
in a complex computation. Roughly 60% do not project to the 
midbrain Stahl and Simpson (1995). Second, the relationship of 
FTN activity to actual eye movement is better in the dark than 
in the light, consistent with the idea that FTN activity refl ects the 
predictions of a forward model which has a greater infl uence on 
the controller when sensory input is compromised. This sugges-
tion is reinforced by the fact that the difference between light and 
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FIGURE 5 | Timing of cerebellar activity. (A) Shows a simple spike triggered 
average of eye velocity in response to white noise optokinetic stimulation. The 
white noise stimulus was provided by a panaromic projector system and 
consisted of a hexagonal matrix of green patches that were rotated coherently 
around the animal according to a three dimensional gaussian white noise 
process fi ltered through a 20-Hz low-pass fi lter. Note that the curve of this 
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showing activity that more or less coincides with the movement (Winkelman 
and Frens, 2007).
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BOX 1 | The Kalman fi lter and sensory delays

The Kalman fi lter model is popular in engineering applications in 
part because it is possible, in certain circumstances, to calculate 
the optimal value for the Kalman gain, Kn, and, for this value, the 
estimate produced is as close as possible to the true value of the 
state. Indeed, properly speaking, Eq. 5 describes a Kalman fi lter only 
when the function H(x) is linear and the value of the gain is set to 
the Kalman gain. However, in the fi eld of motor control the term is 
often used more loosely.

The Kalman fi lter updates the estimate of state produced by the 
forward model, ˆ ,xFM  using the discrepancy between our prediction 
of sensory feedback, ˆ ( ˆ ),H x  and the actual sensory feedback, y. This 
discrepancy is often called the sensory prediction error. One concern 
in using the Kalman fi lter as a model of the activity of the VN is that 
there is no evidence that VN actually calculates anything like the 
sensory prediction error.

In Eq. 5, two different estimates of state are used, ˆ ˆ .,x xFM  n n+1 and  
A true Kalman fi lter, uses only one of these estimates, ˆ .,xFM n+1  That 
is:

ˆ ˆ ˆ, ,x x K y Hxn n n n n+ + + += + −( )1 1 1 1FM FM    
(6)

This is because the true Kalman fi lter doesn’t include  sensory 
delay. In that case, the Kalman fi lter can be rewritten as a 
weighted average:

ˆ ˆ ˆ
,x I K H x K yn n n n n+ + += −( ) +1 1 1FM    

(7)

with I signifying the identity matrix. This version of the equation 
calculates a weighted average of prediction ( ˆ ,xFM n+1) and sensation 
(yn+1) and does not calculate a sensory prediction error (y Hxn n+ +−1 1ˆ ,FM ). 
This means that a network that calculates a state estimate based on 
optimal mixing for forward model prediction and noisy sensory data 
does not need to calculate a sensory prediction error. While this may 
not make any difference computationally, it does make a difference in 
terms of our physiological predictions. Eqs 6 and 7 imply a different 
sort of synaptic connectivity.

It is interesting to consider solutions to the delay problem. If 
feedback is delayed by d time steps, then y Hxn d n− − ˆ ˆ  would compare 
predictions about the current state with sensory information from a 
while ago (we assume for this discussion that sensation H  is linear). 
One class of solutions which includes the Smith predictor (Wolpert 
and Miall, 1996) is to compare the delayed sensation, yn−d, to a 
delayed state estimate. In the brain, we do not have delay  registers, 
but we can estimate the past state from the current one, or, for 
that matter from the output of the forward model, ˆ ˆ ˆ ,,x Rxn d n− += FM 1  
where R̂ performs backwards linear estimation of the state such 
as estimating previous position from current position and velocity. 
Since d is substantial (around 100 ms), the estimating backward 
using the current output of the state estimate, ˆ ,xn  is relatively similar 

to using the current output of the forward model, ˆ ,,xFM n+1  since both 
are relatively similar compared to ˆ .xn d−  This leads us to a modifi ed 
Kalman fi lter 

ˆ ˆ ˆ ˆ ˆ, ,x x K y HR xn+ + − += + − ′( )1 1 1FM FMn n n d n
 

(8)

that can also be written as a weighted average

ˆ ˆ ˆ ˆ ,x I HR x K yn n n n d+ + −= − ′( ) +1 1FM
 

(9)

We have simulated this process using a Kalman fi lter tracking a 
particle driven by a sinusoidal force with a frequency of 2 Hz, using 
a time step of 10 ms. The “normal” fi lter receives the noisy sensory 
data with 0 delay; the “buffered” fi lter receives the sensory data 
with a 100 ms delay, but keeps track of the last 10 estimates of state 
and updates them as the delayed sensory information arrives; the 
“linear estimator” follows Eq. 8. It is clear from Figure B1 that the 
linear estimator performs nearly as well as the buffered version in 
this case. The sum squared error of the buffered Kalman fi lter is 
12 times greater than a fi lter without delay while that of the linear 
estimation fi lter is 15 times greater. This shows that a reasonable 
state estimator can be developed that is based primarily on weighted 
averages of the forward prediction and sensation, even in cases of 
signifi cant delay. We suggest that the vestibular nucleus has the 
characteristics necessary for generating such an estimate.
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dark nearly disappears when target velocity and acceleration are 
increased (the target oscillates at a higher frequency) because in 
these situations, the vestibular input is much more reliable than 
visual input, and so the importance of the forward model would 
not be different in the light and the dark.

Finally, the notion that these neurons carry the full 3D properties 
of the eye movement, while the actual motor command itself does 
not, suggests that the VN carries an estimate of state rather than a 

motor command (Ghasia et al., 2008). This picture can be further 
complicated by a consideration of coordinate systems. Roy and Cullen 
(2004) show that activity of vestibular neurons – that normally refl ects 
gaze shifts – is suppressed during gaze shifts involving active head 
movements. This is consistent with the idea that the vestibular nucleus 
activity refl ects the activity of a forward model incorporating efferent 
copy of commands to the neck muscles. It also has important reper-
cussions for the coordinate system of representation. Cancellation of 
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vestibular nucleus activity during active head movements suggests 
that vestibular nucleus activity refl ects the position of the eyes in the 
head rather than the position of eyes in extrinsic space.

ADAPTATION
Only one more point needs to be made on the theoretical level. This 
concerns the issue of adaptation. In many control systems, the plant, 
the environment and the sensory system are not really fi xed in time. 
For instance, in the case of eye movements, the physiological fl uc-
tuations in muscle strength change the effects of motor commands 
and putting on glasses (which change visual magnifi cation and have 
different characteristics in different parts of visual space) or contact 
lenses (which change the weight of the eye) can change the way move-
ments of the eye affect visual input. In such situations, the control-
ler must adapt to changes in the plant. Generally, this may require 
adaptation of all three major components of the system. It is pos-
sible that the different forms of adaptation happen simultaneously: 
the forward model changes in response to sensory prediction error; 
the sensory prediction optimally re-weights sensation and prediction; 
the feedback controller adjusts the motor commands associated with 
the current state. Adaptation in nervous circuitry is generally sup-
ported by neural plasticity. Thus, we must be clear, when we discuss 
physiological correlates, to specify where we think plasticity may 
be taking place, and which neurons carry the signals that drive the 
plasticity and in what coordinates these signals are represented.

The mechanisms of plasticity of the cerebellar cortex have been 
well studied. The most widespread hypothesis is that climbing fi bre 
(CF) projections (that produce Purkinje cell complex spikes) encode 
errors that modify the PF-PC synapses through LTD (Ito, 1986, 2006; 
Simpson et al., 1996). There is evidence for other forms of plasticity 
as well (Hansel et al., 2001; Coesmans et al., 2004). Nonetheless, 
many researchers accept the role of the CF as a teacher signal.

If we accept that CF activity carries some form of error signal 
that drives plasticity, we must face the question of what sort of error 
it really carries. Until recently, CF projection to the fl occulus was 
thought to contain retinal slip signals. This would be appropriate 
if the fl occulus was calculating an inverse model. On the other 
hand, such a signal is not optimal for modifying a forward model 
(FM). Adaptation in a forward model should reduce  discrepancies 
between the estimated and the actual state; it should adapt in 
response to an error that refl ects such discrepancies. Consequently 
the CF should report unexpected retinal slip rather than any retinal 
slip (See Figure 7 for an example). Such signals have been found 
in the fl occulus (Frens et al., 2001; Winkelman and Frens, 2006), 
as well as in the visual pathways projecting to the Inferior Olive 
(Ilg and Hoffmann, 1991, 1996).

Plasticity in the VN (Pugh and Raman, 2006, 2009), guided by 
the cerebellar projection may be the mechanism underlying the 
weighting required for the optimal state estimation proposed in 
Box 1. In a recent paper, Beraneck et al. (2008) showed that early 
recovery of the VOR from labyrinthectomy is cerebellar inde-
pendent while later recovery is cerebellar dependent. Of course, 
this argues strongly for non-cerebellar mechanisms of plasticity 
in the CEM system. Additionally, it allows our model to make a 
prediction. Beraneck et al. suggest that the early, non-cerebellar 
recovery refl ects plasticity in the vestibular nucleus. Our model 
suggests that this may result from a reweighting of the different 
inputs to the state estimator. Indeed, our model makes a strong 
prediction: the early stage of recovery from VOR will not depend 
on calculations related to the forward model while the later stage 
will have such a dependence.
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given in the dark (left panel), or in the light (right panel). Data from Stahl and 
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FIGURE 7 | Complex spike (CS) Modulation as a result of sinusoidal 

optokinetic stimulation. In (A) the stimulus was an oscillating pattern. In 
(B) the same pattern moved transparently over a static background. The 
behavior of the animal varied with the relative luminances of the moving 
and the static pattern. The frequency of the fi tted sine wave equals the 
frequency of the stimulus (0.1 Hz). Note that the modulation in (A) and (B) 
is virtually identical, as are the CEM made by the animal (gain 0.60 and 
0.58, respectively). Consequently the predicted slip (caused by the eye 
movement over the static pattern) is not refl ected in the CS (Frens 
et al., 2001).
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not be used in this system. Nevertheless, (1) Ghasia et al. (2008) do 
suggest that many neurons in the vestibular nucleus represent state, 
and (2) if the vestibular nucleus is implementing an inverse model 
and the fl occulus is implementing a forward model, it is unclear 
where state and prediction should be combined.

Our model is also different from the one used by Shadmehr 
and Krakauer to describe reaching movements (Shadmehr and 
Krakauer, 2008). Shadmehr and Krakauer suggest that the output 
of the deep cerebellar nuclei (DCN) refl ects the output of a forward 
model (x̂FM). This is necessary in their scheme because they propose, 
based on evidence from errors in reaching movements, that the 
parietal cortex calculates an estimate of state, and thus they propose 
that the forward model output from the cerebellum should drive 
this estimate of state. One might say that the DCN is considered the 
output of the forward model because it more directly projects to 
the cortex, although the role of the ventrolateral thalamus – which 
relays the DCN projection to cortex – is not considered in their 
framework. In our system, the VN seem to be located appropriately 
to combine forward model prediction based on efferent feedback 
with delayed sensory information. The VN are analogues of the 
DCN. Thus, in our system, it is not the cerebellum but specifi cally 
the cerebellar cortex which generates a forward model prediction. 
This difference between our hypothesis and that of Shadmehr and 
Krakauer might arise for a number of reasons as both models are 
speculative. Shadmehr and Krakauer did not consider the cerebellar 
cortex and DCN separately or ascribe any role at all to the thalamus 
relay station. Our model is more comprehensive, primarily because 
we are considering a simpler system. However, it is possible that 
the computation carried out by the cerebellum in the two systems 
is different and both models are correct.

One important aspect of the Shadmehr and Krakauer analysis of 
the reaching movement system has to do with the role they ascribe 
to the basal ganglia in determining the mapping of estimated state 
to motor command. Their framework explicitly uses the language 
of optimal feedback control, popularized in our fi eld by Todorov 
(2004). In optimal feedback control, the controller produces a com-
mand which will lead to the best possible combination of task 
success and energy conservation. In different tasks or with dif-
ferent weight attached to energy conservation, the controller will 
map states onto motor commands differently. In the scheme put 
forward by Shadmehr and Krakauer, the role of the basal ganglia 
is to work with the motor cortex to learn to produce such optimal 
motor commands. There is no equivalent of the basal ganglia in 
the CEM system, and it is quite possible that the CEM does not 
implement an optimal controller: the CEM system is a refl ex system 
and the cost function may be very consistent relative to the costs 
associated with reaching movements in different tasks.

Another way in which our model differs from previous theories is 
that we explicitly reject the widespread hypothesis that state estima-
tion is computed using a Kalman fi lter (see Box 1). Rather, it seems 
that the VN calculation of current state refl ects a process with two or 
more stages, where fl occular target neurons perform a fi rst stage of 
estimation and are then integrated into the broader calculation. The 
use of a forward model is useful when sensory signals are either noisy 
or have a large delay. The latter is specifi cally the case for the retinal 
slip signals that drive the visual  component of CEM (the OKR), which 
have a delay of 80 ms, whereas the vestibular afferents have a delay of 

We were not able to fi nd any studies of addressing the  possibility 
of plasticity in the Ab or NPH. However, gaze stability is affected 
by VOR adaptation, and one reasonable explanation for this would 
be adaptation of the gain of the oculomotor integrator (Tiliket 
et al., 1994).

DISCUSSION
We propose that CEM are generated by a SPFC framework where 
specifi c functional roles can be ascribed to specifi c nuclei in the 
CEM circuitry. The strength of the SPFC framework has been dem-
onstrated by many groups (Wolpert and Miall, 1996; Todorov and 
Jordan, 2002; Shadmehr and Krakauer, 2008). Recently, it has also 
been applied to describe eye movements (Glasauer, 2007; Ghasia 
et al., 2008). Because the physiology and anatomy underlying CEM 
is relatively well known, we are able to describe this mapping in 
more detail and with more precision than was possible in a similar 
attempt to describe the control of reaching movements (Shadmehr 
and Krakauer, 2008). The timing and nature of the signals that can 
be recorded in the fl occulus, the VN, and the brainstem structures 
support our hypothesis. Also, plasticity in the fl occulus and in the 
VN and the purported olivary error signals can be understood in 
terms of this framework.

Our model can be contrasted with the classical approach, where 
the output of the cerebellum is an inverse model (Kawato and Gomi, 
1992). The difference in the role played in the cerebellar output is, 
perhaps, the most salient difference between the two approaches, 
but there are other differences as well. For instance, the classical 
approach does not explain the separate function of the three dif-
ferent areas – fl occulus, vestibular nucleus, and brainstem motor 
nuclei – that generate a cascading series of motor commands. In 
contrast, the SPFC framework ascribes clear and distinct functions 
to each of these areas.

However, making an experimental distinction between the 
output of a forward model and the output of an inverse model 
can be quite diffi cult. Work by Kawato’s group has shown that 
position, velocity and acceleration regress onto fi ring rate with a 
combined r2 of above 0.7 (Shidara et al., 1993). This has been widely 
regarded as evidence that the cerebellum implements an inverse 
model. However, in follow up work, the Kawato group disavows 
this idea and claims that the fl occular output cannot represent the 
main part of the motor command to the eyes (Gomi et al., 1998). 
Perhaps the two most convincing arguments in this respect come 
from our group and that of Dora Angelaki, as described above. 
Both of these lines of reasoning argue in favor of the forward 
model interpretation.

Our model enjoys a family resemblance with previously pre-
sented schemes, notably the Shadmehr and Krakauer (2008) model 
of reaching movement control and the Green et al. (2007) model for 
CEM. However, there are also key differences between our model 
and the others. Perhaps the most notable difference between our 
model and the Green et al. model is their suggestion that the ves-
tibular nucleus implements an inverse model. One key issue in this 
regard is whether the output of the vestibular nucleus describes 
the upcoming motor command or the current estimate of state. 
Because CEM do not obey Listing’s law, the use of the representation 
of violation of Listing’s law (as was used to great effect in Ghasia 
et al., 2008) to separate motor commands from state estimates can-
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only a few ms. This may explain why lesions of the fl occulus primarily 
affect the OKR, and only infl uence the plasticity of the VOR, but not 
its performance (Waespe et al., 1983; Van Neerven et al., 1989).

Although the CEM circuit is well studied, there are still many 
holes in our knowledge. For instance, the projections of the VN 
are only beginning to be understood. It is known that different VN 
neurons project to the brain stem and to the fl occulus. Perhaps the 
VN calculates two different state estimates or perhaps its projection 
forward to the brain stem motor nuclei includes partial calculation 
of the motor command. Resolving this issue will need to wait until 
more data is available.

Also the fi nding that there are neurons at two levels of signal 
processing that strongly resemble the fi ring of the Abducens (the 
non-FTNs in the VN, Stahl and Simpson, 1995, and the cells in 
the NPH Green et al., 2007) requires further experimentation, for 
instance during eye movements that are mechanically perturbed.

Plasticity in the Abducens Nucleus or NPH is a key prediction 
of this model. An SPFC framework cannot successfully adapt to 
changes in the plant unless the feedback controller can adapt. 
Since recent fi ndings have obscured the functional difference 
between Abducens Nucleus and NPH (Green et al., 2007; Ghasia 
et al., 2008), one tempting hypothesis is that NPH serves as the 
adaptive component of the feedback controller. However, this is 
only speculation until some data on plasticity in the two nuclei 
becomes available.

Similarly, the difference between foveate and afoveate species 
should be addressed. Foveate species have smooth pursuit, which 
they can use to voluntarily reduce retinal slip. In the afoveate rabbit, 
for instance, in an experimental paradigm, where the visual envi-
ronment rotates along with a vestibular stimulus, the VN modulate 
only at high frequencies, along with the actual eye movement (Stahl 
and Simpson, 1995). In the (foveate) primate, this  correlation is less 
robust (Miles, 1974; Waespe and Henn, 1978), since the smooth 
pursuit system can modify the eye movements. Thus, the VN appear 
to represent an estimate of the eye state faithfully in the rabbit 
(because CEM are the only eye movements present), but this rela-
tion is harder to study in primates, since CEM and SP are harder 
to distinguish.

In sum, we believe that the SPFC model for the CEM accounts 
for the available data on the anatomy and physiology of the brain 
areas involved. It solves important conundrums, especially the tim-
ing of the activity of P-cells involved in CEM. While the model 
remains speculative, it seems to us to be the most reasonable basis 
for continued exploration of the neural mechanisms involved in 
stabilizing the eye during fi xation.

ACKNOWLEDGMENTS
Part of this work was funded by the Israeli Science Foundation, 
grant number 624/06 (Opher Donchin), and the NWO-VIDI 
 program (Maarten A Frens).

REFERENCES
Andreescu, C. E., De Ruiter, M. M., De 

Zeeuw, C. I., and De Jeu, M. T. (2005). 
Otolith deprivation induces optoki-
netic compensation. J. Neurophysiol. 
94, 3487–3496.

Barmack, N. H., Baughman, R. W., Errico, 
P., and Shojaku, H. (1993). Vestibular 
primary afferent projection to the cer-
ebellum of the rabbit. J. Comp. Neurol. 
327, 521–534.

Beraneck, M., McKee, J. L., Aleisa, M., 
and Cullen, K. E. (2008). Asymmetric 
recovery in cerebellar-defi cient mice 
following unilateral labyrinthectomy. 
J. Neurophysiol. 100, 945–958.

Blazquez, P. M., Hirata, Y., and 
Highstein, S. M. (2004). The vesti-
bulo-ocular refl ex as a model system 
for motor learning: what is the role 
of the cerebellum? Cerebellum 3, 
188–192.

Boyden, E. S., Katoh, A., and Raymond, J. L. 
(2004). Cerebellum-dependent learn-
ing: the role of multiple plasticity 
mechanisms. Annu. Rev. Neurosci. 27, 
581–609.

Braitenberg, V., Heck, D., and Sultan, F. 
(1997)) The detection and genera-
tion of sequences as a key to cerebel-
lar function: experiments and theory. 
Behav. Brain Sci. 20, 229–45.

Buttner-Ennever, J. A., and Buttner, U. 
(1992). Neuroanatomy of the ocu-
lar motor pathways. Baillieres Clin. 
Neurol. 1, 263–287.

Coesmans, M., Weber, J. T., De Zeeuw, C. 
I., and Hansel, C. (2004). Bidirectional 
parallel fi ber plasticity in the cerebel-
lum under climbing fiber control. 
Neuron 44, 691–700.

Collewijn, H. (1989). The vestibulo- ocular 
refl ex: an outdated concept? Prog. Brain 
Res. 80, 197–209; discussion 171–192.

D’Angelo, E., and De Zeeuw, C. I. (2009). 
Timing and plasticity in the cerebel-
lum: focus on the granular layer. Trends 
Neurosci. 32, 30–40.

Delgado-Garcia, J. M. (2000). Why move 
the eyes if we can move the head? Brain 
Res. Bull. 52, 475–482.

Donchin, O., Francis, J. T., and Shadmehr, 
R. (2003). Quantifying  generalization 
from trial-by-trial behavior of 
 adaptive systems that learn with basis 
functions: theory and experiments in 
human motor control. J. Neurosci. 23, 
9032–9045.

Flash, T., and Hogan, N. (1985). The 
coordination of arm movements: an 
experimentally confi rmed mathemati-
cal model. J. Neurosci. 5, 1688–1703.

Frens, M. A., Mathoera, A. L., and van der 
Steen, J. (2001). Floccular complex 
spike response to transparent retinal 
slip. Neuron 30, 795–801.

Gerrits, N. M., Epema, A. H., van Linge, 
A., and Dalm, E. (1989). The primary 
vestibulocerebellar projection in the 
rabbit: absence of primary afferents 
in the fl occulus. Neurosci. Lett. 105, 
27–33.

Gerrits, N. M., Epema, A. H., and Voogd, J. 
(1984). The mossy fi ber projection of 
the nucleus reticularis tegmenti pontis 
to the fl occulus and adjacent ventral 
parafl occulus in the cat. Neuroscience 
11, 627–644.

Ghasia, F. F., Meng, H., and Angelaki, D. 
E. (2008). Neural correlates of forward 
and inverse models for eye movements: 
evidence from three-dimensional kin-
ematics. J. Neurosci. 28, 5082–5087.

Gittis, A. H., and du Lac, S. (2006). 
Intrinsic and synaptic plasticity in 
the vestibular system. Curr. Opin. 
Neurobiol. 16, 385–390.

Glasauer, S. (2007). Current models of the 
ocular motor system. Dev. Ophthalmol. 
40, 158–174.

Glickstein, M., Gerrits, N., Kralj-Hans, 
I., Mercier, B., Stein, J., and Voogd, J. 
(1994). Visual pontocerebellar projec-
tions in the macaque. J. Comp. Neurol. 
349, 51–72.

Gomi, H., Shidara, M., Takemura, A., 
Inoue, Y., Kawano, K., and Kawato, 
M. (1998). Temporal fi ring patterns of 
Purkinje cells in the cerebellar ventral 
parafl occulus during ocular following 
responses in monkeys I. Simple spikes. 
J. Neurophysiol. 80, 818–831.

Graf, W., Simpson, J. I., and Leonard, 
C. S. (1988). Spatial organization of 
visual messages of the rabbit’s cerebel-
lar fl occulus. II. Complex and simple 
spike responses of Purkinje cells. J. 
Neurophysiol. 60, 2091–2121.

Green, A. M., Meng, H., and Angelaki, D. 
E. (2007). A reevaluation of the inverse 
dynamic model for eye movements. J. 
Neurosci. 27, 1346–1355.

Hansel, C., Linden, D. J., and D’Angelo, 
E. (2001). Beyond parallel fi ber LTD: 
the diversity of synaptic and non-syn-
aptic plasticity in the cerebellum. Nat. 
Neurosci. 4, 467–475.

Ilg, U. J., and Hoffmann, K. P. (1991). 
Responses of monkey nucleus of the 
optic tract neurons during pursuit and 
fi xation. Neurosci. Res. 12, 101–110.

Ilg, U. J., and Hoffmann, K. P. (1996). 
Responses of neurons of the nucleus 
of the optic tract and the dorsal termi-
nal nucleus of the accessory optic tract 
in the awake monkey. Eur. J. Neurosci. 
8, 92–105.

Ito, M. (1986). Long-term depression as 
a memory process in the cerebellum. 
Neurosci. Res. 3, 531–539.

Ito, M. (2006). Cerebellar circuitry as a 
neuronal machine. Prog. Neurobiol. 
78, 272–303.

Ivry, R. B., and Keele, S. W. (1989). Timing 
functions of the cerebellum. J. Cogn. 
Neurosci. 1, 136–152.

Jacobson, G. A., Rokni, D., and Yarom, Y. 
(2008). A model of the olivo-cerebellar 
system as a temporal pattern genera-
tor. Trends Neurosci. 31, 617–625.

Jordan, M. I., and Rumelhart, D. E. (1992). 
Forward models: supervised learning 
with a distal teacher. Cogn. Sci. 16, 
307–354.



Frontiers in Cellular Neuroscience www.frontiersin.org November 2009 | Volume 3 | Article 13 | 10

Frens and Donchin Forward models in eye movements

Shadmehr, R., and Mussa-Ivaldi, F. A. 
(1994). Adaptive representation of 
dynamics during learning of a motor 
task. J. Neurosci. 14, 3208–3224.

Shidara, M., Kawano, K., Gomi, H., and 
Kawato, M. (1993). Inverse-dynam-
ics model eye movement control 
by Purkinje cells in the cerebellum. 
Nature 365, 50–52.

Simpson, J. I., Wylie, D. R., and De Zeeuw, 
C. I. (1996). On climbing fi ber signals 
and their consequence(s). Behav. Brain 
Sci. 19, 368–383.

Skavenski, A. A., and Robinson, D. A. 
(1973). Role of abducens neurons in 
vestibuloocular refl ex. J. Neurophysiol. 
36, 724–738.

Stahl, J. S., and Simpson, J. I. (1995). 
Dynamics of rabbit vestibular nucleus 
neurons and the infl uence of the fl oc-
culus. J. Neurophysiol. 73, 1396–1413.

Takemori, S., and Cohen, B. (1974). Loss 
of visual suppression of vestibular nys-
tagmus after fl occulus lesions. Brain 
Res. 72, 213–224.

Tiliket, C., Shelhamer, M., Roberts, D., 
and Zee, D. S. (1994). Short-term 
vestibulo-ocular refl ex adaptation in 
humans. I. Effect on the ocular motor 
velocity-to-position neural integrator. 
Exp. Brain Res. 100, 316–327.

Todorov, E. (2004). Optimality principles 
in sensorimotor control. Nat. Neurosci. 
7, 907–915.

Todorov, E., and Jordan, M. I. (2002). 
Optimal feedback control as a theory 
of motor coordination. Nat. Neurosci. 
5, 1226–1235.

Uno, Y., Kawato, M., and Suzuki, R. (1989). 
Formation and control of optimal 
trajectory in human multijoint arm 
movement. Minimum torque-change 
model. Biol. Cybern. 61, 89–101.

Van Neerven, J., Pompeiano, O., and 
Collewijn, H. (1989). Depression of 
the vestibulo-ocular and optokinetic 
responses by intrafloccular micro-
injection of GABA-A and GABA-B 
agonists in the rabbit. Arch. Ital. Biol. 
127, 243–263.

Waespe, W., Cohen, B., and Raphan, T. 
(1983). Role of the fl occulus and para-
fl occulus in optokinetic nystagmus and 

visual-vestibular interactions: effects of 
lesions. Exp. Brain Res. 50, 9–33.

Waespe, W., and Henn, V. (1978). 
Confl icting visual-vestibular stimu-
lation and vestibular nucleus activity 
in alert monkeys. Exp. Brain Res. 33, 
203–211.

Winkelman, B., and Frens, M. (2006). 
Motor coding in fl occular climbing fi b-
ers. J. Neurophysiol. 95, 2342–2351.

Winkelman, B., and Frens, M. (2007). 
Three dimensional oculomotor tun-
ing of complex and simple spikes in 
the cerebellar fl occulus. Program No. 
512.7. 2007 Meeting Planner. San 
Diego, CA: Society for Neuroscience.

Wolpert, D. M., Goodbody, S. J., and 
Husain, M. (1998). Maintaining 
internal representations: the role of 
the human superior parietal lobe. Nat. 
Neurosci. 1, 529–533.

Wolpert, D. M., and Miall, R. C. (1996). 
Forward Models for Physiological 
Motor Control. Neural. Netw. 9, 
1265–1279.

Zee, D. S., Yamazaki, A., Butler, P. H., and 
Gucer, G. (1981). Effects of ablation 
of fl occulus and parafl occulus of eye 
movements in primate. J. Neurophysiol. 
46, 878–899.

Conflict of Interest Statement: The 
authors declare that the research was con-
ducted in the absence of any commercial or 
fi nancial relationships that could be con-
strued as a potential confl ict of interest.

Received: 25 May 2009; paper pend-
ing published: 09 July 2009; accepted: 
06 November 2009; published online: 23 
November 2009.
Citation: Frens MA and Donchin O 
(2009) Forward models and state esti-
mation in compensatory eye move-
ments. Front. Cell. Neurosci. 3:13. doi: 
10.3389/neuro.03.013.2009
Copyright © 2009 Frens and Donchin. This is 
an open-access article subject to an exclusive 
license agreement between the authors and 
the Frontiers Research Foundation, which 
permits unrestricted use, distribution, and 
reproduction in any medium, provided the 
original authors and source are credited.

Kawato, M. (1999). Internal models for 
motor control and trajectory planning. 
Curr. Opin. Neurobiol. 9, 718–727.

Kawato, M., and Gomi, H. (1992). The 
cerebellum and VOR/OKR learn-
ing models. Trends Neurosci. 15, 
445–453.

Langer, T., Fuchs, A. F., Scudder, C. A., and 
Chubb, M. C. (1985). Afferents to the 
fl occulus of the cerebellum in the rhe-
sus macaque as revealed by retrograde 
transport of horseradish peroxidase. 
J. Comp. Neurol. 235, 1–25.

Lisberger, S. G. (2009). Internal models 
of eye movement in the floccular 
complex of the monkey cerebellum. 
Neuroscience 162, 763–776.

Lisberger, S. G., Miles, F. A., and Zee, D. S. 
(1984). Signals used to compute errors 
in monkey vestibuloocular refl ex: pos-
sible role of fl occulus. J. Neurophysiol. 
52, 1140–1153.

Llinás, R. R. (1988). The intrinsic elec-
trophysiological properties of mam-
malian neurons: insights into central 
nervous system function. Science 242, 
1654–1664.

Mauk, M. D., Medina, J. F., Nores, W. L., 
and Ohyama, T. (2000). Cerebellar 
function: coordination, learning or 
timing? Curr. Biol. 10, R522–R525.

Mazzoni, P., Hristova, A., and Krakauer, J. 
W. (2007). Why don’t we move faster? 
Parkinson’s disease, movement vigor, 
and implicit motivation. J. Neurosci. 
27, 7105–7116.

McCrea, R. A., and Baker, R. (1985). 
Anatomical connections of the nucleus 
prepositus of the cat. J. Comp. Neurol. 
237, 377–407.

McFarland, J. L., and Fuchs, A. F. (1992). 
Discharge patterns in nucleus preposi-
tus hypoglossi and adjacent medial 
vestibular nucleus during horizontal 
eye movement in behaving macaques. 
J. Neurophysiol. 68, 319–332.

Miles, F. A. (1974). Single unit fi ring pat-
terns in the vestibular nuclei related to 
voluntary eye movements and passive 
body rotation in conscious monkeys. 
Brain Res. 71, 215–224.

Miles, F. A., and Lisberger, S. G. (1981). 
Plasticity in the vestibulo-ocular 

refl ex: a new hypothesis. Annu. Rev. 
Neurosci. 4, 273–299. 

Moschovakis, A. K. (1997). The neural 
integrators of the mammalian saccadic 
system. Front. Biosci. 2, d552–d577. 
PMID 9341239.

Nowak, D. A., Topka, H., Timmann, 
D., Boecker, H., and Hermsdorfer, J. 
(2007). The role of the cerebellum 
for predictive control of grasping. 
Cerebellum 6, 7–17.

Pugh, J. R., and Raman, I. M. (2006). 
Potentiation of mossy fi ber EPSCs in 
the cerebellar nuclei by NMDA receptor 
activation followed by postinhibitory 
rebound current. Neuron 51, 113–123.

Pugh, J. R., and Raman, I. M. (2009). 
Nothing can be coincidence: synap-
tic inhibition and plasticity in the 
cerebellar nuclei. Trends Neurosci. 32, 
170–177.

Quaia, C., Pare, M., Wurtz, R. H., and 
Optican, L. M. (2000). Extent of com-
pensation for variations in monkey 
saccadic eye movements. Exp. Brain 
Res. 132, 39–51.

Raghavan, P., Krakauer, J. W., and Gordon, A. 
M. (2006). Impaired anticipatory con-
trol of fi ngertip forces in patients with 
a pure motor or sensorimotor lacunar 
syndrome. Brain 129, 1415–1425.

Raymond, J. L., Lisberger, S. G., and Mauk, 
M. D. (1996). The cerebellum: a neu-
ronal learning machine? Science 272, 
1126–1131.

Robinson, D. A. (1981). The use of control 
systems analysis in the neurophysiol-
ogy of eye movements. Annu. Rev. 
Neurosci. 4, 463–503.

Roy, J. E., and Cullen, K. E. (2004). 
Dissociating self-generated from pas-
sively applied head motion: neural 
mechanisms in the vestibular nuclei. 
J. Neurosci. 24, 2102–2111.

Sato, Y., Kawasaki, T., and Ikarashi, K. 
(1983). Afferent projections from the 
brainstem to the three fl occular zones 
in cats. II. Mossy fiber projections. 
Brain Res. 272, 37–48.

Shadmehr, R., and Krakauer, J. W. (2008). 
A computational neuroanatomy for 
motor control. Exp. Brain Res. 185, 
359–381.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages false
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages false
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages false
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects true
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


