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Background: The aggressiveness of prostate cancer (PCa) is crucial in determining treatment method. 
The purpose of this study was to establish a 2.5-dimensional (2.5D) deep transfer learning (DTL) detection 
model for the automatic detection of clinically significant PCa (csPCa) based on bi-parametric magnetic 
resonance imaging (bp-MRI). 
Methods: A total of 231 patients, including 181 with csPCa and 50 with non-clinically significant PCa 
(non-csPCa), were enrolled. Stratified random sampling was then employed to divide all participants into 
a training set [185] and a test set [46]. The DTL model was obtained through image acquisition, image 
segmentation, and model construction. Finally, the diagnostic performance of the 2.5D and 2-dimensional 
(2D) models in predicting the aggressiveness of PCa was evaluated and compared using receiver operating 
characteristic (ROC) curves.
Results: DTL models based on 2D and 2.5D segmentation were established and validated to assess the 
aggressiveness of PCa. The results demonstrated that the diagnostic efficiency of the DTL model based 
on 2.5D was superior to that of the 2D model, regardless of whether in a single or combined sequence. 
Particularly, the 2.5D combined model outperformed other models in differentiating csPCa from non-csPCa. 
The area under the curve (AUC) values for the 2.5D combined model in the training and test sets were 0.960 
and 0.949, respectively. Furthermore, the T2-weighted imaging (T2WI) model showed superiority over the 
apparent diffusion coefficient (ADC) model, but was not as effective as the combined model, whether based 
on 2.5D or 2D.
Conclusions: A DTL model based on 2.5D segmentation was developed to automatically evaluate PCa 
aggressiveness on bp-MRI, improving the diagnostic performance of the 2D model. The results indicated 
that the continuous information between adjacent layers can enhance the detection rate of lesions and reduce 
the misjudgment rate based on the DTL model.
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Introduction

Prostate cancer (PCa) is the most prevalent cancer among 
men globally, accounting for 27% of cancer incidence in 
2022. It is also the second leading cause of cancer-related 
mortality worldwide, with 34,500 deaths out of 322,090 
cases detected, representing nearly 1 in 5 deaths (1).

According to the updated 2020 guidelines, clinically 
significant PCa (csPCa) is highly aggressive and progresses 
rapidly, necessitating prompt intervention. In contrast, 
non-clinically significant PCa (non-csPCa) exhibits lower 
malignancy and relatively slower progression, often 
necessitating only observation or active monitoring (2). 
Accurately assessing the aggressiveness of PCa before 
treatment is crucial. The commonly used method for 
assessing invasiveness is transrectal ultrasound-guided 
needle biopsy (TRUS), which, although effective, is 
invasive, increases patient discomfort, carries a risk of 
complications, and can underestimate PCa invasiveness.

Magnetic resonance imaging (MRI) has become 
integral in PCa detection and grading. In recent years, 
comparative studies of bi-parametric MRI (bp-MRI), 
comprising T2-weighted imaging (T2WI) and apparent 
diffusion coefficient (ADC) mapping, and multi-parametric 
MRI (mp-MRI) have shown that bp-MRI not only offers 
superior diagnostic performance for PCa but also simplifies 
the imaging process, saving patient time and resources 

(3,4). However, current MRI image interpretation heavily 
relies on radiologists’ subjective evaluations, leading to 
variability in image interpretation due to differing levels 
of expertise and a lack of objective assessment. With the 
rapid advancement of artificial intelligence (AI), deep 
learning (DL), a quantitative analysis method, has been 
increasingly applied in medical image recognition and 
identification. DL involves training a multi-level deep 
neural network model based on sample data to achieve high 
classification accuracy (5). Studies have demonstrated the 
applicability of DL in detecting, grading, and prognostic 
analysis of prostate diseases (6-8). However, integrating DL 
into medical imaging remains challenging. The need for 
extensive labeled data for training reliable neural networks 
and the laborious, specialized, and costly labeling process 
pose significant hurdles. Deep transfer learning (DTL), 
a derivative technique that utilizes pre-trained ImageNet 
datasets to build fine-tuned convolutional neural networks 
(CNNs), has successfully addressed these challenges in 
medical imaging (9-11).

When radiologists interpret computed tomography (CT) 

or MRI images, they typically review the images layer by 
layer, considering the continuity between adjacent slices to 
extract relevant information. This study aimed to develop 
a 2.5-dimensional (2.5D) segmentation DTL model for 
predicting csPCa based on bp-MRI, where 3 consecutive 
sections were used as input for prediction, and to compare 
its performance with that of a conventional 2-dimensional 
(2D) model. We present this article in accordance with the 
TRIPOD reporting checklist (available at https://qims.
amegroups.com/article/view/10.21037/qims-24-587/rc).

Methods

Patient selection

The study was conducted in accordance with the 
Declaration of Helsinki (as revised in 2013). This 
retrospective study was approved by the Institutional 
Review Board of the Suzhou Ninth People’s Hospital (No. 
KYLW2024-022-01), and the requirement for written 
informed consent for this retrospective analysis was waived. 
From January 2019 to August 2023, a total of 623 patients 
in our hospital who underwent 3.0T MRI examination 
due to elevated prostate-specific antigen (PSA) or clinical 
symptoms with pathological results were included in our 
research. All patients underwent TRUS.

Data flowchart

The research workflow comprised 2 main segments: image 
acquisition and segmentation, as well as model construction 
and comparison. The entire study flowchart and specific 
details are depicted in Figure 1.

Image acquisition

All patients underwent imaging with a 3.0-T MRI scanner 
(GE Discovery MR750: GE Healthcare, Chicago, IL, 
USA). Scan sequences included sagittal and axial T2WI, 
T1-weighted imaging (T1WI), fat-suppressed T2WI, 
diffusion-weighted imaging (DWI) (b values of 50 and 1,400 
sec/mm2), and dynamic contrast-enhanced MRI (DCE-
MRI). The machine automatically generated an ADC map 
based on the DWI sequence. This study selected the bp-
MRI sequence, comprising axial T2WI and ADC images, as 
it aligns with PI-RADS v2.1 recommendations for accuracy 
and convenience (3). The parameters for T2WI were as 
follows: repetition time (TR) =3,000 ms, echo time (TE) 

https://qims.amegroups.com/article/view/10.21037/qims-24-587/rc
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Figure 1 Workflow of this research. (A) Image acquisition and segmentation. (B) Model construction and comparison. T2WI, T2-weighted 
imaging; ADC, apparent diffusion coefficient; ROI, region of interest; 2D, 2-dimensional; DTL, deep transfer learning; csPCa, clinically 
significant prostate cancer. 

=100 ms, thickness =3 mm, gap =0 mm, field of view (FOV) 
=220×220 mm, matrix =276×238, number of excitations 
(NEX) =3. The parameters for DWI were: TR =6,000 ms, 
TE =77 ms, thickness =3 mm, gap =0 mm, FOV =260× 
260 mm, matrix =104×126, NEX =2. Image preprocessing 
involved 3 steps: N4BiasFieldCorrection of the MRI 
image using the Pyradiomics package (https://pyradiomics.
readthedocs.io/en/latest/) (12), resampling the image with 
a voxel size of 1×1×1 mm3, and image registration using 
the Elastix tool for T2WI and ADC maps. A DL network 
architecture known as ResNet50 was utilized to construct 
and validate a DL model for predicting PCa aggressiveness.

Image segmentation

The region of interest (ROI) of the lesion was manually 
sketched layer by layer on T2WI and ADC maps using 
3-dimensional (3D) Slicer (https://www.slicer.org/). This 
step was carried out independently by a radiologist with 
12 years of experience in prostate MRI diagnosis, without 
knowledge of clinical and pathological data.

DTL model construction

The delineated lesions were divided into a training set 
and a test set in an 8:2 ratio at random. A DL network 
architecture known as ResNet50 was utilized to construct a 
DL model for predicting PCa aggressiveness (13,14). The 
ResNet50 model was efficiently developed using transfer 
learning, with pre-training on 1.28 million natural images 
from the ImageNet dataset and subsequent fine-tuning 
on a training cohort of 231 PCa MRI images (15). This 
approach addressed the issue of poor generalization ability 
due to the small sample size of the original dataset and 
accelerated the model training speed. The input bp-MRI 
data into the DTL network were divided into a single-layer 
input (64×64×1 voxel) and a 3-layer input (64×64×3 voxel), 
resulting in the construction of 2D and 2.5D DL models, 
respectively. The single-layer input selected the largest layer 
of the lesion, whereas the 3-layer input selected the largest 
layer of the lesion and its upper and lower layers. In this 
study, a T2WI DTL model and an ADC DTL model were 
constructed based on the T2WI and ADC maps features, 

https://pyradiomics.readthedocs.io/en/latest/
https://pyradiomics.readthedocs.io/en/latest/
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Figure 2 Flow diagram of patient selection. mp-MRI, multi-parametric magnetic resonance imaging.

respectively. Subsequently, the features of T2WI and ADC 
maps were combined to construct a combined DTL model.

Statistics

A DL network architecture known as ResNet50 was utilized 
to construct and validate a DL model for predicting PCa 
aggressiveness. Receiver operating characteristic (ROC) 
curves were used to demonstrate the ability of the DTL 
algorithm to evaluate the aggressiveness of PCa. The ROC 
curve and its related indicators, including area under the 
curve (AUC) value, accuracy, sensitivity, specificity, positive 
predictive value (PPV), negative predictive value (NPV), 
and F1 score, were used to evaluate and compare the 
diagnostic efficiency of the constructed models.

Results

Patient characteristics

A total of 231 patients (csPCa: 181 and non-csPCa: 50) were 
included in this research. The details of patient selection 
are illustrated in Figure 2. All participants were then divided 

into a training set [185] and a test set [46] using stratified 
random sampling. The characteristics of all patients are 
listed in Table 1.

Model construction and comparison

The T2WI DTL models, ADC models, and combined DTL 
models were constructed using logistic regression. Figure 3  
illustrates the ROC curves of the 6 models constructed, 
and Table 2 provides a detailed list of their ROC-related 
indicators (AUC value, accuracy, sensitivity, specificity, 
PPV, NPV, F1 score), which comprehensively assess the 
diagnostic efficiency of the constructed models. In terms of 
T2WI, ADC map, and combined sequence, the 2.5D model 
outperformed the 2D model in evaluating the aggressiveness 
of PCa in the test set. The T2WI model demonstrated 
superiority over the ADC model, but was not as effective as 
the combined model, whether based on 2.5D or 2D.

Discussion

In this study, we established and validated DTL models 
based on 2D and 2.5D segmentation to assess the 
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Table 1 Characteristics of all patients 

Characteristics (n=231) Clinically significant PCa (n=181) Non-clinically significant PCa (n=50) P value 

Age, years (mean ± SD) 74±8 72.8±7 0.299

Prostatic volume (mL), median (IQR) 36.7 (27, 57.9) 41.3 (32.3, 50.4) 0.363

tPSA (ng/mL), median (IQR) 37.2 (13.1, 101.2) 11.4 (8.6, 17.6) <0.001

fPSA (ng/mL), median (IQR) 3.3 (1.5, 11.6) 1.2 (0.9, 2.2) <0.001

PSAD (ng/mL/mL), median (IQR) 1.2 (0.4, 2.1) 0.3 (0.2, 0.6) <0.001

f/tPSA (%), median (IQR) 0.1 (0.1, 0.2) 0.1 (0.1, 0.2) 0.979

Gleason score

3+3=6 – 50 –

3+4/4+3=7 73 –

4+4=8 58 –

4+5/5+4=9 38 –

5+5=10 12 –

PCa, prostate cancer; SD, standard deviation; IQR, interquartile range; tPSA, total prostate-specific antigen; fPSA, free PSA; f/tPSA, ratio 
of free-to-total PSA; PSAD, PSA density.
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Figure 3 ROC curves of different deep transfer learning models for prediction of prostate cancer aggressiveness. (A) ROC evaluation for 
2D deep transfer learning model in training set. (B) ROC evaluation for 2D deep transfer learning model in test set. (C) ROC evaluation for 
2.5D deep transfer learning model in training set. (D) ROC evaluation for 2.5D deep transfer learning model in test set. 2D, 2-dimensional; 
T2WI, T2-weighted imaging; AUC, area under the curve; 2.5D, 2.5-dimensional; ADC, apparent diffusion coefficient; ROC, receiver 
operating characteristic.
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Table 2 AUC results of the 2D and 2.5D deep transfer learning models for prediction of prostate cancer aggressiveness

Models AUC (95% CI) Accuracy Sensitivity Specificity PPV NPV F1 score

2D T2WI model

Training 0.897 (0.834–0.960) 0.827 0.811 0.892 0.968 0.541 0.882

Test 0.864 (0.718–1.000) 0.891 0.909 0.846 0.937 0.786 0.923

2D ADC model

Training 0.982 (0.968–0.997) 0.908 0.892 0.973 0.992 0.692 0.940

Test 0.783 (0.603–0.964) 0.870 0.970 0.615 0.865 0.889 0.914

2D combined model

Training 0.983 (0.966–1.000) 0.935 0.973 0.926 0.766 0.993 0.857

Test 0.886 (0.773–0.998) 0.804 0.923 0.758 0.600 0.962 0.727

2.5D T2WI model

Training 0.912 (0.884–0.940) 0.822 0.811 0.865 0.960 0.533 0.879

Test 0.928 (0.887–0.970) 0.870 0.838 0.949 0.976 0.698 0.902

2.5D ADC model

Training 0.946 (0.922–0.970) 0.885 0.881 0.901 0.973 0.654 0.924

Test 0.854 (0.761–0.946) 0.841 0.828 0.872 0.943 0.667 0.882

2.5D combined model

Training 0.960 (0.941–0.980) 0.896 0.937 0.885 0.671 0.717 0.782

Test 0.949 (0.916–0.982) 0.884 0.974 0.849 0.983 0.988 0.826

AUC, area under the curve; 2D, 2-dimensional; 2.5D, 2.5-dimensional; 95% CI, 95% confidence interval; PPV, positive predictive value; 
NPV, negative predictive value; T2WI, T2-weighted imaging; ADC, apparent diffusion coefficient.

aggressiveness of PCa. Our results demonstrate that the 
diagnostic efficiency of the 2.5D DTL model surpasses 
that of the 2D model, regardless of whether considering 
a single sequence or a combined sequence. Notably, the 
2.5D combined model outperformed other models in 
differentiating between csPCa and non-csPCa, including the 
2D T2WI model, 2D ADC model, 2D combined model, 
2.5D T2WI model, and 2.5D ADC model. The AUC 
values for the 2.5D combined model in the training and 
test sets were 0.960 and 0.949, respectively. Furthermore, 
although the T2WI model demonstrated superiority over 
the ADC model, it did not match the performance of the 
combined model, whether based on 2.5D or 2D.

AI and machine learning (ML) methods have the 
potential to address various everyday challenges owing 
to their capacity to swiftly process large volumes of data. 
Chutisant et al.’s (16) literature review on AI indicates 
that AI will play a significant role in training, education, 
patient care, and research in the future. This highlights 

the strong link between AI and healthcare and scientific 
research, offering a more comprehensive outlook for the 
advancement of the field. DL, a subset of ML that utilizes 
deep neural networks to solve problems, has experienced 
rapid development in recent years due to advancements in 
algorithm theory, improvements in computer processing 
technology, and the expansion of data volume. DL has 
become integral to computer vision, natural language 
processing, healthcare, autonomous driving, and financial 
fields (17). Recent literature also underscores the value 
of DL methods in MRI segmentation, detection, and 
classification of prostate lesions (18-21). However, some 
existing literature is constrained by limited data size and 
slow computational speeds. In this study, we employed 
DTL, utilizing the pre-trained ResNet50 neural network 
model from the ImageNet dataset as the initial model. 
This approach addresses the limited generalization ability 
resulting from the small original dataset and accelerates 
model training (22,23). Feature visualization techniques 
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can be employed to showcase the most critical features 
and activation patterns within DTL models, providing 
insights into how the model makes predictions and 
identifying key features contributing to its performance. 
For instance, techniques such as class activation mapping 
(CAM) or gradient-weighted class activation mapping 
(Grad-CAM) can be utilized to highlight the image regions 
the model focuses on when making decisions. Currently, 
image segmentation methods primarily involve manual 
and automatic segmentation. With the rapid advancement 
of AI, automatic segmentation is poised to become the 
predominant method for segmentation in the future due to 
its ability to ensure segmentation accuracy and consistency, 
as well as save researchers time (24-28). This study 
employed manual segmentation of images, which, despite 
its high time cost, allows physicians to accurately identify 
lesions and delineate them precisely based on their extensive 
clinical experience.

Existing prostate detection methods have some value 
in assessing the aggressiveness of PCa. Prata et al. (29) 
utilized mpMRI to diagnose csPCa by comparing and 
combining clinical factors and radiomics methods. The 
results showed that the AUC values for the 2 methods were 
0.698 and 0.774, respectively, with a combined AUC of 
0.804. Bertelli et al. (30) employed MRI-based PI-RADS 
and radiomics methods to predict PCa aggressiveness, 
achieving AUC values of 0.625 and 0.682, respectively. 
However, their diagnostic performance was inferior to the 
results obtained by the DL model proposed in this study. 
Li et al. (31) showed that the DL model utilizing T2WI 
and ADC maps demonstrated outstanding diagnostic 
effectiveness in assessing the aggressiveness of PCa, 
achieving an AUC value of 0.940. The results of this study 
are similar to our findings, but currently, there is limited 
research on investigating the influence of input layers post-
focal segmentation. Therefore, this paper aimed to compare 
the effectiveness of DTL models based on 2.5D and 2D 
segmentation for the automatic detection of csPCa.

In the process of focal segmentation, utilizing a single 
layer only provides cross-sectional information, leading to 
the loss of 3D anatomical information during the training 
process. This can result in unreliable training outcomes. 
Takao et al. (32) also demonstrated that incorporating 
continuous information between adjacent layers can 
mitigate false results and enhance the accuracy of DL 
models for lesion detection. It is widely recognized that 
3D DL-based segmentation offers advantages over 2D 
methods by leveraging full 3D spatial information and is 

already extensively used for 3D medical data. However, 
3D models present several technical limitations. Firstly, 
substantial financial investment is required to obtain high-
capacity graphics processing unit (GPU) memory to 
accommodate the storage and processing of data. Secondly, 
a large number of cases are necessary, and finally, an 
abundance of data and parameters may lead to overfitting 
of results. Furthermore, as the segmentation plane moves 
further from the central plane, its influence diminishes, 
resulting in minimal impact.  Given the technical 
challenges associated with 3D models, 2.5D models 
may offer benefits for small-scale data. 2.5D models (33)  
encompass sagittal and coronal information that is lacking 
in 2D models, while being somewhat less complex than 
3D models. Hence, in this study, we employed a DTL 
model constructed using 2.5D segmentation to assess the 
aggressiveness of PCa. Our approach is akin to the 2.5D 
network described in prior literature (32,34), which selects 
the largest lesion layer as the central layer and utilizes the 
upper and lower layers as input data. This segmentation 
strategy mirrors that of many other organs, such as the 
brain (35,36), liver (37), pancreas (38), and kidney (39). 
Our findings further validate that the diagnostic efficacy 
of the 2.5D-based DTL model surpasses that of the 2D 
model when evaluating the aggressiveness of PCa, whether 
considering a single or a combined sequence. By enhancing 
the accuracy of automated detection aggressiveness of 
PCa, this study contributes to achieving earlier diagnosis 
and personalized treatment plans, potentially leading to 
a significant improvement in patients’ clinical outcomes. 
Furthermore, it has the potential to impact the advancement 
of precision medicine and personalized treatment. By 
more accurately identifying csPCa cases, our model aids 
in optimizing resource allocation, reducing unnecessary 
treatments, and enhancing patients’ quality of life. In 
future research, we will aim to explore the extension of the 
2.5D DTL model to larger datasets and its application to 
more diverse patient populations. Additionally, we plan to 
investigate the integration of additional imaging modalities, 
such as functional MRI or positron emission tomography 
(PET)-CT scans, to further enhance the accuracy and 
reliability of PCa detection. These research directions 
will help us gain a better understanding of the biological 
characteristics of PCa and provide clinicians with more 
dependable auxiliary diagnostic methods.

This study has several notable limitations. Firstly, 
it was a single-center retrospective study utilizing data 
from a single institution. To further assess the accuracy, 
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stability, generalizability, and repeatability of our model, 
in future research, we will include a broader population, 
increase sample size and geographic distribution, and 
conduct external validation using additional data. Secondly, 
the manual segmentation of lesions may introduce bias 
due to varying interpretations by radiologists. Future 
investigations will focus on automatic segmentation 
methods to address this limitation. Thirdly, this study only 
included 3 consecutive MRI images of prostate lesions, 
and the entire 3D lesions were compared when technical 
conditions permitted. Fourthly, the uneven distribution 
of cases in this study may have impacted the model’s 
generalizability, particularly across different populations 
and medical conditions. We attempted to mitigate this 
issue by stratifying random sampling, but further validation 
of the model’s robustness on more diverse datasets is 
still necessary. Lastly, the interpretability of the models 
remains a challenge, and gaining a deep understanding 
of how models generate predictions is crucial for clinical 
applications. We intend to explore model interpretation 
techniques in future work to enhance model transparency 
and credibility.

Conclusions

We developed a DTL model based on 2.5D segmentation 
to automatically assess PCa aggressiveness on bp-MRI, 
which demonstrated improved diagnostic performance 
compared to the 2D model. The findings indicate that 
incorporating continuous information between adjacent 
layers can enhance lesion detection rates and reduce 
misjudgment rates based on the DTL model.
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