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ABSTRACT: The performance of several standard and popular
approaches for calculating X-ray absorption spectra at the carbon,
nitrogen, and oxygen K-edges of 40 primarily organic molecules up
to the size of guanine has been evaluated, focusing on the low-
energy and intense 1s → π* transitions. Using results obtained
with CVS-ADC(2)-x and fc-CVS-EOM-CCSD as benchmark
references, we investigate the performance of CC2, ADC(2),
ADC(3/2), and commonly adopted density functional theory
(DFT)-based approaches. Here, focus is on precision rather than on
accuracy of transition energies and intensitiesin other words, we
target relative energies and intensities and the spread thereof,
rather than absolute values. The use of exchange−correlation
functionals tailored for time-dependent DFT calculations of core excitations leads to error spreads similar to those seen for more
standard functionals, despite yielding superior absolute energies. Long-range corrected functionals are shown to perform particularly
well compared to our reference data, showing error spreads in energy and intensity of 0.2−0.3 eV and ∼10%, respectively, as
compared to 0.3−0.6 eV and ∼20% for a typical pure hybrid. In comparing intensities, state mixing can complicate matters, and
techniques to avoid this issue are discussed. Furthermore, the influence of basis sets in high-level ab initio calculations is investigated,
showing that reasonably accurate results are obtained with the use of 6-311++G**. We name this benchmark suite as XABOOM (X-
ray absorption benchmark of organic molecules) and provide molecular structures and ground-state self-consistent field energies and
spectroscopic data. We believe that it provides a good assessment of electronic structure theory methods for calculating X-ray
absorption spectra and will become useful for future developments in this field.

■ INTRODUCTION

In recent times, the field of X-ray spectroscopy has progressed
rapidly as a result of the development and construction of
modern synchrotrons and X-ray free-electron lasers, enabling
the investigation of light−matter interactions at unprecedented
time resolution and radiation intensity.1,2 These installations
facilitate the study of exotic molecular properties and provide a
sensitive experimental tool to questions such as (i) probing
chemical reactions in real time, as exemplified by the tracking
of the photocatalytic cycle in photosynthesis,2−6 (ii)
considering the structure of molecular samples, such as the
local structure of liquid water,7−9 (iii) identifying the oxidation
state of transition metals in organometallic complexes, with
examples including the Fe/Mo atoms in nitrogenase,10−12 (iv)
investigating nonlinear properties, such as stimulated emission
and two-photon absorption,13−17 and more. Using pump−
probe protocols, time-resolved spectroscopies can study a
multitude of dynamical processes, but this potential is yet to be
fully explored due to the significant theoretical and
experimental difficulties of performing such studies, with, for
instance, experimental facilities only being made available

during the last decade. The modeling of transient X-ray
spectroscopy is a relatively new field, with one of the first
systematic studies of transient X-ray absorption and emission
spectroscopy from as late as 2015.18 Nonetheless, the field has
experienced rapid growth, encompassing applications ranging
from photodissociation19,20 and ring-opening reactions21,22 to
excited state dynamics,23,24 intersystem crossings,25,26 and
many more.2,3,27,28

In order to interpret and understand these advanced
measurements, an interplay between the experiment and
computational chemistry is required. In time-resolved measure-
ments, however, a comparison between the experiment and
theory is not necessarily straightforward. For the purpose of
benchmarking the underlying theoretical methods, it thus
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makes good sense to limit oneself to steady-state properties. In
this study, we therefore address the modeling of X-ray
absorption spectroscopy (XAS), in which the excitation of
core electrons to bound or continuum states is probed.
Transitions to bound states generally provide information on
the unoccupied states, while transitions to the continuum
probe the atomic structure of the sample. These subfields of
XAS are referred to as the near-edge X-ray absorption fine
structure (NEXAFS) or X-ray absorption near-edge spectros-
copy and extended X-ray absorption fine structure (EXAFS).
In this study, the modeling of the NEXAFS is considered, that
is, the transition of core electrons to bound statessee
refs29−31 for general discussions of this spectroscopy from both
a theoretical and experimental perspective. Compared to the
field of theoretical spectroscopy in the UV/vis region, for
which numerous extensive benchmark studies are available
(see, e.g., ref 32), systematic comparisons on the performance
of methods for calculating X-ray absorption spectra are still
rather sparse. Of note is the work of Besley and Asmuruf,33

who investigated the performance of time-dependent density
functional theory (TDDFT) for core properties and the
construction of functionals with reasonable absolute energies,
and numerous smaller studies for different methods.34−44

In order to accurately model core excitation processes, the
inclusion of electron relaxation effects is vital. This requires a
theoretical method capable of capturing two physical effects: a
reduced screening of the probed nuclei following the removal
of a core electron, leading to a strong net attraction of the
electron density toward the core and a smaller repulsive
polarization effect in the valence region due to the interaction
with the excited electron. These counteracting effects need to
be properly accounted for in a theoretical framework, either by
explicitly optimizing the excited state or by introducing at least
doubly excited configurations. Furthermore, relativistic effects
are important for spectroscopies targeting core electrons, on
account of the strong potential experienced by these electrons,
and they scale strongly with the atomic number. For electrons
occupying s-orbitals, these effects are scalar in nature and easily
accounted for. By comparison, for electrons occupying orbitals
with l > 0, there will be strong spin−orbit coupling effects that
are nontrivial in general and necessary to rigorously include in
the Hamiltonian.45 For transition metal complexes, multiplet
effects must also be considered.46 Furthermore, in the case of
heavy elements, the electric dipole approximation also
becomes progressively worse, with quadrupole-allowed tran-
sitions becoming more intense as Z increases.47,48 However, it
is well justified to neglect both spin−orbit couplings and
quadrupole-induced transitions at the K-edges of light
elements, as investigated here.
An abundance of methodologies for modeling X-ray

absorption spectra have been developed, including semi-
empirical, density-based, and wave function-based meth-
ods.31,33,34,36−39,43,45,49−68 Here, the focus is on first-principles
methods, and semi-empirical approaches will thus be left out of
the discussion. Among the first-principles methods, researchers
in the field of theoretical spectroscopy commonly apply DFT.
However, while DFT offers many advantagesparticularly in
terms of computational costsits predictability is precarious,
especially when considering systems and processes for which
suitable exchange−correlation functionals have not yet been
identified. These issues are enhanced for TDDFT when
addressing core excitations and nonlinear properties, owing to
issues relating to self-interactions and lack of two-electron

excitations.31,33,69−72 Furthermore, DFT was originally for-
mulated to capture both the correct densities and energies, but
contemporary functionals often focus almost solely on
energies, thus achieving a smaller energy error at the cost of
larger density errors.73 Therefore, the development and
application of ab initio wave function methods for computa-
tional spectroscopy continue to be vital, especially for novel
applications. Nonetheless, TDDFT has been successfully used
to model XAS and other X-ray spectroscopies,33,74−79 and
tailoring exchange−correlation functionals for core properties
is an active field of research.33,80−89 Alternatively, an approach
based on Slater’s transition state method has been developed,
called transition potential DFT (TP-DFT), which explicitly
considers fractionally occupied core and (potentially) valence
orbitals, thus accounting for the largest contributions to
electron relaxation.65 This method has been successfully
applied to numerous spectrum calculations,50,65,90−92 although
the issue of exact fractional occupation continues to be
debated.
Moving to wave function-based methods, single- and

multireference methods have both been used, and electron
relaxation can be accounted for through electron correlation by
the use of (at least) doubly excited configura-
tions.34−36,51,53,54,56,68,93−98 Available schemes include single-
reference methods such as coupled cluster (CC) theory, the
algebraic diagrammatic construction (ADC) approach, density
cumulant theory, and multireference methods such as
RASSCF, RASPT2, and MR-CC. Regardless of the underlying
electronic structure method used, an issue for any method
based on molecular response theory is the embedding of core-
excited states in the continuum of valence-excited states, which
makes a straightforward application of an iterative diagonaliza-
tion scheme such as the Davidson algorithm99 unfeasible for all
but the smallest of systems. One solution is to neglect the
coupling between the valence- and core-excited states, thus
effectively including only states with at least one core electron
excited. This is based on the very weak couplings due to large
energetic and spatial separation between core and valence
states and it is referred to as the core−valence separation
(CVS) approximation.94 The scheme has been successfully
implemented in several electronic structure methods, with the
detailed algorithms varying somewhat.31,54,58,74,96,100,101 The
error introduced by this approximation has been shown to be
small and independent of the compound.54,102,103 It can be
accounted for by the use of perturbation theory54,103 or
relaxation of the CVS eigenstates102 or circumvented entirely
by the use of damped response theory,104−108 real-time
propagation schemes,56,76 or adapted Lanczos algorithms.34,109

In the present work, the performance of several first-
principles methods commonly used for modeling X-ray
spectroscopies is evaluated. We focus on the carbon, nitrogen,
and oxygen 1s → π* transitions of small- and medium-sized
organic molecules, as these absorption bands are low-lying,
intense, and distinct, allowing for an (almost) unambiguous
comparison. Our emphasis is placed on precision rather than
accuracy, as it is difficult and often not of main concern to
pinpoint exact transition energies in experiments but rather
study relative energies, energy shifts, and intensities imposed
by the local structure and dynamics. Furthermore, the energy
scale under investigation is in the region of several hundreds of
electronvolts, and to reach an accuracy in absolute energy
similar to what is reached in the valence region is neither to be
expected nor vital. The employment of overall energy shifts of

Journal of Chemical Theory and Computation pubs.acs.org/JCTC Article

https://dx.doi.org/10.1021/acs.jctc.0c01082
J. Chem. Theory Comput. 2021, 17, 1618−1637

1619

pubs.acs.org/JCTC?ref=pdf
https://dx.doi.org/10.1021/acs.jctc.0c01082?ref=pdf


theoretical spectra typically does not limit the applicability of
the methods but rather corrects for systematic absolute errors
that may vary significantly for the different elements due to
differences in relaxation and self-interactions. The key here is
that a method shows systematicity in errors (i.e., precision).
We coin this benchmark XABOOM (X-ray absorption
benchmark of organic molecules) and provide underlying
spectroscopic data and molecular geometries and self-
consistent field (SCF) energies in the Supporting Information.
We quite obviously encourage the use of this benchmark for a
critical assessment of methods used for calculating conven-
tional NEXAFS spectra. However, more broadly, it is also
relevant for more advanced studies such as time-resolved
pump−probe experiments, as long as the core-excited states
are of a single-electron transition character. The dynamic
molecular structure must also remain in regions where the
ground state is of single-reference character; otherwise,
multireference state approaches are needed. We refer to recent
studies for illustration of this broader applicability and
limitations of propagator approaches under such circum-
stances.59,110

The outline of this study is as follows: First, we briefly
discuss the most popular approaches for simulating X-ray
absorption spectra of organic molecules, with an emphasis on
TDDFT, TP-DFT, ADC, and CC. We then present the
molecules selected for XABOOM and discuss our selection of
spectral bands and choice of reference values. Following a
specification of computational details, we present our results
together with a detailed discussion before providing our
conclusions. The discussion includes the topics of selecting
appropriate reference values, choosing basis sets, and
identifying distinct and separate spectral features.
Theoretical X-ray Absorption Spectroscopy. In this

section, we will briefly describe the most popular approaches to
calculate X-ray absorption spectra of organic compounds at the
carbon, nitrogen, and oxygen K-edges. Besides those chosen
for the present benchmark study, there are numerous other
methods that are used in the communities of computational
chemistry and material science.31 Most notably, our selection
refers exclusively to single-reference methods and they
therefore suffer from the associated and well-known
limitations. Inarguably, multireference approachessuch as
the multiconfiguration self-consistent field method,111 with its
complete112 and restricted active space (RASSCF) variants,113

including the respective perturbation theory CASPT2 and
RASPT2 extensions114,115represent indispensable tools for
strong (or static) correlation. The XABOOM molecules,
however, do not belong to such cases and the use of
multireference methods with the accompanying selection of
active spaces and separate-state optimizations of a large
number of core-excited states is generally not required. For
these systems, it is a better alternative to use unbiased
polarization propagator or linear response theory approaches,
often offering a systematic route toward higher precision and
accuracy.
The price to be paid in polarization propagator-based

approaches is the more indirect treatment of electronic
relaxation and polarization in the valence shell. It can therefore
be worthwhile to consider approaches that relax the electron
density in the core-excited state to a varying degree. One such
alternative is the static-exchange approximation (STEX)49,67

that employs a common set of relaxed orbitals for the
configuration interaction singles (CIS) formation of the entire

set of excited states at a given edge. STEX has historically had
an important role in evaluating experimental spectra,31,50,116,117

but it has fallen out of use due to issues relating to lack of
electron correlation and spectrum compression31,35,50,118
while STEX accounts for the dominant relaxation effect arising
from the creation of a core hole, the lack of the weaker
polarization effects yields term values that are too small and
thus compresses the spectra in a manner that affects separate
core-hole sites differently. Other choices are the several
variants of TP-DFT techniques that are described in a bit
more detail below and which have been assessed in the present
benchmark.

Transition Potential DFT. The most straightforward way
to describe core excitations is to make use of the fact that the
dipole operator is a single-electron operator and to rewrite the
linear response function in terms of the spin orbitals of the
variationally relaxed ground state.119 This is applicable to
single-Slater determinant methods, such as Hartree−Fock
(HF) or Kohn−Sham (KS) DFT, and entails the computation
of transition matrix elements between the 1s-orbital and
unoccupied molecular orbitals (MOs) in the ground state. This
is a drastic approximation that completely neglects orbital
relaxation and results in a poor agreement with experimental
data, when it comes to both peak positions and inten-
sities.92,120 Relaxation effects can instead be included using
Slater’s transition state method121,122 or by setting the
occupation of the core level of interest to 0.5 and relaxing
the electronic structure in the presence of this half core hole
(HCH). Used in combination with DFT, this method is
known as TP-DFT.65,123 By additionally introducing a shift
such that the eigenvalue of the core level is equal to the
calculated ionization energy (IE) (ΔKS correction), TP-DFT
provides XAS spectra that compare well to experiment in many
cases,50,65,90,123−125 albeit with some occasional difficulties in
sufficiently capturing relaxation effects.92 This motivated the
use of a full core-hole on the core-excited atom92 or
alternatively a full core hole in combination with an electron
placed in the lowest unoccupied MO (excited-state core
hole).91 Owing to the low computational cost of TP-DFT, X-
ray absorption spectra of rather large molecules can be
calculated with reasonable accuracy in comparison to experi-
ment.92,126,127 However, TP-DFT is essentially a ground-state
single-particle approach, where orbital relaxation is not
included rigorously but via the adjustable core-hole occupation
parameter.

Linear-Response TDDFT. The next step in going beyond a
ground-state theory for XAS is to write the equation of motion
for the linear response of the system of electrons to the applied
electromagnetic field. This is achieved in time-dependent HF
(TDHF) and TDDFT by introducing the random-phase
approximation (RPA) operator117

T X a a Y a a( )
i a

ia a i ia i a
,

∑̂ = ̂ ̂ + ̂ ̂† †

(1)

where indices i and a refer to occupied and unoccupied
orbitals, respectively, a†̂ and a ̂ are the creation and annihilation
operators, respectively, and X and Y are the excitation and de-
excitation vectors obtained from the RPA equation, respec-
tively76,117,128,129
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with

A

B

( )ia jb a i ij ab ia jb

ia jb ia bj

, ,

, ,

ε ε δ δ= − + Λ

= Λ

Here, the term Λ collects the anti-symmetrized two-electron
integrals (e.g., Λia,jb = (ia∥jb)).129 Besides the response of the
Coulomb potential to the perturbation, Λ contains the
responses of the HF exchange potential (in TDHF) and the
approximate exchange−correlation (xc) potential (in
TDDFT).129

It should be noted that the de-excitation vector is generally
understood as introducing a portion of ground-state electron
correlation in the RPA formulation.117,129 By neglecting this
term, that is, removing Y from eq 1 and setting matrix B in eq 2
to zero, the Tamm−Dancoff approximation (TDA) is
introduced.130 In TDHF, this approximation is equivalent to
CIS.129 The RPA or TDA matrix can be diagonalized within
the CVS approximation, generating the core excitation
energies, excitation vectors, and related properties. Because
only single excited determinants are included, relaxation effects
are unaccounted for in TDHF and CIS. This leads to a
significant overestimation of transition energies, as the final
state is not sufficiently relaxed and thus too high in energy. The
description of XAS can be improved by using a HF core-
ionized ground state as a reference for the CIS Hamiltonian,
which is the basic idea in the STEX approach.49,67,117

In TDDFT, the correlation effects giving rise to the
relaxation effects can, at least in principle, be accounted for.
Due to the approximate nature of the xc-functional, however,
TDDFT suffers from self-interaction errors (SIE)31,33,69,70,131

that are exacerbated in the case of core excitations and which
have spurred the design of a plethora of tailored xc-
functionals.31,33,131 These include global functionals where
the amount of exact exchange is optimized with respect to core
excitations, for example, B0.58LYP,88 and functionals with state-
specific exact-exchange corrections, for example, CVR-
B3LYP.87 Also, range-separated hybrid functionals have been
employed in XAS with notable success in reducing both the
absolute and relative error with respect to experimental data
seen for SRC1 and SRC2,88 BmLBLY,85 LCgau-BOP,86 and
CAM(100%)-B3LYP.107 Optimally tuned range-separated
functionals, where the range separation parameter and amount
of exact exchange are tuned for a particular system to fulfill a
physically motivated condition, such as the ionization potential
(IP) theorem, have also shown promise in the description of
core excitations.89 Another related strategy has been to obtain
optimal parameters for one molecule by enforcing the IP
theorem with respect to experimental IP values for several
orbitals and then use these parameters for all other systems in a
universal type of xc-functional, as exemplified by the range-
separated CAM-QTP0080 and global QTP1782 functionals.
These different schemes for improving the description of core
excitations typically achieve significantly improved absolute
energies, but the performance in terms of element-dependent
relative energies is less investigated. Note that the lack of
appropriate relaxation and the self-interaction effects partially
cancel, such that a pure generalized gradient approximation
(GGA) functional underestimates carbon K-edge transition
energies by ∼18 eV, which can be compared to the typical
TDHF overestimation of ∼9 eV. Achieving appropriate
absolute energies thus largely becomes a matter of tuning

the amount of exact exchange, such that these counteracting
effects cancel.

Algebraic Diagrammatic Construction for the Polar-
ization Propagator. Turning to correlated ab initio
approaches to describe excited states, one alternative is
provided by the ADC scheme, in which a perturbation
expansion of the matrix representation of the polarization
propagator is constructed and the excitation energies and
vectors are obtained by matrix diagonalization.103,132 An
intuitive way to construct the ADC matrix and the associated
working equations is provided by the intermediate state
representation approach,133−135 introducing the Hamiltonian
(Ĥ) matrix shifted by the ground-state energy (E0) in the basis
of a set of intermediate excited states

M H EPQ P 0 Qψ ψ= ⟨∼ | ̂ − |∼ ⟩ (3)

The intermediate states are essentially obtained by applying
the excitation operator ĈP = {aâ

†aî;aâ
†ab̂

†aîaĵ;...} to the Møller−
Plesset reference state. Excitation energies (Ωn) and excitation
vectors (Xn) are obtained from the eigenvalue equation

MX XΩ= (4)

The ADC hierarchy is defined by truncating the
perturbation expansion at a desired order. Since this truncation
is also related to the excitation classes used to obtain the ADC
matrix elements, the size of the ADC matrix depends on the
truncation order. ADC(1) is obtained by truncating the series
at the first order and including only single excitationsthis
makes it equivalent to CIS as far as energies are concerned.
ADC(2) goes up to the second order in perturbation theory
and includes both single and double excitations so that
relaxation effects are largely accounted for.36 A further
extension to ADC(2) is the ad hoc description of the doubles
block up to the first order of perturbation theory in the
extended ADC(2) or ADC(2)-x approach.103,132 This
improves the description of double excitations and, therefore,
also of orbital relaxation in core excitation calculations.36 The
rigorous description of the doubles block up to the first order is
achieved at the level of ADC(3/2), where the singles block is
described up to the third order and the couplings block up to
the second order.132 Within the CVS approximation, ADC
schemes up to the third order have been implemented to
describe core excitations of closed-36,51 and open-shell
systems.52 As such, ADC has been successful at describing
X-ray absorption spectra for a large number of systems, ranging
from small molecules, such as diatomics,95,103 to medium-sized
and large molecules, such as nucleobases,36,136,137 porphin, and
PTCDA.51

Coupled Cluster Methods for Excited States. An
alternative hierarchy of propagator methods can be defined
based on CC theory. Here, the starting point is the CC
reference state, |CC⟩ = eT̂|0⟩, typically constructed from the
HF state |0⟩ and the cluster operator T̂ = T̂1 + T̂2 + ....
Truncation of the cluster operator at a given level defines a
hierarchy of CC methods: CC singles (CCS), CC singles and
doubles (CCSD), and so on.138 An intermediate CC2 level of
theory is further obtained from CCSD by including the double
excitations only up to the first non-zero term in perturbation
theory.139 Comparing corresponding levels of ADC and CC
theory, the computational scaling of the latter is slightly higher
since the reference-state amplitudes are determined iteratively.
The formal scaling of CC2 and ADC(2) is the same, with
ADC(2) being correct to one order higher for response
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properties. CCSD is correct to one order higher in
perturbation theory than ADC(2) for ground-state energies
and double excitations and to the same order for single
excitations and response properties and it scales as n6, same as
ADC(2)-x.132

Starting from the CC reference state, excitation energies and
excitation vectors can be obtained either via linear-response
(LR-CC)140−142 or equation-of-motion (EOM-CC) formula-
tions.143,144 These approaches are closely related and both
require the diagonalization of a non-Hermitian Jacobian matrix
A with elements Aμν

A L H E RHF ( ) HFLR 0= ⟨ | ̂ ̅ ̂ − ̂| ⟩ (5)

A T H T HFHF exp( ) , exp( )τ τ= ⟨ | − [ ̂ ] | ⟩μ νμν
†

(6)

where L̂ and R̂ are excitation operators typically truncated at

the same level as T̂ and Ĥ̅ is the similarity-transformed
Hamiltonian.138 Since the Jacobian is asymmetric, the

eigenvalue problem is solved for both left (L) and right (R)
eigenvectors142,145

AR RΩ= (7)

LA LΩ= (8)

The core excitations embedded in the eigenvalue equations
mentioned above can be targeted and reached employing the
CVS approximation.54,58 With this, CC has been successfully
applied to describe XAS spectra for small- and medium-sized
molecules, showing high accuracy in comparison to exper-
imental data (see, e.g., refs 34, 35, 40, 43, 53, 109, 146

Molecular Systems and Selected States. For the
XABOOM benchmark set, we have selected 40 primarily
organic compounds including unsaturated aliphatic hydro-
carbons, heterocycles, aromatic hydrocarbons, carbonyl com-
pounds, nucleobases, and more, as illustrated in Figure 1. This
selection is inspired by the renowned benchmark set of Thiel
and co-workers147,148 and is meant to be representative of the
chemical space most interesting for spectroscopic studies of
organic compounds.

Figure 1. Molecules included in the XABOOM benchmark set, ordered according to molecular mass. Atoms participating in double bonds are
labeled, with chemically inequivalent atoms of the same species identified by indices. Single bonds are colored in light gray, double/triple bonds are
colored in dark gray, and delocalized double bonds are marked with dotted lines.
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The investigated bands comprise 1s → π* transitions at the
carbon, nitrogen, and oxygen K-edges, focusing on local
transitions from atoms involved in bonds of order higher than
one. As an example, only transitions from the CO carbon
and oxygen in acetic acid (compound 13) are considered and
thus labeled in Figure 1. This selection serves multiple
purposes: (i) the π*-resonances give rise to strong and
relatively narrow spectral features, making them suitable for
experimental−theoretical comparisons; (ii) XAS is increasingly
used for solutions, where, for example, Rydberg features are
quenched by the environment and thus not suitable for
analysis; (iii) in surface science, the π*-resonances are highly
polarization-dependent and thus provide a probe for
orientation of adsorbed molecules and structured systems;
(iv) these features are relatively easy to identify in our
calculations, albeit with a risk of state mixing, which will be
discussed below. Similar focus on π*-resonances has previously
been conducted for, among others, carbonyls,149 substituted
benzenes,50 and ethenes.35 For systems where Rydberg states
are of interest, the adopted TDDFT approaches are expected
to vary in accuracy,33,38,86−88 and the ab initio wave function
methods are likely to have more extensive basis set
requirements.
With a focus on local transitions, we have opted for a basis

set that adds diffuse functions only to atoms directly involved
in double or triple bonds, thus improving the description of
transitions into the π* space. We have selected cc-pVTZ as a
main basis set for non-hydrogen atoms, augmented to aug-cc-
pVTZ when participating in higher order bonds. Hydrogens
are described with cc-pVDZ. This basis set selection is labeled
as aT/T/D, and a comparison to results using a basis set of
quadruple-ζ quality is performed for the most accurate
methods included here.
Due to difficulties in obtaining appropriate experimental

reference values (as discussed in detail below) and inability of
obtaining full configuration interaction estimates for the
systems investigated, we instead chose to use fc-CVS-EOM-
CCSD and CVS-ADC(2)-x as our references, which have been
demonstrated to yield results in very good agreement with
exper iments for smal l - and medium-s i zed sys -
tems.36,43,51−53,55−59 Using both methods and paying attention
to cases where they show noticeable discrepancies, we achieve
theoretical estimates of sufficient quality for this benchmark
study. Should more accurate methods capable of considering
both transition energies and intensities be made computation-
ally affordable for the systems considered here, we encourage a
future critical assessment of our selection. Recent develop-
ments at the levels of CC3 and multilevel CC could provide
such a path forward.150,151 For brevity, the CVS/fc-CVS
prefixes will henceforth be dropped, but it is to be understood
that all ADC results have been obtained using the CVS scheme
presented in ref 51 and the EOM-CCSD values have been
obtained using the fc-CVS approach established in ref 58.

■ COMPUTATIONAL DETAILS
The molecular structures have been optimized at the frozen-
core MP2152/cc-pVTZ153 level of theory, using the Gaussian
program.154 The results are available as xyz-files in the
Supporting Information. Property calculations have been
performed employing versions of the Dunning family of basis
sets,153 including augmentation with diffuse155 and core-
polarizing156 functions, with additional basis set investigations
using the Pople 6-311++G**157 basis set. All property

calculations have been performed using a nonrelativistic
framework.
The ADC calculations using a common CVS space have

been performed in the adcman158 module of Q-Chem159 5.1,
employing the tensor library libtensor.160 The EOM-CCSD
calculations have been performed using the ccman2 module of
Q-Chem 5.2 employing the same libtensor library. Note that in
the fc-CVS-EOM-CCSD approach adopted here, the core
orbitals relevant in the CVS-EOM step are kept frozen during
the optimization of the ground-state wave function parameters
(amplitudes and multipliers). For the ADC calculations using
CVS spaces tailored to specific atoms, the adcc161 package was
used, utilizing pyscf162 for obtaining SCF references.
The TDDFT results were obtained using Q-Chem 5.1, using

global and range-separated hybrid functionals including
PBE,163 B3LYP,164 BHandHLYP,165 B0.58LYP,88 rCAM-
B3LYP,166 CAM-QTP00,167 SRC2-R1,88 and a modified
version of CAM-B3LYP with 100% exact exchange in the
asymptotic limit (hence referred to as CAM100%).107,168 The
DFT parameterizations used are included in the Supporting
Information for clarity (Table S2).
The CC2 calculations were performed with the Dalton

package,169,170 adopting a CVS variant where the core and
valence excitations are decoupled in the target space54 only,
that is, the ground-state wave function contains excited-state
determinants involving both core and valence orbitals. This
choice was made to keep a close resemblance with the CVS
algorithm used here for the ADC(2) method. CC2 calculations
could be performed indifferently with either common or
tailored CVS spaces.
The TP-DFT calculations were performed using the PBE

functional163 in StoBe 2014171 and the BHandHLYP func-
tional165 in PSIXAS.172 For the latter, we use the designation
HCH (BHH) in figures and tables for the sake of brevity. For
each probed atom in the molecule, an individual XAS spectrum
was calculated by relaxing the electronic structure in the
presence of a HCH localized on that particular atom. In StoBe,
orbital rotations of the core orbitals on centers other than the
active one were restricted in order to localize the HCH.
PSIXAS instead makes use of the maximum overlap method
(MOM),173 which yields issues relating to spatially delocalized
HCHs for systems with delocalized MOs. As such, effective
core potentia ls of the Stuttgart/Cologne group
(ECP2MWB)174 were used for all atoms of the same species,
save the core-excited one. We adopted the Dunning basis sets
for consistency, and tests using PBE in StoBe have shown that
this combination yields minimal difference when compared to
results using orbital rotation restrictions. For each core-excited
atom, the IE was calculated by taking the energy difference
between the ground state and a core-ionized state localized on
the active site (ΔKS). Each atom-specific spectrum was then
shifted such that the eigenvalue of the 1s-orbital in the HCH
approximation matched the calculated IE.

■ RESULTS AND DISCUSSION

This section is organized as follows: First, we consider the basis
set effects of the most computationally demanding approaches
included here, that is, ADC(2)-x and EOM-CCSD, with a
focus on error spreads. We then deliberate on our choice of
reference values, followed by a discussion on state mixing and
how this can be minimized. The results of the full XABOOM
benchmark set are then presented. We have chosen to focus on
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a graphical presentation of the results, but tabulated values and
raw data can be found in the Supporting Information.
The statistics used for our analysis are the mean error (ME),

standard deviation (SD), and maximum (absolute) deviation
(MD). They are given as
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For energies, this simply corresponds to the relative error
and distribution thereof. For intensities, the different methods
can have noticeably different oscillator strengths but similar
scaling when considering different systems and states. As such,
we focus the intensity discussion on ratios, with error spreads
and maximum deviations expressed as percentages from the
baseline ratio. Individual ratios of, for example, 0.81 and 0.99
thus both represent a deviation of 10% from a baseline
intensity ratio of 0.90.
Basis Set Effects. The basis set requirements of ADC(2)-x

and EOM-CCSD have been considered for a subgroup of the
full XABOOM benchmark set, with results for ADC(2)-x
illustrated in Figure 2. Tabulated values and ADC(2)-x and
EOM-CCSD results for a smaller set of molecules are included

in the Supporting Information. These two methods are the
most advanced and computationally challenging approaches
included here, and as such, the basis set requirements of the
remaining methods are expected to be smaller. This is
particularly the case for TDHF and TDDFT,175 where the
effects have been shown to amount to a change in the ME and
SD of ≤0.05 eV for the addition of core-polarizing functions to
an aug-cc-pVTZ basis set37 or when going from aug-cc-pCVTZ
to aug-cc-pCVQZ.176

Using aug-cc-pCVQZ/cc-pVQZ with the diffuse functions
added to atoms participating in double or triple bonds as a
reference, we have investigated the performance of the adopted
aT/T/D basis set and of three others. First, we augmented the
main selection with core-polarizing functions on the probed
atoms, yielding aCT/T/D. Second, we investigated two
versions of the 6-311++G** basis setone using the standard
form and one where the 1s CGTOs for carbon, nitrogen, and
oxygen are decontracted (designated as u6-311++G**). The
latter has been noted to yield improved agreement with
experiment over the standard 6-311++G** basis set, which is
already in good agreement with experiment,36 at a relatively
small increase in computational cost.44

As expected, we obtain decreasing absolute and relative
errors when adding flexibility in the core region or when
moving to correlation-consistent Dunning basis sets. With
aCT/T/D, the ME amounts to 0.17−0.21 eV, with a spread of
0.01−0.02 eV, which increases to 0.34−0.51 and 0.01−0.03
eV, respectively, when core-polarizing functions are removed.
Removing the core-polarizing functions furthermore introdu-
ces an element dependence in the MEs, as core relaxation
effects scale with the atomic number. For LR-CCSD, the
difference between core-polarized triple- and quadruple-ζ
levels has been reported as 0.11−0.13 eV for the π*-resonances
of formaldehyde, thus slightly lower than that observed for our
set of molecules.43 With aug-cc-pVXZ basis sets, the difference
between TZ and QZ has been reported as 0.3 eV using
ADC(3/2), with an additional correction of 0.1 eV when
moving to 5Z.36 In general, amending standard basis sets with
core-polarizing functions has proven to be a relatively cheap
way of increasing the accuracy for core properties, as these
properties require flexibility in the core region. This extra

Figure 2. Basis set effects at the level of ADC(2)-x, as obtained by comparison to aug-cc-pCVQZ/cc-pVQZ results. Reporting ME, SD, and MD, as
defined in eqs 9−11. The statistics have been obtained from 14 transitions for carbon, 10 transitions for nitrogen, and 10 transitions for oxygen.
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flexibility can be achieved by use of specially tailored functions,
using functions from the next element or decontracting the
tightest contracted basis functions.35,44,58,175,176 Using the
6-311++G** basis set, the decontraction of the 1s CGTO
results in lowering of MEs by 0.2−0.4 eV and largely removing
element dependencies. The maximum error for carbon also
decreases noticeably, while remaining maximum errors and
SDs are within 0.03 eV of 6-311++G** results. Overall, the
error spread of the basis sets considered here is below 0.06 eV,
and the maximum deviations never exceed 0.14 eV. Adding
core-polarizing functions to our main basis set combination
decreases error spreads with at most 0.02 or 0.05 eV in
maximum error. In terms of relative intensity, the largest
deviation observed is only 0.98 ± 0.01. Results for EOM-
CCSD are consistent with the ones of ADC(2)-x, with larger
MEs (10−50%) and slightly increased error spreads.
For the basis set used in the remainder of this study, the

largest discrepancies are 0.51 ± 0.03 and 0.73 ± 0.03 eV for
ADC(2)-x and EOM-CCSD, respectively, as noted for the
oxygen edge. We conclude that all of these basis sets are
reasonable choices for probing 1s → π* transitions, with the
introduced error primarily amounting to a potentially element-
dependent shift in absolute energy. Note that if other
transitions are probedparticularly Rydberg or mixed
Rydberg statesthe basis sets used here may no longer be
sufficient.
Choice of Reference Values. Ideally, we would bench-

mark theoretical methods either against very high-level
theoretical estimates or against experimental data. The former
would, however, significantly affect the size of systems and
basis sets under consideration, and comparison to experiments
comes with its own difficulties. Additionally, high-level
theoretical results are in some cases available for transition
energies but not for intensities,93 and here, we seek to evaluate
the performance for both properties. As such, the results
presented here are compared to reference values obtained
using EOM-CCSD and ADC(2)-x, two methods which have
been shown to yield good agreement with experiments on top
of having a solid theoretical foundation.24,36,43,51−59 Note that
these methods yield accurate relative features, albeit with
element-dependent absolute errorsas an example, the
discrepancies with respect to experiments for CO/HCN/CO
amount to approximately −0.1/−0.6/−1.1 eV for ADC(2)-x
and 0.3/0.7/1.2 eV for EOM-CCSD, with relativistic effects
accounted for.
Comparisons to experimental XAS data are complicated due

to the following issues: (i) Straightforward application of
theory yields vertical transition energies, which are often not a
good representation of the experimental features.32 (ii)
Spectral features will overlap in regions where the density of
states is high, making it difficult to isolate individual
transitions. (iii) Systems can exhibit significant tautomerism,
which scrambles the spectra even more.137 (iv) Experiments
are often done in an environment, which can become very
cumbersome to consider accurately in computations. (v) Even
for gas-phase spectra, vibrational effects can make the
comparison less than straightforward. (vi) Relativistic effects
can be highly influential, especially for transitions from l > 0
where an appropriate treatment of spin−orbit coupling is
needed to get correct branching ratios.45,78 (vii) Available
experimental spectra occasionally differ noticeably from each
other, as a result of varying setups, calibrations, and other
factors. For example, the carbon π*-resonance of acetone has

been reported as 286.80 and 286.44 eV, with a smaller
discrepancy of 0.08 eV for the oxygen K-edge.177,178 For the
carbon edge of formaldehyde, a difference of 0.11 eV can be
found,177,179 and disparities of 0.3 eV between the oxygen
energies of CO and O2 or 0.5 eV when looking purely on O2
have been noted.178 We stress that trends and relative features
are often more important than absolute values, with spectra for
a compound or for a set of compounds investigated under the
same experimental conditions, yielding highly reliable results.

Isolating Individual Excited States. Isolating the
individual 1s → π* transitions is for most systems a simple
task, but for systems with close-lying states, there can be
significant mixing, which complicates matters. In Figure S1, we
illustrate the ADC(2)-x and EOM-CCSD carbon spectrum of
acetamide (system 12). The peak maximum has two intense
contributions at the EOM-CCSD level, while that obtained
with ADC(2)-x has only one. This is because the CO π*-
resonance in EOM-CCSD strongly mixes with a transition
from the methyl carbon, while for ADC(2)-x, the features are
more separated in energy. A direct comparison between these
reference methods would thus yield a large intensity
discrepancy. These intensity sharing effects have been observed
for several systems in the XABOOM benchmark set, in
particular for heterocyclic compounds for which the density of
states can be high and near degeneracies are present. We note
that this excited-state mixing can potentially affect spectrum
assignments, as it may give weak transitions unrealistically high
intensities and thus lead to assignments which significantly
overestimate the influence of these transitions. Controls using
a protocol such as the following can thus be important for
evaluating X-ray absorption spectra.
In order to avoid issues with state mixing, we have used a

simple approach: for cases where mixing may occur, additional
calculations are performed, considering each atom individually.
In TP-DFT, this is already done, so no mixings are present in
these results. For TDDFT, this is done by restricting the
allowed channels (CVS space) to one core MO at a time, and
for ADC and CC2, it is also possible to use such a tailored
CVS space.161 For EOM-CCSD, we instead fed the algorithm
with guess vectors, considering transitions from each unique
MO in turn. Using tailored CVS spaces is technically not in
line with the CVS approximation, for which the coupling
between valence- and core-excited states is neglected for spatial
and energetic reasons. We have ensured that the approach does
not introduce new artifacts by extensive testing, an example of
which can be found in Figure S1. For EOM-CCSD, there is a
small shift in transition energies of the mixing states (<0.02
eV), but the general features are barely affected. The intensity
sharing is removed, and the π*-resonance is seen to have most
of the total intensity. For ADC(2)-x, there is hardly any
difference between the case where both carbon atoms are
considered simultaneously or individually. For both ADC(2)-x
and EOM-CCSD, the difference in integrated intensity in a
region of ±1.5 eV from the π*-resonance is less than 0.5%, and
the effect is thus considered to be well within the acceptable
range. A tailored CVS space or manual guess vector is thus
used for systems with state mixing involving a π*-resonance.
This approach has an additional advantage for some of the
larger systems: converging all states up to the highest-lying π*-
resonance can occasionally be quite challenging, and directly
targeting the core MOs in question circumvents this issue.
Finally, the tailored CVS spaces should not be and have not
been used for delocalized core MOs.
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■ BENCHMARK RESULTS AND DISCUSSION
We here focus on a visual presentation of the results, showing
error spreads and maximum deviations in Figure 3 and

histograms in Figures 4−6. The weighted average error spreads
are also reported in Table 1, but these averages do not contain
information on any element dependencies. The total number
of states is 72, 21, and 23 for carbon, nitrogen, and oxygen,
respectively. The results are tabulated in the Supporting
Information, also including MEs.
Comparison of Reference Methods. In general, the

results in Figure 3 show the error spreads to be quite
consistent between using ADC(2)-x or EOM-CCSD as a
reference. The maximum deviations vary a bit more, often
showing a larger difference to the ADC(2)-x reference set. The
error spreads and maximum deviations in transition energies
between ADC(2)-x and EOM-CCSD amount to 0.19−0.27
and 0.54−0.61 eV, respectively. For intensities, the discrep-
ancies amount to 3−10% and 6−33%, using ADC(2)-x as a
reference. Considering only molecules with up to five heavy
(non-hydrogen) atoms, as included in the Supporting
Information, shows marginal differences in SDs, and
comparing the quadruple-ζ results obtained for our basis set
investigation also shows similar error spreads. The present

values of approximately 0.25 eV and 9% error spread in energy
and intensity, respectively, are thus considered to be close to
the converged values and can be regarded as to be the
maximum “resolution” of the present benchmark setfurther
analysis has to be carried out with this in mind. Scatter plots
illustrating the results of EOM-CCSD and ADC(2)-x are
provided in the Supporting Information, where results of
particular interest (larger discrepancies or extremal energies/
intensities) are labeled. The largest energy deviation is found
for the nitrogen edge of system 14 (nitromethane), and the
largest intensity deviations were found for C2 of system 32,
that is, the carbon bonded to an amine group in cytosine.
Matthews compared EOM-CCSD and EOM-CC3 excitation
energies to those obtained by EOM-CCSDT, yielding element-
specific error spreads of 0.24−0.29 eV for EOM-CCSD and
0.03−0.13 eV for EOM-CC3.93 These values are in line with
the present error spreads.
In terms of absolute values, the discrepancies between

ADC(2)-x and EOM-CCSD increase from 0.51 to 2.14 eV
when moving from carbon to oxygen, with ADC(2)-x results
being lower in energies. For intensities, EOM-CCSD oscillator
strengths are 25−31% more intense, with no clear trend
following the atomic number. For the energies, ADC(2)-x
underestimates experimental values and EOM-CCSD over-
estimates themas lack of relaxation leads to too high
transition energies, this suggests that ADC(2)-x overestimates
the influence of reduced screening of the probed nuclei and
EOM-CCSD underestimates it. The overestimation of the
former comes from the somewhat ad hoc manner in which the
ADC(2)-x doubles block is extended to the first order in
perturbation theory, which results in more noticeable
contributions from doubly excited configurations, as seen by
a larger T2 value for ADC(2)-x compared to the other ADC
methods or CC. Nonetheless, the present results suggest that
both approaches are more or less on equal footing for the
calculation of X-ray absorption spectra, and by always
comparing to both reference values, we believe that our
analysis of the more approximate methods is strengthened.

Wave Function-Based Methods. We have included
results from the ADC hierarchy of methods (ADC(1),
ADC(2), and ADC(3/2)) and the intermediate CC2 method.
The ADC(1) results are not included in the illustrations, but
the mean spread is found in Table 1, and tabulated results are
found in the Supporting Information. Note that ADC(1) is
identical to CIS and CCS for energies, and all these methods
give very similar results as the more expensive RPA (or
TDHF). The MEs obtained by ADC(1), which amount to
∼9−17 eV, are thus representative for all these methods and,
for the purposes of this study, represent results lacking electron
relaxation effects. Previous studies have reported relaxation
effects differing by about 12 eV for the bare atom and up to
almost 15 eV for larger aromatic systems.136 The intensities are
furthermore exaggerated by up to 156%, with somewhat lower
values for oxygen. More importantly, the error spreads and
maximum errors are large, amounting to 0.82−1.19 eV and 5−
30% for spreads and 3.17 eV and 142% for maximum
deviations. Correspondence to EOM-CCSD is in all cases
better than to ADC(2)-x, likely a result of ADC(2)-x
overestimating relaxation effects and thus moving further
from HF. These large errors and error spreads are expected
and represent the lower limit in terms of accuracy and
precision, as obtained with an uncorrelated and unrelaxed
approach.

Figure 3. Performance of 13 methods for calculating 1s → π*
transition energies and intensities, as compared to ADC(2)-x (left
bars) and EOM-CCSD (right bars) reference values. Left-most results
(labeled Ref.) compare the reference values to each other. Showing
error spreads (bars) and maximum deviations (lines). See eqs 9−14
for definitions of statistics.
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Moving to ADC(2) and CC2, the resulting spreads and
maximum deviations are relatively similarthis is not
unexpected, as the two methods are very related by
construction and comparable conclusions have been drawn
also for valence properties.180 The error spreads in energies are
larger for ADC(2), in particular compared to EOM-CCSD.
For the intensities, the error spreads of carbon and nitrogen are
similar, but they deviate quite significantly for oxygen. In
general, deviations for the oxygen K-edge are larger for the
wave function-based methods, particularly for energies, and
dimethyl sulfoxide (DMSO) in particular creates large
deviations for ADC(2) and CC2. This system is not included
in the XABOOM benchmark set but is considered in the
Supporting Information. ADC(2) and CC2 here yield
maximum deviations of close to 1.5 eV compared to
ADC(2)-x or over 2 eV compared to EOM-CCSD. These
discrepancies are not present for systems such as SO and SO2,
and it thus appears as if this particular structural motif provides
additional challenges for the more approximate ADC(2) and
CC2 methods. Maximum deviations of TDDFT also increase
but not substantially. Furthermore, the inclusion of nitroxyl,

nitrous oxide, and ozone (systems 6, 8, and 10, respectively)
increases maximum deviations, and an example without these
systems is also considered in the Supporting Information. With
this, particularly the deviations in energies decrease across the
board, and these structural motifs are thus understood to
impose challenges as well, albeit not as substantial as DMSO.
Intensities for oxygen show a generally low spread, except for
CC2, and we note that our reference methods yield very good
comparisonsthis could be related to the relatively local
character of the oxygen π*-resonances. Finally, the remaining
larger intensity deviation for oxygen using CC2 is for system
34 (cyclohexadione), and the spread and maximum deviations
of ADC(2) and CC2 are thus again very similar when this
system is taken out of the analysis. Care thus needs to be taken
in particular for the oxygen K-edge when ADC(2), CC2, or
related methods are used. Still, the error spreads and maximum
deviations using these relatively cheap methods are encourag-
ing; in particular for the carbon K-edge, the error spreads
amount to 0.15−0.25 eV and 5−9%, similar to the ones
between ADC(2)-x and EOM-CCSD.

Figure 4. Relative performance of 13 methods for calculating carbon 1s → π*, as compared to ADC(2)-x (blue) and EOM-CCSD (red) reference
values. Showing histograms and Gaussian distributions constructed from SDs (eqs 10 and 13), with intensity discrepancies here expressed as ratios
in order to provide information on absolute intensity differences. Left panels show discrepancies in energies and right panels show discrepancies in
intensities.
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Finally, for ADC(3/2), the discrepancies to reference values
are increased in almost all cases, save for oxygen intensities.
ME spreads are seen to amount to 0.36−0.57 eV or 7−15%,
with deviations in all cases being smaller when compared to
those in EOM-CCSD. This is somewhat surprising, seeing that
ADC(2)-x is an extension of ADC(2) with the doubles block
taken from ADC(3). The poor performance of ADC(3/2) for
core excitations has been analyzed in ref 36 and was attributed
to a broken error cancellation at this level of theory. As such,
ADC(3/2) is not recommended for the calculation of X-ray
absorption spectra, as it yields noticeably worse results than
ADC(2)-x, at a rather substantial increase in computational
costs.
Time-Dependent DFT. For TDDFT, we have included

results for eight different exchange−correlation functionals,
chosen to be representative of the functionals generally applied
for calculations of X-ray absorption spectra. There exists a wide
range of additional functionals in use,80−82,86−88 but we believe
the selection here to provide results also applicable to many of
these others.
First, one pure GGA (PBE) is included, primarily to show

the performance of this functional class and to contrast to the
TP-DFT results. Large errors are found in all cases, with error

spreads of 0.51−0.77 eV and 29−47% and maximum
deviations reaching upward to 1.53 eV and 90%. Such GGA
functionals are not recommended for any production
calculations, but they can be compared and contrasted to
CIS in order to see what happens when exact exchange is
added. The CIS overestimation of transition energies of 9−17
eV becomes an underestimation of 17−24 eV, and intensities
reach from about two times larger than reference values to only
half. The energy discrepancy results from the self-interaction
counteracting the lack of relaxation, and balancing these two
effects will be the approach to improve TDDFT results.
Second, we have included three global hybrids, namely,

B3LYP, BHandHLYP, and B0.58LYP. The latter has been
constructed to achieve accurate absolute core excitation
energies for second-row elements and has been given 58%
global nonlocal exchange. Increasing the amount of nonlocal
exchange increases transition energies and intensities, resulting
in changes of up to 17 eV. Focusing instead on error spreads
and maximum deviations, the picture becomes less clear.
B3LYP exhibits error spreads of 0.25−0.41 eV and 7−22%,
BHandHLYP exhibits error spreads of 0.14−0.57 eV and 3−
16%, and B0.58LYP exhibits error spreads of 0.22−0.68 eV and
2−18%. The results of the latter two functionals are generally

Figure 5. Relative performance of 13 methods for calculating nitrogen 1s→ π*, as compared to ADC(2)-x (blue) and EOM-CCSD (red) reference
values. See Figure 4 for details.
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close to each other, as they have rather similar parameters. The
superior absolute energies of the more tailored functional do
not necessarily translate to good relative features, with
BHandHLYP generally performing slightly better. The error
spreads obtained are similar to those reported by a previous
study, where shifted SDs of 1.84, 0.55, and 0.51 eV were
obtained for TDHF, B3LYP, and BHandHLYP, respectively.37

The smaller SDs obtained here, in particular for ADC(1)/
TDHF, are largely a result of the fact that only π*-resonances
are considered.
Third, four range-separated functionals were included, with

three (CAM100%, rCAM-B3LYP, and CAM-QTP) long-range
and one (SRC2-R1) short-range corrected. CAM100% is a
modified version of the standard CAM-B3LYP functional with
100% exact exchange in the asymptotic limit, optimized for
improved relative features in modeling core excitations.107 The
rCAM-B3LYP functional is a refitted version of CAM-B3LYP,
made to minimize many-electron self-interactions primarily for
calculations of thermochemistry.166 These two functionals
have a low degree of exact exchange in the short-range limit
and thus exhibit large absolute errors. Constructed to minimize
errors for inner-shell ionization energies,167 the CAM-QTP00
functional has a large degree of short-range exact exchange,

with resulting core excitation energies within 2 eV from
reference values. The SRC2-R1 functional is constructed
differently, with a high degree of short-range exact exchange,
which decreases with distance,88 to minimize absolute errors
for calculations of X-ray absorption spectra. Accordingly, it
yields absolute results closest to reference data. Focusing on
error spreads and maximum deviations, however, we see that
CAM100% and rCAM-B3LYP generally outperform the more
tailored CAM-QTP00 and SRC2-R1 functionals, with error
spreads in the order of 0.15−0.34 eV and 2−9%, being closer
to EOM-CCSD than to ADC(2)-x results. The spreads are, in
fact, smaller when compared to EOM-CCSD results than
ADC(2)-x is to EOM-CCSD, with the sole exception of
oxygen intensities. By comparison, the CAM-QTP00 results
are very close to those of B0.58LYP, with the parameterization
for short-range exchange being relatively similar. For SRC2-R1,
the error spreads are improved but generally not as good as for
CAM100% or rCAM-B3LYP.
As such, we conclude that tailoring exchange−correlation

functionals for absolute energies does not necessarily lead to
improved relative performance. In fact, the two functionals
with the lowest relative errorsCAM100% and rCAM-
B3LYPhave some of the highest absolute errors, however

Figure 6. Relative performance of 13 methods for calculating oxygen 1s → π*, as compared to ADC(2)-x (blue) and EOM-CCSD (red) reference
values. See Figure 4 for details.
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with absolute intensities close to reference values. SRC2-R1
also performs quite well and with absolute energies in close
agreement with reference data. If a global hybrid is to be used,
BHandHLYP is seen to perform best of the three such
functionals included here.
Transition Potential DFT. Finally, TP-DFT in the HCH

formulation with the PBE exchange−correlation functional
yields absolute energies close to reference values, being within
0.6 eV from the ADC(2)-x results. This is due to the relaxation
effects being largely included in TP-DFT, with a ΔKS
correction that brings the binding energy of the core level to
the same value as the total energy difference between the
ground state and the core-ionized state. PBE performs quite
well when it comes to total and ionization energies,181 and
transition energies are thus brought close to the reference
values. Relative errors are also significantly improved over
TDDFT using the same functional, although in particular, the
intensity spreads still have a bit to go to reach the level of the
best-performing functionals using TDDFT. Error spreads for
energies are close to those of B3LYP, but for intensities, the
error spread generally remains larger than that of ADC(1).
By comparison, the absolute energy errors using the

BHandHLYP functional are larger than those of PBE by
around 3 eV. This is not completely unexpected since the
exchange and correlation functional182 and the choice of core-
hole model92 both affect the energy position of the peaks.
More surprisingly, the BHandHLYP results show larger error
spreads than the PBE ones and a significant downgrade when
compared to the TDDFT results using the same functional.
With the HCH model, the balance obtained using a GGA
functional and 0.5 occupation of the core level is thus
disrupted when mixing in exact exchange. The roots of the
HCH model can be traced back to Slater’s transition-state
method, which made use of a 0.5 fractional occupation on
particular states to obtain an approximation of the excitation
energies.183,184 This approach was developed as approximate
KS-DFT eigenvalues do not directly correspond to ionization

energies or electron affinities and the dependence of the total
energy with respect to occupation is not piecewise linear.183,185

LDA and GGA exchange−correlation functionals generate a
convex deviation from piecewise linearity, in contrast to the
HF method which generates a concave deviation.185 Thus, if
the right amount of exact exchange is mixed with the GGA
exchange, piecewise linearity can be restored. For such a
corrected functional, it has been shown that the excitation
energies are more correctly modeled using a full core-hole (or
cation) model,185 and decreasing occupations of core levels
with increasing amounts of exact exchange are required to
balance the description of core-hole relaxation. The problem is
that the amount of exact exchange which restores piecewise
linearity is expected to be system- (and even orbital-)
dependent,186 so the balance between the core-hole model
and amount of exact exchange would also show this
dependence. This presumably explains the broader distribution
(higher error spread) of BHandHLYP results as compared to
PBE ones. As such, the path toward improving TP-DFT results
is less clear than for TDDFT. A more in-depth analysis of the
relation between the functional and core-hole model is
warranted but beyond the scope of the present study.
In terms of absolute intensities, the HCH values are

approximately a factor of two lower than the reference values
or about the same size for PBE using TP-DFT and TDDFT,
while for BHandHLYP, they drop by about a factor of three
compared to the TDDFT results. The lower intensity is thus
related to the TP-DFT approach rather than the adopted
exchange−correlation functional. We also note that TP-DFT
requires the optimization of a state with a partially filled core
hole, which has to be localized. Two different approaches of
localizing this hole have been used in the literature:
diagonalization of the R2 matrix in MO basis with respect to
the probed atom171 and use of the MOM.173 For systems with
core MOs localized to individual atoms, these approaches yield
the same result, but for systems with delocalized MOs, the
latter approach introduces an erroneous absolute shift in
energy. Since TP-DFT (similar to STEX) has been derived for
a core hole localized at a particular atom, the correct use of the
MOM approach for highly symmetric systems involves
breaking the symmetry and forcing the core hole to localize
at a specific site (e.g., using ECPs or by increasing the charge of
the core-excited atom by an infinitesimal amount). With this,
TP-DFT remains a reasonable choice for very large systems
due to its low computational cost.

■ CONCLUSIONS
The performance of several quantum chemical single-reference
methods for calculating X-ray absorption spectra at the carbon,
nitrogen, and oxygen K-edge of (primarily) organic molecules
up to the size of guanine has been evaluated, focusing on the
low-energy and intense 1s → π* transitions. Using CVS-
ADC(2)-x and fc-CVS-EOM-CCSD as our best theoretical
estimates, we investigated the reliability of CC2, the ADC
hierarchy, TP-DFT, and TDDFT using a suite of different
exchange−correlation functionals. We have chosen to focus on
precision rather than on accuracy or, in other words, on
emphasizing the relative as opposed to absolute energies and
intensities. This is largely due to the significant difficulties in
reliably and effectively modeling electron relaxation effects,
which result in noticeable errors in absolute energies even for
high-level methods such as CCSD. This focus on relative
features is particularly important for TDDFT, where these

Table 1. Error Spread of Excitation Energies and Intensities,
as Compared to ADC(2)-x and EOM-CCSDa

ADC(2)-x EOM-CCSD

E I E I

ADC(1) 1.15 24 0.91 15
ADC(2) 0.29 7 0.35 11
ADC(2)-x 0.25 8
ADC(3/2) 0.57 15 0.36 7
CC2 0.25 9 0.25 11
CCSD 0.25 8
PBE 0.56 39 0.66 43
B3LYP 0.30 15 0.30 20
BHandHLYP 0.50 13 0.27 5
B0.58LYP 0.60 15 0.36 7
CAM100% 0.29 7 0.17 8
rCAM-B3LYP 0.29 7 0.16 8
CAM-QTP00 0.59 14 0.36 6
SRC2-R1 0.36 11 0.21 8
HCH (PBE) 0.31 21 0.33 26
HCH (BHH) 0.51 20 0.65 26

aShowing average spreads over all elements, weighted with the
number of respective transitions (e.g., factor 72/116 for the carbon
error spreads). Energy spread expressed in eV and intensity spread in
%.
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important relaxation effects are not included and the SIE leads
to potentially large element-dependent errors in absolute
energies.
With reference data sets that agree within 0.25 eV in energy

or 9% in intensity, we investigated the performance of these
methods for a set of 40 molecules, encompassing 116
individual transitions. We conclude that CC2 and ADC(2)
perform relatively well, in particular for carbon, but care needs
to be taken when probing oxygen π*-resonances. ADC(3/2) is
shown to perform poorly both in terms of absolute and relative
features, and a deeper analysis of this can be found in ref 36.
Moving to TDDFT, we note that good performance in terms
of absolute energies does not translate into good performance
in terms of relative energies and see that long-range corrected
functionals perform better compared to reference data. Error
spreads are here brought down from approximately 0.3−0.6 eV
in energy and ∼20% in intensity to 0.2−0.3 eV and ∼10%,
respectively. The best-performing functionals are identified as
CAM100% and rCAM-B3LYP, two versions of the standard
CAM-B3LYP functional with (at least) 100% exact exchange in
the asymptotic limit. The HCH formulation of TP-DFT
noticeably improves upon the PBE results, but for
BHandHLYP, it severely worsens the results obtained with
TDDFT and even leads to larger error spreads than for PBE.
This relates to a cancellation of effects stemming from the
adopted functional and core-hole model and points to TP-
DFT having a less-clear path of improvement than TDDFT. A
core-hole model with smaller (and potentially variable) core
level occupation is expected to better this situation, but a more
in-depth analysis into this matter is beyond the scope of this
study.
For the comparison of various methods, intensity borrowing

between close-lying states is sometimes needed to be removed.
We have shown that this can reliably be done using a tailored
CVS space or guess vectors corresponding to transitions from
chemically unique atoms. When comparing to experiment, this
intensity borrowing is not important when considering total
(convoluted) spectra, but for spectrum assignments, it may
lead to the overestimation of the importance of some weak
transitions, and controls using, for example, tailored CVS
spaces are thus recommended. Finally, we have investigated
the basis set requirements of CVS-ADC(2)-x and fc-CVS-
EOM-CCSD and conclude that a 6-311++G** basis set
provides reasonable relative energies compared to quadruple-ζ
reference values. Decontracting the 1s CGTO provides
additional accuracy at a small increase in computational cost.
We label this benchmark set as XABOOM and encourage

the community to use it for future critical evaluation of
methods for calculating X-ray absorption spectra and to
critically re-evaluate the conclusions drawn here when more
accurate methods become viable. It would be particularly
interesting to see how multireference methods perform by
comparison. All information necessary for such a compar-
isonstructures, spreadsheets, and SCF energies for control
is available in the Supporting Information.
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(27) Young, L.; Ueda, K.; Gühr, M.; Bucksbaum, P. H.; Simon, M.;
Mukamel, S.; Rohringer, N.; Prince, K. C.; Masciovecchio, C.; Meyer,
M.; Rudenko, A.; Rolles, D.; Bostedt, C.; Fuchs, M.; Reis, D. A.;
Santra, R.; Kapteyn, H.; Murnane, M.; Ibrahim, H.; Légaré, F.;
Vrakking, M.; Isinger, M.; Kroon, D.; Gisselbrecht, M.; L’Huillier, A.;
Wörner, H. J.; Leone, S. R. Roadmap of ultrafast x-ray atomic and
molecular physics. J. Phys. B: At., Mol. Opt. Phys. 2018, 51, 032003.
(28) Bhattacherjee, A.; Leone, S. R. Ultrafast X-ray transient
absorption spectroscopy of gas-phase photochemical reactions: A new
universal probe of photoinduced molecular dynamics. Acc. Chem. Res.
2018, 51, 3203−3211.
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Gühr, M.; Koch, H. A theoretical and experimental benchmark study
of core-excited states in nitrogen. J. Chem. Phys. 2018, 148, 064106.
(41) Bodeur, S.; Nenner, I.; Millie, P. Resonances in photo-
absorption spectra of SiF4, Si(CH3)4, and SiCl4 near the silicon K
edge. Phys. Rev. A: At., Mol., Opt. Phys. 1986, 34, 2986−2997.
(42) Carbone, J. P.; Cheng, L.; Myhre, R. H.; Matthews, D.; Koch,
H.; Coriani, S. An analysis of the performance of coupled cluster
methods for core excitations and core ionizations using standard basis
sets. Adv. Quantum Chem. 2019, 79, 241.
(43) Frati, F.; de Groot, F.; Cerezo, J.; Santoro, F.; Cheng, L.; Faber,
R.; Coriani, S. Coupled cluster study of the X-ray absorption spectra
of formaldehyde derivatives at the oxygen, carbon, and fluorine K-
edges. J. Chem. Phys. 2019, 151, 064107.
(44) Sarangi, R.; Vidal, M. L.; Coriani, S.; Krylov, A. I. On the basis
set selection for calculations of core-level states: Different strategies to
balance cost and accuracy. Mol. Phys. 2020, 118, No. e1769872.
(45) Vidal, M. L.; Pokhilko, P.; Krylov, A. I.; Coriani, S. Equation-of-
Motion Coupled-Cluster Theory to Model L-Edge X-ray Absorption
and Photoelectron Spectra. J. Phys. Chem. Lett. 2020, 11, 8314.
(46) Groot, F. d. Multiplet effects in X-ray spectroscopy. Coord.
Chem. Rev. 2005, 249, 31−63.
(47) Bernadotte, S.; Atkins, A. J.; Jacob, C. R. Origin-independent
calculation of quadrupole intensities in X-ray spectroscopy. J. Chem.
Phys. 2012, 137, 204106.
(48) List, N. H.; Kauczor, J.; Saue, T.; Jensen, H. J. A.; Norman, P.
Beyond the electric-dipole approximation: A formulation and
implementation of molecular response theory for the description of
absorption of electromagnetic field radiation. J. Chem. Phys. 2015,
142, 244111.
(49) Ågren, H.; Carravetta, V.; Vahtras, O.; Pettersson, L. G. M.
Direct, atomic orbital, static exchange calculations of photoabsorption
spectra of large molecules and clusters. Chem. Phys. Lett. 1994, 222,
75−81.
(50) Plashkevych, O.; Yang, L.; Vahtras, O.; Ågren, H.; Petterson, L.
G. M. Substituted benzenes as building blocks in near-edge X-ray
absorption spectra. Chem. Phys. 1997, 222, 125−137.
(51) Wenzel, J.; Wormit, M.; Dreuw, A. Calculating Core-Level
Excitations and X-Ray Absorption Spectra of Medium-Sized Closed-
Shell Molecules with the Algebraic-Diagrammatic Construction
Scheme for the Polarization Propagator. J. Comput. Chem. 2014, 35,
1900−1915.
(52) Wenzel, J.; Wormit, M.; Dreuw, A. Calculating X-ray
Absorption Spectra of Open-Shell Molecules with the Unrestricted
Algebraic-Diagrammatic Construction Scheme for the Polarization
Propagator. J. Chem. Theory Comput. 2014, 10, 4583−4598.
(53) Peng, B.; Lestrange, P. J.; Goings, J. J.; Caricato, M.; Li, X.
Energy-Specific Equation-of-Motion Coupled-Cluster Methods for
High-Energy Excited States: Application to K-edge X-ray Absorption
Spectroscopy. J. Chem. Theory Comput. 2015, 11, 4146−4153.

(54) Coriani, S.; Koch, H. Communication: X-ray absorption spectra
and core-ionization potentials within a core-valence separated coupled
cluster framework. J. Chem. Phys. 2015, 143, 181103.
(55) Wenzel, J.; Dreuw, A. Physical Properties, Exciton Analysis, and
Visualization of Core-Excited States: An Intermediate State
Representation Approach. J. Chem. Theory Comput. 2016, 12,
1314−1330.
(56) Nascimento, D. R.; DePrince, A. E. Simulation of Near-Edge X-
ray Absorption Fine Structure with Time-Dependent Equation-of-
Motion Coupled-Cluster Theory. J. Phys. Lett. 2017, 8, 2951−2957.
(57) Rehn, D. R.; Dreuw, A.; Norman, P. Resonant Inelastic X-ray
Scattering Amplitudes and Cross Section in the Algebraic
Diagrammatic Construction/Intermediate State Representation
(ADC/ISR) Approach. J. Chem. Theory Comput. 2017, 13, 5552−
5559.
(58) Vidal, M. L.; Feng, X.; Epifanovsky, E.; Krylov, A. I.; Coriani, S.
New and efficient equation-of-motion coupled-cluster framework for
core-excited and core-ionized states. J. Chem. Theory Comput. 2019,
15, 3117−3133.
(59) List, N. H.; Dempwolff, A. L.; Dreuw, A.; Norman, P.;
Martínez, T. J. Probing competing relaxation pathways in
malonaldehyde with transient X-ray absorption spectroscopy. Chem.
Sci. 2020, 11, 4180.
(60) Gilmore, K.; Vinson, J.; Shirley, E. L.; Prendergast, D.;
Pemmaraju, C. D.; Kas, J. J.; Vila, F. D.; Rehr, J. J. Efficient
implementation of core-excitation Bethe-Salpeter equation calcula-
tions. Comput. Phys. Commun. 2015, 197, 109−117.
(61) Oosterbaan, K. J.; White, A. F.; Head-Gordon, M. Non-
orthogonal configuration interaction with single substitutions for the
calculation of core-excited states. J. Chem. Phys. 2018, 149, 044116.
(62) Seidu, I.; Neville, S. P.; Kleinschmidt, M.; Heil, A.; Marian, C.
M.; Schuurman, M. S. The simulation of X-ray absorption spectra
from ground and excited electronic states using core-valence
separated DFT/MRCI. J. Chem. Phys. 2019, 151, 144104.
(63) Kehry, M.; Franzke, Y. J.; Holzer, C.; Klopper, W.
Quasirelativistic two-component core excitations and polarisabilities
from a damped-response formulation of the Bethe-Salpeter equation.
Mol. Phys. 2020, 118, 21.
(64) Hait, D.; Head-Gordon, M. Highly Accurate Prediction of Core
Spectra of Molecules at Density Functional Theory Cost: Attaining
Sub-electronvolt Error from a Restricted Open-Shell Kohn−Sham
Approach. J. Phys. Chem. Lett. 2020, 11, 775−786.
(65) Triguero, L.; Pettersson, L. G. M.; Ågren, H. Calculations of
near-edge X-ray-absorption spectra of gas-phase and chemisorbed
molecules by means of density-functional and transition-potential
theory. Phys. Rev. B: Condens. Matter Mater. Phys. 1998, 58, 8097−
8110.
(66) Roemelt, M.; Maganas, D.; DeBeer, S.; Neese, F. A combined
DFT and restricted open-shell configuration interaction method
including spin-orbit coupling: Application to transition metal L-edge
X-ray absorption spectroscopy. J. Chem. Phys. 2013, 138, 204101.
(67) Ekström, U.; Norman, P.; Carravetta, V. Relativistic four-
component static-exchange approximation for core-excitation pro-
cesses in molecules. Phys. Rev. A: At., Mol., Opt. Phys. 2006, 73,
022501.
(68) Coe, J. P.; Paterson, M. J. Multireference X-ray Emission and
Absorption Spectroscopy Calculations from Monte Carlo Config-
uration Interaction. Theor. Chem. Acc. 2015, 134, 58.
(69) Perdew, J. P.; Zunger, A. Self-interaction correction to density-
functional approximations for many-electron systems. Phys. Rev. B:
Condens. Matter Mater. Phys. 1981, 23, 5048−5079.
(70) Imamura, Y.; Nakai, H. Analysis of Self-Interaction Correction
for Describing Core Excited States. Int. J. Quantum Chem. 2007, 107,
23−29.
(71) Wadey, J. D.; Besley, N. A. Quantum Chemical Calculations of
X-ray Emission Spectroscopy. J. Chem. Theory Comput. 2014, 10,
4557−4564.

Journal of Chemical Theory and Computation pubs.acs.org/JCTC Article

https://dx.doi.org/10.1021/acs.jctc.0c01082
J. Chem. Theory Comput. 2021, 17, 1618−1637

1633

https://dx.doi.org/10.1063/1.4795835
https://dx.doi.org/10.1063/1.4795835
https://dx.doi.org/10.1063/1.4795835
https://dx.doi.org/10.1063/1.4795835
https://dx.doi.org/10.1063/1.4921841
https://dx.doi.org/10.1063/1.4921841
https://dx.doi.org/10.1063/1.4921841
https://dx.doi.org/10.1021/acs.jctc.5b00169
https://dx.doi.org/10.1021/acs.jctc.5b00169
https://dx.doi.org/10.1021/acs.jctc.5b00169
https://dx.doi.org/10.1039/c4cp05509h
https://dx.doi.org/10.1039/c4cp05509h
https://dx.doi.org/10.1039/c4cp05509h
https://dx.doi.org/10.1063/1.5083618
https://dx.doi.org/10.1063/1.5083618
https://dx.doi.org/10.1063/1.5083618
https://dx.doi.org/10.1063/1.5011148
https://dx.doi.org/10.1063/1.5011148
https://dx.doi.org/10.1103/physreva.34.2986
https://dx.doi.org/10.1103/physreva.34.2986
https://dx.doi.org/10.1103/physreva.34.2986
https://dx.doi.org/10.1016/bs.aiq.2019.05.005
https://dx.doi.org/10.1016/bs.aiq.2019.05.005
https://dx.doi.org/10.1016/bs.aiq.2019.05.005
https://dx.doi.org/10.1063/1.5097650
https://dx.doi.org/10.1063/1.5097650
https://dx.doi.org/10.1063/1.5097650
https://dx.doi.org/10.1080/00268976.2020.1769872
https://dx.doi.org/10.1080/00268976.2020.1769872
https://dx.doi.org/10.1080/00268976.2020.1769872
https://dx.doi.org/10.1021/acs.jpclett.0c02027
https://dx.doi.org/10.1021/acs.jpclett.0c02027
https://dx.doi.org/10.1021/acs.jpclett.0c02027
https://dx.doi.org/10.1016/j.ccr.2004.03.018
https://dx.doi.org/10.1063/1.4766359
https://dx.doi.org/10.1063/1.4766359
https://dx.doi.org/10.1063/1.4922697
https://dx.doi.org/10.1063/1.4922697
https://dx.doi.org/10.1063/1.4922697
https://dx.doi.org/10.1016/0009-2614(94)00318-1
https://dx.doi.org/10.1016/0009-2614(94)00318-1
https://dx.doi.org/10.1016/s0301-0104(97)00177-8
https://dx.doi.org/10.1016/s0301-0104(97)00177-8
https://dx.doi.org/10.1002/jcc.23703
https://dx.doi.org/10.1002/jcc.23703
https://dx.doi.org/10.1002/jcc.23703
https://dx.doi.org/10.1002/jcc.23703
https://dx.doi.org/10.1021/ct5006888
https://dx.doi.org/10.1021/ct5006888
https://dx.doi.org/10.1021/ct5006888
https://dx.doi.org/10.1021/ct5006888
https://dx.doi.org/10.1021/acs.jctc.5b00459
https://dx.doi.org/10.1021/acs.jctc.5b00459
https://dx.doi.org/10.1021/acs.jctc.5b00459
https://dx.doi.org/10.1063/1.4935712
https://dx.doi.org/10.1063/1.4935712
https://dx.doi.org/10.1063/1.4935712
https://dx.doi.org/10.1021/acs.jctc.5b01161
https://dx.doi.org/10.1021/acs.jctc.5b01161
https://dx.doi.org/10.1021/acs.jctc.5b01161
https://dx.doi.org/10.1021/acs.jpclett.7b01206
https://dx.doi.org/10.1021/acs.jpclett.7b01206
https://dx.doi.org/10.1021/acs.jpclett.7b01206
https://dx.doi.org/10.1021/acs.jctc.7b00636
https://dx.doi.org/10.1021/acs.jctc.7b00636
https://dx.doi.org/10.1021/acs.jctc.7b00636
https://dx.doi.org/10.1021/acs.jctc.7b00636
https://dx.doi.org/10.1021/acs.jctc.9b00039
https://dx.doi.org/10.1021/acs.jctc.9b00039
https://dx.doi.org/10.1039/d0sc00840k
https://dx.doi.org/10.1039/d0sc00840k
https://dx.doi.org/10.1016/j.cpc.2015.08.014
https://dx.doi.org/10.1016/j.cpc.2015.08.014
https://dx.doi.org/10.1016/j.cpc.2015.08.014
https://dx.doi.org/10.1063/1.5023051
https://dx.doi.org/10.1063/1.5023051
https://dx.doi.org/10.1063/1.5023051
https://dx.doi.org/10.1063/1.5110418
https://dx.doi.org/10.1063/1.5110418
https://dx.doi.org/10.1063/1.5110418
https://dx.doi.org/10.1080/00268976.2020.1755064
https://dx.doi.org/10.1080/00268976.2020.1755064
https://dx.doi.org/10.1021/acs.jpclett.9b03661
https://dx.doi.org/10.1021/acs.jpclett.9b03661
https://dx.doi.org/10.1021/acs.jpclett.9b03661
https://dx.doi.org/10.1021/acs.jpclett.9b03661
https://dx.doi.org/10.1103/physrevb.58.8097
https://dx.doi.org/10.1103/physrevb.58.8097
https://dx.doi.org/10.1103/physrevb.58.8097
https://dx.doi.org/10.1103/physrevb.58.8097
https://dx.doi.org/10.1063/1.4804607
https://dx.doi.org/10.1063/1.4804607
https://dx.doi.org/10.1063/1.4804607
https://dx.doi.org/10.1063/1.4804607
https://dx.doi.org/10.1103/PhysRevA.73.022501
https://dx.doi.org/10.1103/PhysRevA.73.022501
https://dx.doi.org/10.1103/PhysRevA.73.022501
https://dx.doi.org/10.1007/s00214-015-1656-0
https://dx.doi.org/10.1007/s00214-015-1656-0
https://dx.doi.org/10.1007/s00214-015-1656-0
https://dx.doi.org/10.1103/physrevb.23.5048
https://dx.doi.org/10.1103/physrevb.23.5048
https://dx.doi.org/10.1002/qua.21025
https://dx.doi.org/10.1002/qua.21025
https://dx.doi.org/10.1021/ct500566k
https://dx.doi.org/10.1021/ct500566k
pubs.acs.org/JCTC?ref=pdf
https://dx.doi.org/10.1021/acs.jctc.0c01082?ref=pdf


(72) Tu, G.; Carravetta, V.; Vahtras, O.; Ågren, H. Core ionization
potentials from self-interaction corrected Kohn-Sham orbital energies.
J. Chem. Phys. 2007, 127, 174110.
(73) Medvedev, M. G.; Bushmarinov, I. S.; Sun, J.; Perdew, J. P.;
Lyssenko, K. A. Density functional theory is straying from the path
toward the exact functional. Science 2017, 355, 49−52.
(74) Stener, M.; Fronzoni, G.; de Simone, M. Time Dependent
Density Functional Theory of Core Electrons Excitations. Chem. Phys.
Lett. 2003, 373, 115−123.
(75) Imamura, Y.; Otsuka, T.; Nakai, H. Description of core
excitations by time-dependent density functional theory with local
density approximation, generalized gradient approximation, meta-
generalized gradient approximation, and hybrid functionals. J. Comput.
Chem. 2007, 28, 2067−2074.
(76) Lopata, K.; van Kuiken, B. E.; Khalil, M.; Govind, N. Linear-
Response and Real-Time Time-Dependent Density Functional
Theory Studies of Core-Level Near-Edge X-Ray Absorption. J.
Chem. Theory Comput. 2012, 8, 3284−3292.
(77) Kadek, M.; Konecny, L.; Gao, B.; Repisky, M.; Ruud, K. X-ray
absorption resonances near L2,3-edges from real-time propagation of
the Dirac−Kohn−Sham density matrix. Phys. Chem. Chem. Phys.
2015, 17, 22566−22570.
(78) Fransson, T.; Burdakova, D.; Norman, P. K- and L-edge X-ray
absorption spectrum calculations of closed-shell carbon, silicon,
germanium, and sulfur compounds using damped four-component
density functional response theory. Phys. Chem. Chem. Phys. 2016, 18,
13591−13603.
(79) Ekström, U.; Norman, P.; Carravetta, V.; Ågren, H. Polarization
Propagator for X-Ray Spectra. Phys. Rev. Lett. 2006, 97, 143001.
(80) Jin, Y.; Bartlett, R. J. The QTP family of consistent functionals
and potentials in Kohn−Sham density functional theory. J. Chem.
Phys. 2016, 145, 034107.
(81) Haiduke, R. L. A.; Bartlett, R. J. Communication: Can
excitation energies be obtained from orbital energies in a correlated
orbital theory? J. Chem. Phys. 2018, 149, 131101.
(82) Jin, Y.; Bartlett, R. J. Accurate computation of X-ray absorption
spectra with ionization potential optimized global hybrid functional. J.
Chem. Phys. 2018, 149, 06411.
(83) Maier, T. M.; Bahmann, H.; Arbuznikov, A. V.; Kaupp, M.
Validation of local hybrid functionals for TDDFT calculations of
electronic excitation energies. J. Chem. Phys. 2016, 144, 074106.
(84) Maier, T. M.; Arbuznikov, A. V.; Kaupp, M. Local hybrid
functionals: Theory, implementation, and performance of an
emerging new tool in quantum chemistry and beyond. Wiley
Interdiscip. Rev.: Comput. Mol. Sci. 2019, 9, No. e1378.
(85) Nakata, A.; Imamura, Y.; Otsuka, T.; Nakai, H. Time-
dependent density functional theory (TDDFT) calculations for
core-excited states: Assessment of an exchange functional combining
the Becke88 and van Leeuwen−Baerends-type functionals. J. Chem.
Phys. 2006, 124, 94105.
(86) Song, J.-W.; Watson, M. A.; Nakata, A.; Hirao, K. Core-
excitation energy calculations witha long-range corrected hybrid
exchange-correlation functional including a short-range Gaussian
attenuation (LCgau-BOP). J. Chem. Phys. 2008, 129, 184113.
(87) Nakata, A.; Imamura, Y.; Nakai, H. Hybrid exchange-
correlation functional for core, valence, and Rydberg excitations:
Core-valence-Rydberg B3LYP. J. Chem. Phys. 2006, 125, 064109.
(88) Besley, N. A.; Peach, M. J. G.; Tozer, D. J. Time-dependent
density functional theory calculations of near-edge X-ray absorption
fine structure with short-range corrected functionals. Phys. Chem.
Chem. Phys. 2009, 11, 10350−10358.
(89) do Couto, P. C.; Hollas, D.; Slavícěk, P. On the performance of
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(174) Bergner, A.; Dolg, M.; Küchle, W.; Stoll, H.; Preuß, H. Ab
initio energy-adjusted pseudopotentials for elements of groups 13-17.
Mol. Phys. 1993, 80, 1431−1441.
(175) Fouda, A. E. A.; Besley, N. A. Assessment of Basis Sets for
Density Functional Theory-based Calculations of Core-electron
Spectroscopies. Theor. Chem. Acc. 2018, 137, 6.
(176) Ambroise, M. A.; Jensen, F. Probing Basis Set Requirements
for Calculating Core Ionization and Core Excitation Spectroscopy by
the Δ Self-Consistent-Field Approach. J. Chem. Theory Comput. 2019,
15, 325−337.
(177) Hitchcock, A. P.; Brion, C. E. Inner-shell excitation of
formaldehyde, acetaldehyde and acetone studies by electron impact. J.
Electron Spectrosc. Relat. Phenom. 1980, 19, 231−250.
(178) Prince, K. C.; Richter, R.; de Simone, M.; Alagia, M.; Coreno,
M. Near Edge X-ray Absorption Spectra of Some Small Polyatomic
Molecules. J. Phys. Chem. A 2003, 107, 1955−1963.
(179) Remmers, G.; Domke, M.; Puschmann, A.; Mandel, T.; Xue,
C.; Kaindl, G.; Hudson, E.; Shirley, D. A. High-resolution K-shell
photoabsorption in formaldehyde. Phys. Rev. A: At., Mol., Opt. Phys.
1992, 46, 3935.

Journal of Chemical Theory and Computation pubs.acs.org/JCTC Article

https://dx.doi.org/10.1021/acs.jctc.0c01082
J. Chem. Theory Comput. 2021, 17, 1618−1637

1636

https://dx.doi.org/10.1063/5.0004713
https://dx.doi.org/10.1063/5.0004713
https://dx.doi.org/10.1063/5.0004713
https://dx.doi.org/10.1021/acs.jctc.0c00686
https://dx.doi.org/10.1021/acs.jctc.0c00686
https://dx.doi.org/10.1063/1.456153
https://dx.doi.org/10.1063/1.456153
https://dx.doi.org/10.1063/1.456153
https://dx.doi.org/10.1063/1.462569
https://dx.doi.org/10.1063/1.462569
https://dx.doi.org/10.1063/1.462569
https://dx.doi.org/10.1063/1.470645
https://dx.doi.org/10.1063/1.470645
https://dx.doi.org/10.1063/1.470645
https://dx.doi.org/10.1063/1.438955
https://dx.doi.org/10.1063/1.438955
https://dx.doi.org/10.1063/1.438955
https://dx.doi.org/10.1080/00268976.2013.859313
https://dx.doi.org/10.1080/00268976.2013.859313
https://dx.doi.org/10.1080/00268976.2013.859313
https://dx.doi.org/10.1080/00268976.2014.952696
https://dx.doi.org/10.1080/00268976.2014.952696
https://dx.doi.org/10.1002/jcc.23377
https://dx.doi.org/10.1002/jcc.23377
https://dx.doi.org/10.1002/jcc.23377
https://dx.doi.org/10.1002/jcc.23377
https://dx.doi.org/10.1002/wcms.1462
https://dx.doi.org/10.1002/wcms.1462
https://dx.doi.org/10.1002/wcms.1340
https://dx.doi.org/10.1002/wcms.1340
https://dx.doi.org/10.1103/physrevlett.77.3865
https://dx.doi.org/10.1103/physrevlett.77.3865
https://dx.doi.org/10.1063/1.464913
https://dx.doi.org/10.1063/1.464913
https://dx.doi.org/10.1063/1.464304
https://dx.doi.org/10.1063/1.464304
https://dx.doi.org/10.1063/1.2741248
https://dx.doi.org/10.1063/1.2741248
https://dx.doi.org/10.1063/1.2741248
https://dx.doi.org/10.1063/1.4871409
https://dx.doi.org/10.1063/1.4871409
https://dx.doi.org/10.1063/1.4871409
https://dx.doi.org/10.1016/j.cplett.2004.06.011
https://dx.doi.org/10.1016/j.cplett.2004.06.011
https://dx.doi.org/10.1016/j.cplett.2004.06.011
https://dx.doi.org/10.1002/wcms.1172
https://dx.doi.org/10.1002/wcms.1172
https://dx.doi.org/10.1063/1.5144298
https://dx.doi.org/10.1063/1.5144298
https://dx.doi.org/10.1002/jcc.26219
https://dx.doi.org/10.1002/jcc.26219
https://dx.doi.org/10.1002/jcc.26219
https://dx.doi.org/10.1021/jp801738f
https://dx.doi.org/10.1021/jp801738f
https://dx.doi.org/10.1021/jp801738f
https://dx.doi.org/10.1080/00268979300103121
https://dx.doi.org/10.1080/00268979300103121
https://dx.doi.org/10.1007/s00214-017-2181-0
https://dx.doi.org/10.1007/s00214-017-2181-0
https://dx.doi.org/10.1007/s00214-017-2181-0
https://dx.doi.org/10.1021/acs.jctc.8b01071
https://dx.doi.org/10.1021/acs.jctc.8b01071
https://dx.doi.org/10.1021/acs.jctc.8b01071
https://dx.doi.org/10.1016/0368-2048(80)87006-x
https://dx.doi.org/10.1016/0368-2048(80)87006-x
https://dx.doi.org/10.1021/jp0219045
https://dx.doi.org/10.1021/jp0219045
https://dx.doi.org/10.1103/physreva.46.3935
https://dx.doi.org/10.1103/physreva.46.3935
pubs.acs.org/JCTC?ref=pdf
https://dx.doi.org/10.1021/acs.jctc.0c01082?ref=pdf


(180) Loos, P.-F.; Scemama, A.; Blondel, A.; Garniron, Y.; Caffarel,
M.; Jacquemin, D. A mountaineering strategy to excited states: highly
accurate reference energies and benchmarks. J. Chem. Theory Comput.
2018, 14, 4360−4379.
(181) Riley, K. E.; Op’t Holt, B. T.; Merz, K. M. Critical assessment
of the performance of density functional methods for several atomic
and molecular properties. J. Chem. Theory Comput. 2007, 3, 407−433.
(182) Takahashi, O.; Pettersson, L. G. M. Functional dependence of
core-excitation energies. J. Chem. Phys. 2004, 121, 10339−10345.
(183) Slater, J. C.; Johnson, K. H. Self-consistent-field Xα cluster
method for polyatomic molecules and solids. Phys. Rev. B: Solid State
1972, 5, 844.
(184) Leetmaa, M.; Ljungberg, M. P.; Lyubartsev, A.; Nilsson, A.;
Pettersson, L. G. M. Theoretical approximations to X-ray absorption
spectroscopy of liquid water and ice. J. Electron Spectrosc. Relat.
Phenom. 2010, 177, 135−157.
(185) Hirao, K.; Chan, B.; Song, J. W.; Bhattarai, K.; Tewary, S.
Excitation energies expressed as orbital energies of Kohn−Sham
density functional theory with long-range corrected functionals. J.
Comput. Chem. 2020, 41, 1368−1383.
(186) Zhao, Q.; Ioannidis, E. I.; Kulik, H. J. Global and local
curvature in density functional theory. J. Chem. Phys. 2016, 145,
054109.

Journal of Chemical Theory and Computation pubs.acs.org/JCTC Article

https://dx.doi.org/10.1021/acs.jctc.0c01082
J. Chem. Theory Comput. 2021, 17, 1618−1637

1637

https://dx.doi.org/10.1021/acs.jctc.8b00406
https://dx.doi.org/10.1021/acs.jctc.8b00406
https://dx.doi.org/10.1021/ct600185a
https://dx.doi.org/10.1021/ct600185a
https://dx.doi.org/10.1021/ct600185a
https://dx.doi.org/10.1063/1.1809610
https://dx.doi.org/10.1063/1.1809610
https://dx.doi.org/10.1103/physrevb.5.844
https://dx.doi.org/10.1103/physrevb.5.844
https://dx.doi.org/10.1016/j.elspec.2010.02.004
https://dx.doi.org/10.1016/j.elspec.2010.02.004
https://dx.doi.org/10.1002/jcc.26181
https://dx.doi.org/10.1002/jcc.26181
https://dx.doi.org/10.1063/1.4959882
https://dx.doi.org/10.1063/1.4959882
pubs.acs.org/JCTC?ref=pdf
https://dx.doi.org/10.1021/acs.jctc.0c01082?ref=pdf

