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Purpose: Nowadays, the number of patients with COVID-19 pneumonia worldwide is still 
increasing. The clinical diagnosis of COVID-19 pneumonia faces challenges, such as the 
difficulty to perform RT-PCR tests in real time, the lack of experienced radiologists, clinical 
low-quality images, and the similarity of imaging features of community-acquired pneumo
nia and COVID-19. Therefore, we proposed an artificial intelligence model GARCD that 
uses chest CT images to assist in the diagnosis of COVID-19 in real time. It can show better 
diagnostic performance even facing low-quality CT images.
Methods: We used 14,129 CT images from 104 patients. A total of 12,929 samples were 
used to build artificial intelligence models, and 1200 samples were used to test its perfor
mance. The image quality improvement module is based on the generative adversarial 
structure. It improves the quality of the input image under the joint drive of feature loss 
and content loss. The enhanced image is sent to the disease diagnosis model based on 
residual convolutional network. It automatically extracts the semantic features of the image 
and then infers the probability that the sample belongs to COVID-19. The ROC curve is used 
to evaluate the performance of the model.
Results: This model can effectively enhance the low-quality image and make the image that 
is difficult to be recognized become recognizable. The model proposed in this paper reached 
97.8% AUC, 96.97% sensitivity and 91.16% specificity in an independent test set. ResNet, 
GADCD, CNN, and DenseNet achieved 80.9%, 97.3%, 70.7% and 85.7% AUC in the same 
test set, respectively. By comparing the performance with related works, it is proved that the 
model proposed has stronger clinical usability.
Conclusion: The method proposed can effectively assist doctors in real-time detection of 
suspected cases of COVID-19 pneumonia even faces unclear image. It can quickly isolate 
patients in a targeted manner, which is of positive significance for preventing the further 
spread of COVID-19 pneumonia.
Keywords: coronavirus disease 2019, artificial intelligence, low-quality image 
enhancement, auxiliary diagnosis, deep learning

Introduction
At present, the number of patients infected with coronavirus disease 2019 (COVID- 
19) pneumonia is still increasing all over the world. On January 30, 2020, the World 
Health Organization (WHO) declared COVID-19 pneumonia to be a public health 
emergency.1 On March 11, 2020, the WHO announced a global pandemic of 
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COVID-19.2 As of November 15, 2020, there are 
53,766,728 confirmed cases of COVID-19 pneumonia 
worldwide, resulting in 1,308,975 deaths.3 With the con
tinuous spread of the virus, medical resources are also 
facing a shortage.4

Although the reverse transcription-polymerase chain 
reaction (RT-PCR) technology is an important basis for 
diagnosing COVID-19 currently,5 it still has strong limita
tions. (1) The production of kits is limited, and the out
break base is huge, so the supply of kits is difficult to meet 
the actual demand. (2) The test requires the extraction 
of the patient’s respiratory or blood samples, which 
increases the exposure risk of medical staff.6,7 (3) There 
are false negatives in the test results, and the test results 
are related to the attributes of a given population.5,8 (4) 
RT-PCR detection has very strict requirements on imple
mentation methods and storage conditions, which intensi
fies the contradiction of lack of medical resources.9

Chest CT scan has been proven to be a reliable tool to 
assist in the diagnosis of COVID-19.10–12 Through analyz
ing 50,466 hospitalized patients, 97% of COVID-19 
patients reported abnormal chest CT.13 The typical ima
ging features of COVID-19 include ground-glass opacity, 
mixed lesions with consolidation and paving stone signs, 
flaky fibrosis, etc.14 Patients are more likely to be bilater
ally involved.15 Compared with RT-PCR testing, which 
requires strict implementation conditions, chest CT ima
ging examinations are easy to implement and obtain faster 
results, which are more beneficial to prevent the further 
spread of COVID-19 pneumonia.16

Although chest CT scan has been used as an important 
method to assist in the diagnosis of COVID-19 pneumo
nia, it still faces challenges. According to the WHO 
report, the number of newly confirmed cases in a 
single day globally has hit a new high. With the huge 
base of patients and the lack of professional radiologists, 
the workload of manually recognizing CT images has 
become increasingly difficult to afford. At the same 
time, the difference in detection environment, scanning 
parameters, image storage and transmission mode will 
make the resolution of the image is difficult to guarantee. 
The reduction in resolution will cause the image to 
become blurred and difficult to be recognized. The char
acteristics of the lesions in low-quality images are not 
clear, so it is difficult to obtain accurate diagnosis results 
using these data. If the image quality is excessively 
required, it will reduce the efficiency of diagnosis and 
increase the demand for resources of computing, storage 

and transmission resources, which is not conducive to 
curbing the further spread of COVID-19 pneumonia. At 
present, the global medical resources are facing status of 
uneven distribution, it is difficult for some regions to meet 
the demands of large-scale testing.17 The existing auto
matic diagnosis methods mostly clean the data before 
constructing the algorithm, ignoring the low-quality 
images in the clinic, which limits the clinical applicability 
of the auxiliary diagnosis method. In addition, in clinical 
studies, it has also been reported that the CT features of 
patients with community-acquired pneumonia may be 
similar to COVID-19, which also increases the difficulty 
of clinical diagnosis of COVID-19 pneumonia. Although 
these characteristics may be well distinguished by experts 
with rich experience in relevant fields, it is still 
a challenge in the condition of the absence of high- 
quality medical resources.18 Therefore, if we can auto
matically and accurately diagnose COVID-19 pneumonia 
using low-quality chest CT images, it will be of positive 
significance for the prevention and control of this global 
epidemic.

Numerous classification and segmentation algorithms 
combined with artificial intelligence technology have 
made a huge breakthrough in the processing and analysis 
of medical images.19–24 These methods can achieve simi
lar performance to human experts in a short time. 
However, for medical images, image-enhancing techni
ques like smoothing25 and super-resolution26 are rarely 
used. Specifically for super-resolution, generative adver
sarial network has been proven to be an advanced algo
rithm that can extract semantic features of images and 
improve the resolution of low-quality data.27 The semantic 
features of medical images are very important for the 
identification of disease types. Therefore, compared with 
traditional algorithms of coding and filter, the generative 
adversarial network can process CT images better. In terms 
of disease diagnosis, artificial intelligence models need to 
determine the health status of samples through the seman
tic features of CT images. The residual convolution struc
ture can help the artificial intelligence model to grasp 
different scales semantic features of the image more pre
cisely, which is beneficial to improve the performance of 
the diagnosis of COVID-19 pneumonia.28

This paper proposed an automatic diagnosis method of 
COVID-19 pneumonia based on artificial intelligence. 
Even in the face of low-quality CT images or community- 
acquired pneumonia with similar characteristics, the model 
can also give accurate diagnosis results. Compared with 
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existing methods, the method proposed in this paper can 
also accurately diagnose the low-quality images that exist 
in the clinic. This makes the model in this paper have 
a higher potential for clinical application. In addition, 
this paper uses double loss to jointly guide image restora
tion. This method prevents the model from losing detailed 
features while repairing the image to a certain extent, it is 
more suitable for medical images with features of tiny 
lesions compared with existing methods that only use 
content deviation. By comparing the performance of 
related work, it proves the potential of the method pro
posed to be used in the clinical diagnosis of COVID-19. 
The image quality improvement module based on the 
generation adversarial network can repair and enhance 
the lesion features of low-quality images and generate 
high-quality images. The output high-quality images are 
sent to a disease diagnosis model based on residual con
volutional networks to automatically diagnose COVID-19 
pneumonia in real time. The existing automatic diagnosis 
methods mostly clean the data before constructing the 
algorithm, ignoring the low-quality images in the clinic, 
which limits the clinical applicability of the auxiliary 
diagnosis method. The artificial intelligence model pro
posed in this paper that can recognize low-quality CT 
images has stronger clinical application potential.

Materials and Methods
Data Description
This is a retrospective study, the data used in the experiment 
are all chest CT images.29 Due to limited computing 
resources, this study randomly selected part of the data 
from the original data set instead of using all the data. In 
this study, the data includes 14,129 images from 104 
patients. Among them, there are 61 confirmed COVID-19 
patients (positive) and 43 non-COVID-19 patients (nega
tive). A positive sample refers to a patient diagnosed with 
COVID-19. Negative samples refer to non-COVID-19 
patients. Negative samples include community-acquired 
pneumonia and normal samples. All patients were con
firmed by RT-PCR. All patients were in a supine position, 
and the patients had received breathing training before the 
scan. During the scan, the patient was asked to hold breath. 
The scan range is from the tip of the lung to the lower edge 
of the ribs. A total of 12,929 samples were used to build the 
artificial intelligence model, and 1200 samples were used to 
test the final performance of the algorithm. All samples are 
randomly selected from the raw data. Training samples and 

test samples are independent of each other, there is no 
overlap. During training, we used 10-fold cross-validation. 
This means that the above training samples are again 
divided into two parts: 90% of the training samples are 
used to update the model parameters, and the remaining 
10% of the samples are used to verify the temporary per
formance of the model. This method can help us adjust the 
hyperparameters of the model. Finally, independent test set 
data are used to test the final performance of the model. The 
training set contains 4000 positive samples and 8929 nega
tive samples. Testing set includes 400 positive samples and 
800 negative samples. All patients were confirmed by RT- 
PCR. Each CT image is diagnosed by more than 3 human 
experts. Each CT image shows evidence of COVID-19. At 
the same time, the above-mentioned radiologists also 
reviewed CT images of community-acquired pneumonia. 
The thickness of all CT slices is 1.25–2mm. The above 
data have been anonymized. More details and more specific 
ethical disclosure can be obtained from public reference.29 

The image is shown in Figure 1.

Overall Model
This paper proposed a generative adversarial residual con
volution diagnostic (GARCD) model. The experiment 
platform is a workstation with an NVIDIA GTX 1080Ti 
GPU. All artificial intelligence methods are implemented 
in Keras. The model includes two modules, the image 
quality improvement module and the disease diagnosis 
module. The quality improvement module is located 
before the disease diagnosis module. The core of the 
image quality enhancement module is the Generative 
Adversarial Networks, its purpose is to repair and enhance 
semantic features and improve image quality. The adver
sarial neural network uses the adversarial process to train 
two neural networks, one is responsible for generating 
high-quality images, the other network is responsible for 
judging whether the image is a generated image. Adopt 
a confrontational approach to make the model generate 
high-quality images. This allows the model to identify 
unclear images produced by various reasons in the clinical 
diagnosis process. In addition, multiple losses are used to 
guide the model to repair low-quality images. Traditional 
methods use content loss to guide model parameter 
updates, which is not suitable for chest CT images with 
features of small lesions. Therefore, while using content 
loss, this paper also uses feature loss to guide the model 
parameter optimization process. The core of the disease 
diagnosis module is the residual convolutional network. 
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With the increase in the number of neural network layers, 
it is difficult for the traditional artificial intelligence model 
to make the classifier grasp the primary tiny features of CT 
images. However, for medical images, different scale fea
tures have different meanings for disease diagnosis. 
Therefore, this paper uses a short-circuit based residual 
structure. Its purpose is to enable the model to automati
cally extract the semantic features of the processed data 
and complete the diagnosis of COVID-19 pneumonia 
based on them. The residual structure can help the model 
better understand the influence of features of different 
scales on the diagnosis results. At the same time, it can 
also make the gradient flow better and facilitate the opti
mization of global parameters. Therefore, in order for the 
model to diagnose low-quality images that exist in the 
clinic, GARCD may be a good choice. Ten-fold cross- 
validation was used during the experiment. The training 
sample is again randomly divided into two parts. 
Ninety percent of the samples are used to update the 
parameters of the model, and the remaining ten percent  
of the samples are used to verify the temporary perfor
mance of the model. This strategy helps us adjust the 
hyperparameters of the model. Finally, an independent 
test set is used to evaluate the final performance of the 
model. The overall process is shown in Figure 2.

Image Quality Improvement Module
The core of the image quality improvement module is 
Generative Adversarial Networks. The generative adversar
ial networks consist of two networks. The generator is 
responsible for generating high-quality images, and the 

discriminator is responsible for judging the quality of the 
generated images. In this way, the generative adversarial 
networks can be used to repair the low-quality images that 
exist in the clinic. In this study, the discriminator uses the 
VGG19 structure. The generator model uses a convolutional 
neural network based on the residual structure. The gen
erator includes a total of 16 residual convolution blocks. 
The image is processed by a convolutional layer and then 
sent to 16 consecutive residual convolutional blocks for 
processing. Each residual convolution block consists of 
two convolutional layers and two batch normalization 
layers. After the data is processed by the residual convolu
tion block, it is processed by the convolution layer and the 
batch normalization layers. Finally, after up-sampling, the 
image is processed to the desired size. In this paper, we also 
added a feature extraction module to make the generative 
adversarial networks capable of recognizing tiny features of 
medical images. This strategy can prevent the model from 
losing tiny disease features to a certain extent when repair
ing low-quality images. The detailed structure of the image 
quality improvement module is shown in Figure 3. It can be 
used to improve image quality. During the training process, 
the Adam optimizer is used to update the global parameters 
of the discriminator and generator. During training proces
sing, low-quality images are obtained by down-sampling 
the target image. This process simulates the low-quality 
images that exist in the clinic. The down-sampling tool 
used in this experiment is OpenCV, down-sampling factor 
is 4. Up-sampling layer enhances the image to the target 
size.

Figure 1 The chest CT image dataset (A is COVID-19, B is non-COVID-19).
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Many state-of-art methods usually use the mean square 
error (MSE) or cross-entropy loss to measure the content 
deviation between the generated image and the original 
image and then use the back-propagation algorithm to 
update the global parameters of the model, as shown in 
Equation (1).

LMSE� C¼
1

γ2MN
∑m¼1∑n¼1 IT

m;n� G ILQ� �

m;n

� �2
(1) 

where LMSE� C is the content deviation based on MSE, γ is 
sampling coefficient, M;Nrepresents the size of the 
images, IT means target image, G is generator, ILQ 

means low-quality image.
These methods measure the repair degree of CT images 

according to the global content deviation and use this devia
tion to guide the model global parameter update. Although 
the above method is widely used in various fields, it is 

Figure 2 The overall schematic diagram of GARCD.
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obviously inappropriate for medical CT images with many 
subtle semantic features30 as shown in Figure 4.

The calculation method of PSNR and SSIM is shown 
in Equation (2) and Equation (3).

PSNR ¼ 20 � log10
IMPV
ffiffiffiffiffiffiffiffiffiffi
MSE
p

� �

(2) 

where IMPV means maximum image pixel value.

SSIMðIðTÞ; IðGÞÞ ¼
2μIðTÞμIðGÞ þ C1

� �
2σIðTÞIðGÞ þ C2

� �

μ2
IðTÞ þ μ2

IðGÞ þ C1

� �
σ2

IðTÞ þ σ2
IðGÞ þ C2

� �

(3) 

In Equation (3), IðTÞ is target image, IðGÞ is generated 
image, μ means the average of pixels, σmeans the variance 
of pixels.

Figure 3 Schematic diagram of the image quality improvement module.

Figure 4 CT images processed by different methods (A is raw data. B is image with missing lesion features. C is image with Gaussian noise. We compare the differences 
between the processed image and the original image to determine whether MSE, PSNR and SSIM are suitable to guide the optimization of the model’s global parameters. 
MSE means mean squared error, PSNR means peak signal-to-noise ratio, SSIM means structural similarity.The arrow points to the lesion.).
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Figure 4A is the original image, Figure 4B is the image 
after occluding the lesion features, and Figure 4C is the 
image after adding Gaussian noise. The mean square error 
(MSE), peak signal-to-noise ratio (PSNR), and structural 
similarity (SSIM) between each image are shown in Table 1.

As shown in Table 1, all indicators show that the quality 
of Figure 4B is better than that of Figure 4C. However, it is 
obvious that Figure 4B misses important lesion features. Yet 
the subtle features of the lesion are more important for 
determining the type of disease. In the actual clinical process, 
researchers prefer to get Figure 4C rather than Figure 4B with 
higher indicators. Using traditional content deviations to 
guide artificial intelligence models to repair images may 
lead to the model neglecting the extraction and repair of 
detail features in order to pursue higher indicators. This is 
not conducive to improve the quality of CT images and the 
disease diagnosis module to distinguish the health type of 
samples. Therefore, the loss function used in this paper adds 
the feature loss based on the traditional loss function. We let 
the content deviation and the detailed feature deviation 
jointly guide the model to complete the repair and enhance
ment of the chest CT image, instead of letting the model lose 
the semantic features of the lesion in pursuit of higher indi
cators. The cost function used in this study is shown in 
Equation 4. The cost function is used to reversely update 
the parameters of the generative model.

Ltotal ¼ LFe þ 10� 3LDs (4) 

where LFe is the feature difference between the generated 
image and the target image, LDs is the loss of discrimina
tor. Therefore, LFe is feature loss, it measures the feature 
difference between the generated image and the target 
image. It can guide the model to repair the image without 
losing tiny features. LDs is adversarial loss. The discrimi
nator judges whether the sample is a real sample. 
Therefore, LDs measures the content loss to a certain 
extent. The calculation method of LFe and LDs is shown 
in Equation (5) and Equation (6)

LFe ¼
1

MN
∑m¼1∑n¼1 VðITÞm;n � VðGðILQÞÞm;n

� �2
(5) 

where V denotes feature extractor. In this study, pre- 
trained VGG model was used to be an extractor.

LDs ¼ � ∑n¼1logðPðGðILQÞÞÞ (6) 

where P denotes probability that the GðILQÞ is considered 
the target sample.

This research uses transfer learning technology, and the 
pre-trained VGG19 model is used to extract the semantic 
features of the generated image and the target image sepa
rately. Finally, the differences between the features men
tioned above were compared. When extracting features, we 
frozen all parameters of the VGG19 model pre-trained by 
Google on ImageNet dataset. The ImageNet dataset 
includes 14,197,122 images. Therefore, the pre-trained 
VGG19 model has strong multiple feature extraction cap
abilities. The final classification layer of the pre-trained 
VGG19 model is discarded. The output of the last convolu
tion block of the VGG19 model is the extracted image 
feature. The image quality enhancement module based on 
dual guidance of feature loss and overall loss will not lose 
important lesion features in pursuit of better MSE.

During the training process, the Adam is used to opti
mize global parameters. The parameters β1 and β2 of 
Adam algorithm are 0.9 and 0.999, respectively. β1 ¼ 0:9 
β2 ¼ 0:999 The parameter α of LeakyReLU is 0.2. The 
initial learning rate is 0.0002 and the gradient decay 
method is used to avoid the model from missing the best 
point. The size of target image is 512� 512. The down- 
sampling factor is 4, so the size of the down-sampled 
image is 128� 128. The up-sampling part consists of 
two convolutional layers. Its purpose is to restore 
a 128� 128 image to a 512� 512 image. One-hot label 
is used in the discriminator.

Disease Diagnosis Module
The core of the disease diagnosis module is the residual 
convolutional network. First, the image is processed by 
a convolutional layer and then sent to the residual convolu
tion block. The disease diagnosis model in this paper 
includes four residual convolution blocks. The first two 
residual convolutional blocks include three convolutional 
layers, and the remaining two residual convolutional blocks 
include four convolutional layers. After the data is processed 
by the residual convolution block, it is sent to two consecu
tive convolutional layers, and finally processed by three 
fully connected layers. The network detail structure is 
shown in Figure 5. Similarly, the Adam optimizer is used 
for optimizing all parameters of the disease diagnosis model. 
During training, cross-entropy is used as a cost function. 
Ten-fold cross-validation is also used during training. At the 

Table 1 MSE, PSNR, SSIM Between Different Images

Item MSE PSNR SSIM

AB 63.2832 31.4315 0.9286
AC 601.3522 25.0836 0.5250
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same time, in order to avoid over-fitting, this paper used 
dropout technology in the final fully connected layer.

The generated high-quality images are sent to the dis
ease diagnosis module. The model will automatically 
extract the semantic features of the chest CT image. The 
partial short-circuit method can make the model more 
accurately grasp the influence of semantic features of 
different scales on the diagnosis result, which can improve 
the diagnosis accuracy of the model.

The classification function is softmax. The label of 
the data is encoded as one-hot format. COVID-19 is 
coded as 10, non-COVID-19 is coded as 01. In this 
study, we did not use a linear classifier. The linear 
classifier focuses more on learning the linear mapping 
relationship between the feature vector of the image and 
the diagnosis result. The nonlinear classifier used in this 
article infers the possibility that the sample belongs to 
COVID-19 based on the extracted semantic features. 
This is closer to the thinking process of human experts. 
Compared to previous work using linear classifiers,19 

nonlinear classifiers may be closer to the way human 
experts think.

Adam is also the optimizer of the disease diagnosis 
module. The β1 and β2 are 0.9 and 0.999, respectively. The 
parameter α of LeakyReLU is 0.2. The initial learning rate 
is 0.001 and the gradient decay method is also used to 
avoid the model from missing the best point. Enhanced 
images are used as input (size is 512� 512). The dropout 
coefficient is 0.8, it means the probability of neurons being 
randomly dropped is 20%. Where cross-entropy is used as 
the loss function. In the training process, in order to avoid 
over-fitting, we used 10-fold cross-validation.

Results
The original data includes 14,129 samples. Among them, 
12,929 samples were used to construct the artificial intelli
gence model, and 1200 samples (400 Positive, 800 negative) 
were used to test the final performance of the model. We 
used the ImageNet dataset to initialize the parameters of the 
image quality improvement module so that the model could 
reach the desired result faster. Low-quality images are 
obtained by down-sampling the original image, the down- 
sampling coefficient is 4, and the down-sampling tool is 
OpenCV. As shown in Figure 6, based on the generative 
adversarial network, the image quality improvement module 
guided by the new loss function can effectively repair the 
features of chest CT images (including COVID-19 and Non- 
COVID-19). The improvement of image quality is more 
conducive to human experts and latter disease diagnosis 
module to make precise judgments on patient.

In order to evaluate the impact of the enhanced images 
on the radiology researchers, we conducted mean opinion 
score testing. The evaluation criteria are shown in Table 2.

Three independent radiology researchers were invited. 
Each researcher evaluates the quality of 40 random samples 
according to the above criteria. Images are randomly selected 
from the test set. In order for each health condition to be 
evaluated with the same probability, we balanced the data. In 
other words, each researcher evaluates 20 COVID-19 images 
and 20 Non-COVID-19 images. Specifically, the above- 
mentioned pictures include 10 low-quality COVID-19 
images, 10 enhanced COVID-19 images, 10 low-quality 
non-COVID-19 images, and 10 enhanced non-COVID-19 
images. The score distribution is shown in Figure 7.

Figure 5 Schematic diagram of disease diagnosis module.
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The average score of pictures enhanced by the image 
processing module is 4.13. The average score for low- 
quality images is 1.93. The image quality improvement 
module increases the average score of low-quality images 

by 2.2 points. The median scores for enhanced images and 
low-quality images are 4 and 2, respectively. This shows 
to a certain extent that the image quality improvement 
model can better repair low-quality images, so that images 
that are difficult to be diagnosed can be recognized by 
human experts or disease diagnosis modules. Finally, 
image quality images can better improve the low-quality 
images that exist in the clinic. This allows the subsequent 
disease diagnosis module to recognize the aforementioned 
low-quality images. The experimental results show that 
some enhanced images have a score of 3. We speculate 
this is due to the extremely low quality of some random 
samples themselves, it may cause the model to be unable 
to completely repair them to a very high quality.

Figure 6 Image quality improvement module processing results of low-quality images.

Table 2 Evaluation Standard

Score Criterion

5 Cannot see the slightest change in the image
4 Can detect image changes but does not hinder diagnosis

3 Found that significant changes in image quality may affect 

diagnosis
2 Great hindrance to diagnosis

1 Unable to diagnose
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The enhanced image is sent to the disease diagnosis 
module to determine whether the sample belongs to 
COVID-19. The average loss curve of the training process 
of the disease diagnosis module based on the residual 
convolutional network is shown in Figure 8. In order to 
avoid over-fitting, this study used 10-fold cross-validation 
to train the model.

No over-fitting phenomenon was found during training. 
AUC is used to evaluate the final performance of the 
model. We verified the diagnostic ability of the artificial 
intelligence model proposed in this paper to diagnose 
COVID-19 pneumonia in a completely independent test 
set (400 positive cases, 800 negative cases). Meanwhile, 

the performance of different traditional models in the same 
test set is compared. Because of the imbalance dataset, 
ROC metric is used to evaluate model performance. ROC 
curve can well overcome the problem of imbalance data
set. At the same time, the Precision–Recall curves and 
Sensitivity–Specificity curves of the models with similar 
performance are also compared. The ROC curve obtained 
by different models in the same test set is shown in 
Figure 9.

Finally, the GARCD proposed in this paper achieved 
98.7% AUC in an independent test set. The residual network 
(ResNet) reached 80.9% AUC. Generating adversarial dense 
convolution diagnostic (GADCD) model achieved 97.3% 

Figure 7 Score distribution of low-quality images and enhanced images (A is the score distribution of low-quality images. B is the score distribution of enhanced images. It 
reflects the auxiliary potential of the image quality improvement module for actual clinical researchers.).

Figure 8 The average loss curve of disease diagnosis module in this study using 10- 
fold cross-validation. Figure 9 ROC curves of different models in the same test dataset.
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AUC. GADCD is to keep the above image quality improve
ment module unchanged and change the disease diagnosis 
module to a dense convolutional network (DenseNet). The 
convolutional neural network reached 70.7% AUC. 
DenseNet reached 85.7% AUC. The performance of 
GARCD and GADCD is close, so we use other metrics to 
further compare the performance of the two models. 
Precision–Recall curve and Sensitivity–Specificity curve as 
shown in Figure 10.

Discussion
In order to diagnose COVID-19 pneumonia accurately and 
automatically, reduce the workload of medical workers and 
reduce the cost of data transmission and storage, we pro
posed an artificial intelligence diagnosis model GARCD 
based on CT images. The method proposed can accurately 
diagnose whether the sample has COVID-19 pneumonia 
even facing low-quality images. The image quality improve
ment module used an advanced generative adversarial net
work and a loss function that considers both feature 
differences and content differences to enhance the quality 
of COVID-19 positive and negative samples. The enhanced 
CT image is sent to the disease diagnosis module. The 
disease diagnosis module used an advanced residual convo
lution structure to automatically extract the semantic fea
tures of negative or positive samples. The extracted semantic 
features are sent to the non-linear classification layer to 
determine the health of the patients. The residual structure 
helps the model to better grasp the different scales semantic 
features of COVID-19 pneumonia CT images and improve 
the accuracy of diagnosis. Experiments have proved that the 

method we proposed can accurately diagnose COVID-19 
pneumonia infections and non-COVID-19 pneumonia infec
tions (including community-acquired pneumonia infections 
and healthy samples). The final model achieved 98.7% AUC 
96.97% sensitivity and 91.16% specificity (400 positive 
samples and 800 negative samples) in the independent test 
dataset. When nucleic acid testing cannot be implemented 
on a large scale, radiologists are lacking, or the quality of 
clinically obtained CT images is low, the method proposed 
in this paper can be used as a reliable method to screen 
asymptomatic infected or suspected COVID-19 cases in real 
time. It can be used to assist in directing isolation work and 
avoid the further spread of COVID-19.

Although RT-PCR detection is an important criterion for 
the clinical diagnosis of COVID-19, it has strong limitations 
in practical application.6 Chest CT image is considered as an 
effective method to assist the diagnosis of COVID-19 
pneumonia.10,19,31 However, clinical diagnosis based on 
CT images is still facing challenges. The outbreak of 
COVID-19 pneumonia is huge, and there is a lack of experi
enced radiologists to continuously distinguish CT images. 
Community-acquired pneumonia has similar symptoms to 
COVID-19 can also interfere with accurate judgments of 
COVID-19 pneumonia.32 The coverage of the new corona
virus is wide, the amount of CT scanning is huge, and the 
quality of CT images is difficult to guarantee. Moreover, the 
image quality may be damaged in the process of data storage 
and transmission, which further hinders the use of chest CT 
image in the diagnosis of COVID-19 pneumonia. The 
method proposed provides a feasible solution to the above 
problems. According to the experimental results, the 

Figure 10 Precision-recall curve and sensitivity–specificity curve of different model (A is precision–recall curve of GARCD and GADCD, B is sensitivity–specificity curve of 
GARCD and GADCD.).
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artificial intelligence model proposed in this study can 
improve the quality of unclear images, whether it is 
COVID-19 patient samples or non-COVID-19 patient sam
ples. This allows unclear CT images can be used for disease 
diagnosis.

In a limited range, we also compared the performance 
of CNN, ResNet, and DenseNet which are widely used in 
many fields today in diagnosing COVID-19 pneumonia 
as shown in Table 3.

Under the same number of training iterations and the 
same test dataset, the above models reached 70.7%, 80.9% 
and 85.7% AUC, respectively. Our method achieves 
98.7% AUC. According to the ROC curve, the cut-off 
point of our model can be obtained. Through the cut-off 
point, we can obtain the sensitivity, specificity, and model 
threshold of the model. The sensitivity of the model 
reached 96.97%, and the specificity reached 91.16%, the 
threshold is 0.8813. Compared with CNN, ResNet adds 
a short-circuit structure, so that the model can better grasp 
the impact of different scales semantic features on the 
diagnosis of COVID-19. Therefore, ResNet performs bet
ter than CNN. Compared with ResNet, DenseNet uses 
a dense short-circuit structure, which makes the gradient 
flow easier and makes the model have a stronger grasp of 
the semantic features of CT images at different scales. The 
performance of DenseNet is also better than ResNet. This 
phenomenon proves that the diagnostic model using the 
short-circuit structure is more suitable for medical images 
with many subtle semantic features. Although the above 
models have strong semantic feature extraction 

capabilities, this capability is limited when faced with low- 
quality CT images. But GARCD achieved higher perfor
mance. In the actual clinical process with a large number 
of uncertain factors, it is difficult for all CT images to 
achieve high quality, especially in the case of COVID-19 
global pandemic. Therefore, the GARCD proposed in this 
paper with the ability to recognize low-quality images has 
higher clinical applicability. We also compared the perfor
mance of GARCD and GADCD. The performance of the 
above two models is similar, but the GARCD performance 
is better. We speculate that this phenomenon is due to the 
fact that the model may over learn some semantic features 
due to the dense connection, which leads to a slight over 
learning phenomenon when processing high-quality 
images. In addition, we also found that during the training 
process, the model’s loss on the validation set is lower 
than the training set. We speculate that this is because in 
order to make the model have higher anti-interference 
ability, the training set contains more low-quality and 
noisy data.

The results of this study show that the image quality 
improvement module based on advanced artificial intelli
gence technology can effectively enhance the CT images 
of COVID-19 patients and non-COVID-19 patients. In 
other words, the semantic features of these two groups of 
data can be successfully encoded and enhanced. Although 
the CT image features of some community-acquired pneu
monia are very similar to COVID-19 pneumonia, the dis
ease diagnosis module based on residual convolution 
structure can effectively distinguish the semantic knowl
edge contained in CT images of two groups of patients 
through self-supervised. Existing reports show that com
mon imaging features of COVID-19 are ground-glass opa
city, consolidation, thickened interlobular septum or 
paving stone signs, and thickened blood vessels. The 
most common distribution pattern is bilateral, peripheral/ 
subpleural, opacity and posterior distribution, extensive/ 
multi-lobe involvement with consolidation.14,33 

Traditional methods are difficult to deal with the above 
problems. First of all, the characteristics and quality of 
images are not exactly the same. It is impossible to use 
a fixed smoothing filter or sharpening filter to accurately 
improve the quality of all images. Second, the image 
features of COVID-19 are often widely distributed and 
the boundaries are blurred. It is difficult to completely 
and accurately outline all the areas that need attention in 
CT images. Third, the imaging features of community- 
acquired pneumonia are very similar to COVID-19 

Table 3 The Recognition Performance of Each Model on the 
Same Low-Quality Image (AUC Means Area Under Receiver 
Operating Characteristic Curve, AP Means Average Precision)

Model Model Structure Performance

ResNet 34 convolutional layers residual 

connection

80.9% AUC 

69.32% AP

GADCD Image quality improvement module + 

34 convolutional layers dense residual 
connection

97.3% AUC 

95.25% AP

CNN VGG19 70.7% AUC 

47.73% AP

DenseNet 34 convolutional layers dense residual 

connection

85.7% AUC 

76.70% AP

Our Image quality improvement module + 

disease diagnosis module

98.7% AUC 

97.52% AP
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pneumonia. It is difficult to achieve the goal simply by 
clustering the feature vectors of the image. Fourth, patients 
with COVID-19 pneumonia may not have very obvious 
CT imaging features.34 Pixel coding or feature vector- 
based methods become infeasible. Artificial intelligence 
technology based on generating adversarial and residual 
convolution helps to alleviate the shortcomings of tradi
tional analysis methods in dealing with the above pro
blems. GARCD does not use a fixed filter to smooth or 
sharpen the entire image. It purposefully learns the opti
mization methods for different semantic features under the 
joint guidance of content loss and feature loss. This can 
better improve the quality of the image. In the aspect of 
disease diagnosis, GARCD does not use the pixel value of 
the whole image, but the semantic features contained in 
the image. At the same time, it also pays attention to the 
influence of different scale semantic features on the final 
disease diagnosis through the way of short-circuiting. 
GARCD used the non-linear classification function soft
max to determine whether the sample is COVID-19 pneu
monia instead of using a linear classification function. 
Linear functions often learn the mapping relationship 
between semantic features and diagnosis results, while 
softmax learns the probability distribution of samples. It 
is more inclined to infer the probability that the sample 
belongs to COVID-19 patients, which is closer to the 
thinking mode of human experts rather than simple num
ber coding. In other words, GARCD does not optimize 
images and diagnose COVID-19 pneumonia by encoding 
every pixel, but uses content features and semantic fea
tures to purposefully guide the model to strengthen low- 
quality images. And it uses semantic features of different 
scales to infer that the sample is more likely to be COVID- 
19 pneumonia or community-acquired pneumonia. In an 
independent test set, the method proposed in this paper 
achieved an AUC of 98.7%. The sensitivity of the model 

reached 96.97% and the specificity reached 91.16%. The 
performance of related works is also compared as shown 
in Table 4.

By comparing achieved by related work, the method 
proposed in this paper has certain clinical practicability, 
and it can be used as an auxiliary tool for clinical diag
nosis of COVID-19 pneumonia. Existing previous work 
has revolved around high-quality images while ignoring 
the low-quality images that exist in the clinic. Although 
high performance was achieved in the test set, further 
research is needed.

Experimental results show that our proposed method can 
improve the quality of low-quality images, as shown in 
Figure 6. Most studies will perform data cleaning and delete 
low-quality data before training the model. However, due to 
the widespread of COVID-19 pneumonia, it is difficult to 
guarantee the quality of all chest CT images obtained in 
actual clinical practice. Low-quality images will prevent the 
auxiliary diagnosis model from extracting semantic features 
of chest CT images, and semantic features are an important 
basis for the model to determine whether a sample is 
COVID-19 pneumonia. The GARCD proposed in this 
paper can repair the low-quality images under the guidance 
of the dual loss function so that the model can accurately 
diagnose COVID-19 pneumonia when facing low-quality 
samples. This is the advantage of our method proposed 
compared to previous studies. This is why GARCD and 
GADCD perform better than CNN, ResNet and DenseNet 
when low-quality images need to be recognized. Therefore, 
our proposed method may have higher clinical applicability.

The strategy of combining the image quality improve
ment module based on generating adversarial and the dis
ease diagnosis module based on residual convolution is also 
suitable for diagnosing other diseases with imaging features, 
such as head CT images and lung X-ray images. GARCD 
does not encode pixel values, nor is it cluster analysis based 

Table 4 Best Performance of Different Related Work (AUC Means Area Under Receiver Operating Characteristic Curve, SE Means 
Sensitivity, SP Means Specificity)

Methods Year Image Type No. of Samples Performance

Song et al19 2020 Chest CT images 211 patients 97.2% AUC 92%SE 91% SP

Li et al35 2020 Chest CT images 4353 CT scans 96% AUC 87% SE 92% SP

Bai et al36 2020 Chest CT images 1186 CT scans 90% AUC 89% SE 86% SP
Lessmann et al37 2020 Chest CT images 520 CT scans 95% AUC 85.7% SE 89.8% SP

Wehbe et al38 2020 Chest X-ray 14,788 X-Ray images 95% AUC 75% SE 93% SP

Javor et al39 2020 Chest CT images 6868 CT scans 95.6% AUC 84.4% SE 93.3% SP
Our 2020 Chest CT images 14,129 CT scans 98.7% AUC 96.97% SE 91.16% SP
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on image feature vectors.40 Compared with traditional meth
ods, it can automatically improve the quality of CT images 
and automatically extract the semantic features of different 
health conditions contained in the images. Finally, the above 
semantic features are used to infer the probability that the 
sample belongs to each category. Therefore, GARCD also 
has the potential to be used to diagnose other types of 
diseases. We preliminarily demonstrated the widely applic
able capabilities of GARCD on chest X-ray images of 
COVID-19 patients, as shown in Figure 11. GARCD can 
enhance the quality of various medical images. Due to data 
limitations, we will study the diagnostic capabilities of arti
ficial intelligence technology for other types of medical 
images in the future work.

Although our research work has shown the great potential 
of artificial intelligence technology to be applied to the 
diagnosis of COVID-19 pneumonia, there are still certain 
limitations, and these issues need to be further studied. First 
of all, this study only used chest CT images to assist in the 
diagnosis of suspected cases of COVID-19 pneumonia, but 
in actual clinical diagnosis, many physiological parameters 
of patients are also used, such as hematology parameters, 
etc.41 This is also the reason that limits the performance of 
this model. Therefore, in the future, we should also study 
how to enable artificial intelligence models to jointly process 
image data and other patient data. Second, the method of 
acquiring a CT image also affects its quality, such as scanning 
parameters and reconstruction algorithms. Although we have 
shown that GARCD has the function of enhancing image 
quality, if future work can correct the image according to the 
scanning parameters, this may enable the artificial 

intelligence model to achieve a higher ability to diagnose 
COVID-19 pneumonia or other diseases. At the same time, 
experiments show that images with high indicators are not 
necessarily suitable for clinical diagnosis, as shown in Figure 
4. Therefore, it is necessary to further study the data quality 
evaluation system that is more suitable for medical images, 
such as considering both the lesion and content characteris
tics. During the experiment, within a limited range, we 
compared the ability of five widely used artificial intelligence 
models to assist in the diagnosis of COVID-19 pneumonia 
using low-quality CT images. These models are widely used 
in many fields. GARCD showed high performance. But it 
still has not achieved completely reassuring clinical accuracy. 
Therefore, in the future work, artificial intelligence models 
with stronger semantic feature extraction capabilities should 
also be studied. The scale of the data is also one of the factors 
that limit the performance of the model. In the future work, 
we will consider increasing the sample size of multi-center 
comparisons to improve the model’s recognition and general
ization capabilities. In the subjective impression score test, 
the score of some enhanced images is 3. We guess this is due 
to the extremely low quality of the random sample itself. 
Therefore, we will continue to study how to further improve 
the performance of the model. In addition, we will also 
collect more types of samples in the future research to 
improve the comprehensive evaluation capabilities of artifi
cial intelligence models, such as grading COVID-19 pneu
monia, analyzing the age difference, gender difference, 
ethnic difference and predicting biomarkers. By drawing 
decision curves of different physiological parameters, we 
may be able to discover the degree of COVID-19’s influence 

Figure 11 GARCD also has the potential to be applied to other types of medical imaging, such as X-ray (A is raw data, B is low-quality image, C is generated high-quality 
images).
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on different human parameters. This model will have the 
ability to automatically analyze the statistical information 
of the disease and may have stronger clinical assistance 
capabilities. We will study the actual auxiliary effect of 
artificial intelligence models on clinicians, such as compar
ing the performance of human experts and artificial intelli
gence doctors to evaluate the diagnostic risk and credibility 
of the model or to further verify the resist uncertainties ability 
of the model through multicenter randomized controlled 
experiments. The ability to diagnose different lung diseases 
also needs to be further studied, such as fungal pneumonia, 
Mycoplasma pneumonia et al which can further increase the 
auxiliary ability of artificial intelligence for clinical medical 
diagnosis. More evaluation methods should also be studied in 
the future work. There may be deviations in the performance 
comparison between different works, so in the future work, 
the performance of the model in more data sets will be 
studied. From the perspective of actual clinical use, we will 
continue to study how to make the model have a pre- 
judgment function of image quality. Low-quality images 
are sent to the image quality improvement module, and the 
images that meet the requirements are directly sent to the 
disease diagnosis module. This method may further improve 
the efficiency of the model.

The work in this paper demonstrates an effective arti
ficial intelligence model with more clinical application 
potential to assist in the diagnosis of COVID-19 pneumo
nia. It can show better diagnostic performance even facing 
low-quality CT images. When a large number of PT-PCR 
tests cannot be performed, radiologists are lacking, or the 
quality of CT images cannot be fully guaranteed, the 
method proposed in this paper can effectively assist doc
tors in real-time detection of suspected cases of COVID- 
19 pneumonia. It can quickly isolate patients in a targeted 
manner, which is of positive significance for preventing 
the further spread of COVID-19 pneumonia.
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