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Augmented reality (AR) surgery navigation systems display the pre-operation planned virtual model at the ac-
curate position in the real surgical scene to assist the operation. Accurate calibration of the mapping relationship
between the virtual coordinate and the real world is the key to the virtual-real fusion effect. Former calibration
methods require the doctor user to conduct complex manual procedures before usage. This paper introduces a
novel motionless virtual-real calibration method. The method only requires to take a mixed reality image con-
taining both virtual and real marker balls using the built-in forward camera of the AR glasses. The mapping
relationship between the virtual and real spaces is calculated by using the camera coordinate system as a
transformation medium. The composition and working process of the AR navigation system is introduced, and
then the mathematical principle of the calibration is designed. The feasibility of the proposed calibration scheme
is verified with a verification experiment, and the average registration accuracy of the scheme is around 5.80mm,
which is of same level of formerly reported methods. The proposed method is convenient and rapid to implement,
and the calibration accuracy is not dependent on the user experience. Further, it can potentially realize the real-
time update of the registration transformation matrix, which can improve the AR fusion accuracy when the AR
glasses moves. This motionless calibration method has great potential to be applied in future clinical navigation
research.

1. Introduction operation area during the operation [6], which leads to the problem of

hand-eye asynchrony and visual fatigue.

With the rapid development of computer-aided surgery, the surgical
navigation system has been extensively used in surgery [1]. The current
digital navigation technology can precisely locate the anatomical struc-
tures and pathological tissues of the operation area and can control the
resection range to protect important anatomical structures [2]. Taking
oral craniofacial surgery as an example, the complexity of this type of
surgery requires high precision [3, 4], so the surgical navigation system is
indispensable. However, the traditional surgical navigation is based on
two-dimensional (2D) display screen, which brings about the following
problems. Firstly, the image displayed on the screen can't establish a
direct spatial relationship with the patient's anatomical structure [5],
which can't really play the role of navigation. Secondly, the 2D screen is
unable to display the real three-dimensional (3D) surgical planning
model, lacking depth information. Thirdly, the doctor needs to repeat-
edly switch his eyes back and forth between the display screen and the
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Augmented Reality (AR) technology has become one of the hotspots
in the field of computer application. AR technology superimposes the
virtual content generated by computer on the real world to achieve the
3D virtual-real fusion display, and enhances users' perception of the real
world [7, 8, 9]. Therefore, when AR technology is applied to surgical
navigation, the 3D reconstruction model of CT data of patient's lesions
can be presented in front of the surgeon, integrated with the actual pa-
tient's anatomy [2, 10]. This method extends the surgeon's field of vision,
enhances the visual system, and obtain the internal structure of organs
invisible to the naked eye [2], which may effectively solve the above
problems of surgical navigation [10, 11, 12].

At present, there have been many researches on AR based surgical
navigation. Fei B et al. [13] applied an AR navigation tool in irreversible
electroporation ablation of pancreas, in which the real-time ultrasound
2D image is rendered in the target area, and the angle between the actual
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trajectory and the planned trajectory is displayed by HoloLens (Micro-
soft). The virtual and real space registration is carried out by hand-eye
calibration. In orthopedic surgery, Gibby et al. [14] guided the place-
ment of pedicle screws through the 3D surgical path displayed in the AR
glasses, but the alignment between the virtual path and the spinal model
was achieved by manual operations, and the registration accuracy was
not guaranteed. In mandibular surgery, Lin et al. [15, 16] applied AR
technology to robot-assisted surgery (RAS) to allow precision and auto-
mation in operational procedures. The intraoperative registration system
tracks the geometric center of the corresponding marker complex via the
optical camera. Using the automatic registration program, the worksta-
tion performs calculations and tracking in real time. Zhu et al. [17, 18]
used HoloLens to track a picture marker to realize AR navigation. A
occlusal splint cemented was tailored for the patient. The picture marker
attached to the splint is recognized and tracked by HoloLens, so that the
virtual model can overlap with the real mandible in real time. This
scheme requires additional manufacturing of accurate occlusal splint,
which is rather troublesome. The viewing angle of HoloLens is greatly
limited according to the 2D plane structure of the picture marker.
Moreover, large-size splints can also be an obstacle during the facial
surgery [19].

Recently, Sun et al. [20] put forward an optical tracker based AR
navigation scheme and designed a fast calibration algorithm to solve the
problem of virtual and real fusion. By aligning the tracker probe tip to the
virtual marker points showed in AR glasses, the mapping relationship
between the virtual space and the optical tracking space can be estimated
through two sets of three-dimensional points in their respective coordi-
nate systems. This calibration method is relatively easy to implement,
however the calibration accuracy is still severely affected by hand
shaking during probing process. The deficiency in SLAM (Simultaneous
Localization and Mapping) function of the HoloLens could also have a
great impact on the calibration stability of the method.

In AR surgical navigation studies, the AR calibration is the key step,
which connects the virtual space with the real world. The calibration
process usually involves complex manual operations, as shown above. In
this study, a new motionless virtual-real calibration method is exploited,
which can directly solve the mapping relationship between the 3D virtual
space and the 3D real world based on a snapshot of the built-in forward
camera of the AR glasses. After that, the conversion relationship between
the coordinate system of the virtual space and that of the tracker is
automatically calculated through algorithm, which greatly lessens the
burden on users in terms of time and workload. Since the method is
automatic, it does not rely on the user experience, and further the cali-
bration can potentially be refreshed in real-time, which mitigates the user
movement influence.

The paper is structured as follows: In section 2, the first half in-
troduces the design and workflow of the AR surgical navigation system.
The second half provides an overview of the proposed calibration pro-
cedure and its mathematical model based on the navigation system. In
Section 3, experiments are designed to validate the feasibility of this
calibration method and its registration accuracy. Afterwards, section 4
presents a discussion of the factors that contribute to the registration
error. Finally, section 5 draws conclusions and anticipates the prospect of
future researches.

2. Materials and methods
2.1. Configuration of AR surgical navigation system

The AR surgical navigation system consists of an optical tracking
system, AR glasses and data processing unit, as shown in Figure 1. The
optical tracking system consists of the stereo vision tracker Polaris Vicra
(Northern Digital, Canada), the optical probe and bracket, which are
matching with the tracker. The optical probe includes several marker
balls and its tip coordinate can be measured in real time by the optical
tracker with a volumetric accuracy of 0.25mm and a maximum frame
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Figure 1. Composition diagram of AR surgical navigation system.

rate of 20Hz. The optical tracker coordinate serves as the real world
coordinate system. The optical bracket is usually fixed on the patient
rigidly, so that the tracker can detect the patient movement by moni-
toring the bracket marker ball positions. Microsoft HoloLens 2 (Micro-
soft, Redmond, USA) is selected as the AR navigation display system.
HoloLens 2 glasses is based on the optical waveguide principle, offering a
30° field of view colorful display. Its advanced SLAM capability allows
the virtual model to be stably fused with the real world when the oper-
ator changes the view direction. The workstation computer is the data
processing unit, which controls the optical tracer and also communicate
with the AR glasses. The physical diagram of the whole system is shown
in Figure 2.

The function of the AR surgical navigation system is to realize the
spatial fusion between the computer-generated 3D elements from CT
data and the patient's surgical area. Doctors can observe the virtual and
real superposition effect from any angle of view. In the operation, the
patient's surgical site is attached with the optical bracket, and the tracker
will obtain the coordinates of the bracket marker balls in real time, and
thus the real time coordinates of the patient are achieved. The computer
then calculates the spatial transformation of the virtual model based on
the coordinates change of the patient. After that, the computer transmits
the results to HoloLens, which will update the display content by means
of controlling the rotation and translation of the virtual model. The
communication between the computer and HoloLens is realized by
Transmission Control Protocol (TCP). HoloLens connects to the server on
the computer as a client to realize real-time data interaction [21].

2.2. Operation steps of AR surgical navigation system

1. CT scanning and 3D model reconstruction.

Figure 2. AR surgical navigation system.
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The patient must undergo a thin-slice spiral CT scan before operation.
The CT data is saved in DICOM format and imported into ProPlan CMF
3.0 (Materialise, Leuven, Belgium), in which careful operations are
conducted to reconstruct computed tomography (CT) data into a target
3D model for preoperative planning [22]. The 3D virtual model will be
used for display in AR glasses.

2. AR application development.

The virtual scene is designed with Unity 2019.4.13flcl (Unity
Technologies, San Francisco, USA), including UI interactive buttons for
virtual model control, virtual marker balls and the planned surgical
model, as shown in Figure 3. The scene is packaged into a UWP (Uni-
versal Windows Platform) application and imported into HoloLens under
Visual Studio development environment.

3. Surgical model registration.

The planned surgical model is not connected with the patient in the
coordinate of the tracker or the HoloLens virtual display. Therefore, the
first step is to register the surgical model to the patient in the tracker
system. Six registration points with clear positioning features are selected
from the patient surgical area, for example, the tooth tip points. Their
coordinates in the real world are collected with the tracker optical probe,
while the virtual coordinates of their corresponding points on the sur-
gical model are already known. Then the transformation matrix Ty be-
tween the surgical model in the virtual space and the patient in the real
world or tracker coordinate system can be calculated based on the two
sets of coordinates.

4. The virtual-real transformation calibration.

The transformation relationship between the HoloLens virtual display
system and the tracker system determines the virtual-real fusion effect.
Therefore, accurate calibration of the transformation matrix is a key step
of AR navigation. The principle of the proposed motionless calibration
will be depicted in detail in the next section.

5. Real-time update of the virtual display

After the virtual-real calibration, the surgical 3D model planned
before the operation will be transferred to the target area, achieving
virtual-real fusion display. When the operation area moves, the computer
obtains the position of target area in real time by controlling the tracker
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to track the reference bracket. Consequently, the translation and rotation
of the model in the virtual space displayed on HoloLens can be updated
accordingly.

2.3. Virtual and real calibration method design

In order to make the preoperative planning model displayed on
HoloLens coincide with the surgical site in the real world scene, the
mapping between the HoloLens virtual space and the real world must be
established. In other words, the calibration is to solve the transformation
relationship between the coordinate system of the virtual space (Orracker)
and that of the tracker (Ogyqcker) Which represents the real world [20]. In
this paper, we use the coordinate system of the HoloLens forward camera
as the conversion medium to achieve a motionless calibration, as shown
in Figure 4.

For the proposed calibration, we only need to take a calibration pic-
ture using the HoloLens forward camera, and the coordinate conversion
is automatically solved through algorithm. The calibration process flow is
depicted by Figure 5.

Before starting the operation, it is necessary to use HoloLens forward
camera to take several pictures of the checkerboard at different poses,
and the intrinsic parameters of the camera can be calculated using the
camera calibration toolbox of MATLAB 2018b (MathWorks, Natick,
USA). This step is done only once and the intrinsic matrix is stored for
following use. The calibration includes the following steps.

1. The user wears the HoloLens glasses and controls the forward camera
to take a mixed-reality photo. The photo contains four real marker
balls on the bracket fixed on the patient and six virtual balls designed
in advance in HoloLens application. In the experiment, a 3D printed
plastic skull model is used to represent the surgical target. The
captured picture is shown in Figure 6, which includes the four real
marker balls fixed on the skull model and the virtual marker balls
suspended in the air.

2. Through image processing, the calibration software can detect the
center pixel coordinates of the four real mark balls and six virtual
marker balls in the picture.

3. By means of the tracker, the coordinates of four real marker balls are
obtained in the tracker system.

4. The coordinates of six virtual marker balls in the virtual space coor-
dinate system are already known when developing the HoloLens
application. Therefore, by considering the camera coordinate system
as a medium, the transformation matrix T} from the coordinate
system of the tracker to the virtual space can be solved.

Figure 3. Developing the virtual scene with Unity. The virtual scene displayed on HoloLens includes the surgical planned model, virtual marker balls, and UI buttons.
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Figure 4. Transformation diagram of the proposed virtual-real calibration. The schematic diagram describes the conversion relationships between the three coor-

dinate systems.
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Figure 5. The virtual-real calibration flow chart.

2.4. Mathematical model of calibration and AR fusion display

2.4.1. The mathematical model of virtual-real calibration

The transformation from a world coordinate system to the pixel co-
ordinate system can be expressed by the camera projection model,
defined as Eq. (1):

X, X,

u Y, Y,
wlv|=KR T]|"|=kKTS| " 6]

Z, Z.,

1 1 1

where (X, Yy, Zy) is the coordinates of point P in the world coordinate
system; (u, v) is the image coordinates of point P in pixel coordinate
system; w is the scale factor; K is the camera intrinsic matrix and TS, =
[R T] is the extrinsic matrix of the camera in the world coordinate
system.

The pixel coordinates and the tracker coordinates of the four real
marker balls are denoted as B, and Br, respectively. TS is the trans-
formation from the tracker coordinate system to the forward camera, and
it can be calculated according to Eq. (2).

wB, = KT§, By, 2

Similarly, TS, which is the transformation from the HoloLens virtual

coordinate system to the forward camera coordinate system, can be
determined based on Eq. (3). B, are the pixel coordinates of six virtual
marker balls, and By are their virtual space coordinates.

wB, =KT{By 3)

Figure 6. AR virtual-real calibration image. The mixed-reality image captured
by HoloLens forward camera, which is used for the calibration.
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Then with Eq. (4), we can obtain Ty,, which is the core transformation
matrix from the coordinate system of the tracker to the HoloLens virtual
space.

T =T§ T, )

The calibration model is very simple and convenient, since the user
does not need to perform complex probing operations as in former re-
ports [20]. Considering the virtual marker balls can be designed around
the target area and can be viewed from any viewing angle, this method
can solve the accuracy and viewing angle limitations of formerly reported
image marker method [17, 18].

2.4.2. The mathematical model of virtual-real fusion display

PpgtientinTracker @0 Ppagiendinvirual are the coordinates of the patient's
surgical site in the tracker coordinate system and the virtual coordinate
system respectively. Eq. (5) expresses their coordinate system
conversion:

_ TV
P PatientinVirtual — TT,-P PatientinTracker (5)

Pcr_moder is the planned 3D model based on the CT scan data, which is
to be displayed by AR glasses. Ty is the transformation matrix between
the CT model data in its original coordinate system and the virtual space
coordinate of AR glasses, shown in Eq. (6).

Pratientinviruat = TrrPer_model (6)

Eq. (7) is obtained by combining Egs. (5) and (6):

TTFP CT_Model — T]‘"’,-P PatientinTracker (7)
In the step of surgical model registration, the Singular Value

Decomposition (SVD) algorithm can be used to find the transformation

matrix Ty, based on Eq. (8):

TMP CT_Model =P PatientinTracker (8)
Combining Egs. (7) and (8), the transformation matrix Tz can be

obtained using Eq. (9):

Tre =Ty Tu ©)]

Using Ty, the virtual model can be transformed from the original
position to the patient's surgical site in the virtual space to realize virtual-

ﬂ
<
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real fusion. The complete coordinate transformation of AR surgical
navigation is summarized in Figure 7.

3. Results
3.1. Calibration and validation experiment procedures

To verify the feasibility of the proposed calibration method, the
calibration process is conducted based on the AR surgical navigation
system in Figure 2. Firstly, the intrinsic parameters of the HoloLens for-
ward camera is obtained. The HoloLens calibration application also has
been developed and imported into HoloLens. The user just needs to run
the application on HoloLens and successively performs the surgical
model registration and the virtual-real calibration according to the
operation steps in section 2. When these two steps are finished, the vir-
tual visual model with designed marker points can be aligned with the
real skull model automatically, as shown in Figure 8.

We evaluate the virtual-real registration accuracy by aligning the tip
of the tracker probe with ten marker points designed on the virtual and
real skull model, as shown in Figure 9 (a, b). P; and Q; are the tracker
coordinates of the marker points on the real skull model and virtual
model, respectively. | P;Q; | is the Euclidean distance between two sets of
points after overlap, representing the registration error, as shown in Eq.
(10).

|PiQi' = \/(Pvc — Q)+ (Py — Qiy)2 + (Pz — Qu)* 10)

The distribution of the ten evaluation marker points is shown in
Figure 10, and points 1 to 6 are also the registration points used in sur-
gical model registration.

3.2. Registration and calibration process

The HoloLens forward camera is calibrated by taking 15 pictures of a
checkboard from different view points wearing HoloLens [23]. The
intrinsic matrix K is obtained, shown in Eq. (11).

2966 0 1911 0
K= 0 2966 1053 0
0 0 1 0

1D

Figure 7. Coordinate transformation of virtual-real fusion display of the surgical model.
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(a) (b) (¢

Figure 8. The finally achieved superposition effect of real and virtual model. (a) and (b) show the fusion display effect of the virtual and real model in two different
viewing directions, and (c) shows only the 10 virtual marker points fused with the real model by hiding the virtual model.

Figure 9. Measuring the marker points with probe for error validation. (a) shows using probe to measure the virtual marker points Q;. (b) shows using probe to
measure the real marker points P;.

Figure 10. The distribution of 10 experimental collected points on 3D printed skull model. (a) shows the marker points on the left side of the 3D printed skull model
(b) shows the marker points on the right side of the 3D printed skull model.

—0.3820 —-0.6589 0.6480  0.1857

During the surgical model registration, the coordinates of six regis-
Ty = —0.0002 0.7012 0.7129 0.1488 (12) tration points on real skull model, denoted as Ppysienintracker, and the co-
—0.9242  0.2722 -0.2680 —0.8081 ordinates of corresponding points on the virtual CT model, denoted as

0 0 0 1

Pcr_model, are shown in Tables 1 and 2 respectively. The transformation
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Table 1. The coordinates of real registration points in the tracker coordinate
system (unit: m).

Table 4. The coordinates of real marker balls in the tracker coordinate system
(unit: m).

Point 1 Point 1 Point 1 Point 1 Point 1 Point 1 Br 1l B2 Br3 Br 4
X 0.2049 0.1845 0.1766 0.1774 0.1877 0.2104 X 0.1392 0.1299 0.1905 0.1788
Y 0.1091 0.0988 0.0869 0.0791 0.0873 0.1006 Y 0.1057 0.0574 0.0348 0.0964
Z -0.8585 -0.8436 -0.8228 -0.8029 -0.7899 -0.7818 Z -0.7713 -0.7965 -0.7559 -0.7424

Table 2. The coordinates of virtual registration points in the virtual coordinate
system (unit: m).

Table 5. The coordinates of virtual marker balls in the virtual coordinate system
(unit: m).

Point 1 Point 1 Point 1 Point 1 Point 1 Point 1 Byl By2 By3 By4 By5 By6
X 0.0404 0.0324 0.0155 -0.0001 -0.0166 -0.0346 X -0.1000 0 -0.1000 -0.1000 -0.2000 -0.1000
Y -0.0554 -0.0431 0.0397 -0.0436 -0.0402 -0.0419 Y -0.1000 -0.1000 0 -0.1000 -0.1000 -0.2000
Z -0.0023 -0.0272 -0.0466 -0.0556 -0.0468 -0.0261 Z -0.5000 -0.5000 -0.5000 -0.6000 -0.5000 -0.5000

matrix Ty can thus be calculated using Eq. (8), and the result shown in
Eq. (12).

For the step of virtual-real calibration, we extract the pixel co-
ordinates of both virtual and real marker balls and calculate the two sets
of extrinsic parameters of the camera through Perspective-n-Point (PNP)
algorithm. B, and B, are the pixel coordinates of four real marker balls
and six virtual marker balls respectively, as listed in Table 3. By and By
are the 3D coordinates of real and virtual marker balls in their respective
coordinate systems, shown in Tables 4 and 5. The transformation matrix
from the tracker coordinate system to the virtual space, denoted as T, in
Eq. (13), can be derived (See Figure 11).

0.0606 0.6547 0.7534 0.2859
v —0.9661 —-0.1513 0.2092 0.1304 13)
Tr 0.2509 —0.7406 0.6234 —-0.1933
0 0 0 1

The homogeneous matrix Tz shown in Eq. (14), defining the spatial
change of the virtual model can thus be derived using Eq. (9).

—0.7196 0.6242  0.3041 —0.2142
7 _ | 01757  0.5874 —0.7900 -0.2406 (14)
T~ 106718 —0.5149 —0.5325 —0.7607
0 0 0 1

3.3. Registration accuracy validation

Next, we apply the calibrated transformation matrix in the virtual-
real fusion experiment and validate the registration accuracy. In the
fusion condition, we measure the coordinates of virtual and real marker
points with the optical probe for eight times to calculate their registration
errors. Each time we record the registration errors of 10 pairs of real and
virtual marker points, as shown in Table 6. The distribution of error data
is shown in Figure 12.

The final average registration error using the proposed motionless
calibration method is around 5.8mm, which is larger than the reported
result in Sun's paper [20]. However, the evaluation method of registra-
tion error in this paper is different from that in Sun's paper. We have
tested the calibration method proposed in Sun's paper, and found that the
AR registration accuracy was actually very hard to control. In that
method, the user needs to manually probe the virtual cross points, which
is hard to judge and easy to be influenced by hand shake and AR glass
movement. We could only achieve the AR display registration error of

about 4-5 mm at best. We think the reported accuracy of ~1mm in Sun's
paper is the mathematical spatial coordinate transformation residual
error, but not the practical AR registration error as tested in our paper.

In the surgical AR navigation process, head rotation may easily lead to
inaccurate spatial calculation and positioning of HoloLens, followed by a
decrease in registration accuracy. Therefore, a single calibration matrix is
not enough in practical clinical applications. The proposed motionless
calibration method can potentially update the calibration matrix in real
time with a real-time captured image of the real and virtual balls,
therefore it can keep the same level of AR fusion effect when the user
changes the viewing directions. This is a great advantage of the proposed
method. Currently the access to the HoloLens forward camera and the
built-in processing hardware is not available, therefore the real-time
calibration update can not be demonstrated here.

4. Discussion

The current registration error of the proposed method is 5.80mm,
which can offer an effective fusion of the virtual model in the real world
for guidance. However the error can still be easily recognized by human
eyes. Next, the potential error sources are analyzed.

1. The error caused by surgical model registration.

When the user measures the feature points on the real skull model, it's
hard to make probe tip coincide with them precisely. This will cause the
calculation error of Ty. The resultant registration error is about 2mm
based on the probing tests.

2. The error caused by AR virtual-real calibration.

After using HoloLens main camera to capture mixed-reality ball pic-
tures for many times, it is found that the position of virtual balls is not
static. When the HoloLens camera moves, virtual objects will show
certain degrees of spatial deviation from their initial positions. When the
movement of the camera stops, virtual objects will stabilize to fixed po-
sition after several seconds. When capturing the calibration image, we
expect the user head to be relatively stationary. Furthermore, we have
found a solution to reduce the spatial deviation of virtual objects in
mixed-reality photos. When developing the HoloLens application in
Unity, we checked the selection of “Rendered from PV camera” in MRTK

Table 3. The center pixel coordinates of marker balls (unit: pixel).

B,1 B2 B3 B4 B,1 B,2 B,3 B,4 B,5 B,6
u 1675 1422 1466 1739 2271 2999 2305 2248 1545 2244
v 1093 1068 1389 1291 1116 1130 369 903 1102 1744
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Figure 11. The extraction of center pixel coordinates of the real and virtual marker balls.

Table 6. Registration error data (unit: mm).

Group 1 Group 2 Group 3 Group 4 Group 5 Group 6 Group 7 Group 8 Average
Point 1 4.78 6.80 5.03 6.33 4.71 6.40 7.32 3.76 5.64
Point 2 5.35 6.60 3.81 5.39 5.27 6.88 7.15 5.92 5.80
Point 3 3.80 5.26 7.36 7.11 6.48 4.69 5.24 4.47 5.55
Point 4 5.66 5.64 4.61 6.18 5.33 7.43 6.62 6.50 6.00
Point 5 8.01 6.29 5.45 6.21 7.80 6.08 4.30 5.08 6.15
Point 6 6.30 5.07 6.33 5.28 3.12 5.11 6.75 7.89 5.73
Point 7 3.95 8.61 3.49 5.31 6.25 4.51 4.39 6.93 5.43
Point 8 4.72 2.78 5.55 8.02 8.36 4.86 7.40 4.88 5.82
Point 9 7.43 5.23 5.67 4.77 5.61 5.92 3.83 4.51 5.37
Point 10 6.57 7.12 6.74 3.83 6.84 5.25 7.90 8.14 6.55
Average 5.66 5.94 5.40 5.84 5.98 5.71 6.09 5.81 5.80
SD 1.34 1.47 1.16 1.13 1.45 0.94 1.42 1.43 0.34

(Mixed-Reality Toolkit). With this setting, the accuracy of virtual ball
marker extraction is effectively improved.

The angle at which the built-in camera imaging the virtual objects is
different from the viewing angle of human eyes when observing them
through HoloLens. Therefore, there is slight deviation between the po-
sition of the virtual objects in the captured image and their actual posi-
tion in the virtual space rendered in HoloLens.

All these errors related to the captured virtual marker balls will result
in the error of TG, which is the extrinsic parameters between the camera
and the virtual space.

W Group1 M Group2 [ Group3 [ Group 4
M GroupS W Group6 [l Group7 I Group8

9.00
8.00

7.00
6.00
5.00
4.00

3.00
2.00
1.00
0.00

Registration error/mm

Figure 12. Boxplot of registration error of eight repeated tests. The errors are
mostly concentrated in 4-7mm and the median error is 5.8mm.

3. HoloLens displaying error.

The SLAM and eye tracking technology of HoloLens are not accurate
enough for those applications for which the accurate alignment between
virtual content and perceived reality is of the utmost importance [24].
HoloLens is more suitable for large scene applications, because the ac-
curacy of virtual-to-real spatial alignment can hardly reach the milli-
meter level. When it is used as an aid to high precision tasks in which the
operating area is displayed in a small range, such as surgical operation,
the virtual model can't be stably located. If user moves his eyes and head
wearing HoloLens, the virtual objects will move slightly, which increases
the uncertainty in estimating the position of virtual objects rendered in
HoloLens.

It is worth mentioning that, in Sun's method, the overlapping error
will accumulate as the viewing angle changes during use. Our proposed
method has the potential to solve this issue, since it's a motionless cali-
bration method and we can achieve real-time calibration to maintain the
accuracy of initial alignment theoretically.

5. Conclusion

The combination of AR and digital navigation technology can realize
three-dimensional visual navigation for high accuracy operations. In this
paper, a novel motionless AR virtual-real calibration method is proposed
for AR navigation systems. In this method, user only needs to capture a
mixed-reality photo to calculate the transformation matrix, and the
calibration results are solved by computer through algorithms with no
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need of manual probing operations. The calibration principle and oper-
ation process are designed. Based on the calibration experiment, the
feasibility of the method is proven, and the registration error of AR
surgical navigation system using this method is 5.80mm. This method is
convenient to operate, and the calibration accuracy does not depend on
the user's experience. More importantly, it allows the calibration matrix
to be real-time updated to achieve better registration accuracy during the
whole operation. We are working with the local AR glasses hardware
developer to realize this function, which will be reported in future
reports.

There is still great room to improve the accuracy of this AR virtual-
real calibration method. Increasing the number of virtual and real
marker balls and optimizing the algorithm of marker ball center extrac-
tion can improve the calibration accuracy. The advancement of the
display technology used in AR glasses is also important. If HoloLens can
help capture more accurate virtual-real fusion images, the accuracy of
this calibration method will be greatly improved. The inaccuracy of the
SLAM and eye tracking alters the stereoscopic perception of the virtual
content, causing instability of virtual object location. Therefore,
improving these two technologies will be of great help. All these im-
provements will pave the way for the application of augmented reality
technology in modern medical operations in the future.
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