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Background: The progression of knee osteoarthritis is mainly characterized by the reduction in joint 
space width (JSW). The goal of this study was to build a knee joint space segmentation model through deep 
learning (DL) methods and develop a model for automatically measuring JSW. Furthermore, we predicted 
JSW changes in the sixth year based on regression models.
Methods: The data for this study was sourced from the Osteoarthritis Initiative database. We filtered knee 
X-ray images from 1,947 participants and tested six neural networks for segmentation to build an automatic 
JSW measurement model. Subsequently, we combined the clinical data with the JSW measurement results to 
predict the sixth-year knee JSW using six different regression models.
Results: The segmentation results showed that TransUNet performed the best, with an overall Dice 
coefficient of 0.889. The intraclass correlation coefficient (ICC) between manually measured and 
TransUNet’s automatically measured JSW reached 0.927 (P<0.01). Among the regression models, eXtreme 
Gradient Boosting (XGBoost) demonstrated the best predictive performance, with a mean absolute error 
(MAE) of 0.48 and an ICC of 0.887 (P<0.01). To better align with clinical practice, we reduced the prediction 
model to utilize only 2 years of JSW images. The results showed that using the 0- and 12-month X-ray 
images still achieved high accuracy, with an MAE of 0.585 (P<0.05) and an ICC of 0.805 (P<0.01).
Conclusions: We developed a novel JSW measurement model that significantly improves accuracy 
compared to previous methods and identified the best prediction model by combining TransUNet and 
XGBoost. Additionally, in our built model, predicting the 72-month JSW using only 2 years of knee X-ray 
images and several clinical features achieved high accuracy.
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Introduction

Knee osteoarthritis (KOA) is a severe degenerative disease 
of the knee joint that leads to a decline in quality of life (1). 
KOA affects the majority of adults aged 65 years and above, 
with a prevalence of 33.6% in the United States, and can 
cause significant inconvenience in daily life. In severe cases, 
individuals may even lose their ability to move freely (2).

The diagnosis of KOA primarily relies on clinical 
symptoms combined with X-ray imaging. Clinical 
symptoms include joint pain, stiffness, and a reduced range 
of motion (3). Key imaging indicators used to determine the 
severity of KOA include the presence of osteophytes and 
changes in joint space width (JSW) (4). JSW measurement 
is an indirect assessment of cartilage thickness (4), which 
due to its high reliability and responsiveness, has been 
recommended by the United States Food and Drug 
Administration (FDA) as a biological imaging biomarker 
for KOA (5). A reduction in JSW is believed to reflect 
a decrease in cartilage thickness and meniscus integrity, 
indicating the need for clinical intervention (6).

Although magnetic resonance imaging (MRI) provides 
a more precise evaluation of cartilage morphology, the low 
cost, high availability, and simplicity of X-ray imaging make 
JSW measurement the gold standard for assessing KOA 
progression (7). Compared to minimum JSW (mJSW), 
fixed JSW (fJSW) measurement is more sensitive for 
analyzing JSW changes (8). This allows for a comprehensive 
observation of joint space loss, aiding in the preventive 
assessment or therapeutic intervention of KOA (9). However, 
manual measurement of fJSW is time-consuming and 
requires experienced radiologists or orthopedic surgeons, 
prompting researchers to develop machine learning (ML)-
based automatic fJSW measurement models (10).

With the advancement of medical artificial intelligence, 
deep learning (DL) has demonstrated a superior ability to 
extract complex features from various types of data (11). 
Convolutional neural network (CNN), a cutting-edge type 
of network in this field, can automatically identify and learn 
features in images by simulating human visual perception 
mechanisms, showing high accuracy in medical image 
analysis (12). Especially in KOA research, CNNs have 
been widely applied in various models (13). In recent years, 
multiple studies have shown that DL-based automatic fJSW 
measurement technology can help detect KOA progression, 
reduce manual measurement errors, and enhance support 
for clinical doctors (14,15).

The onset and progression of KOA are complex and 

multifactorial. Known risk factors include age, body mass 
index (BMI), gender (female), repetitive knee trauma, and 
kneeling (16,17), among others. Predicting the progression 
of KOA has always been a research focus. Researchers aim 
to achieve precise predictions of KOA progression or pain 
development through various methods (18-20). Some have 
even predicted the likelihood of future knee replacement 
surgery (21). However, most existing prediction methods 
and models result in binary or multiclass classification 
predictions; they have not been able to quantify the 
progression of KOA or predict specific numerical outcomes.

Therefore, the objectives of this study were as follows: (I) 
to build a joint space segmentation model and an automatic 
measurement model for multiple fJSWs using X-ray; (II) to 
build a regression prediction model that predicts the fJSW 
at the sixth year using the patient’s clinical data combined 
with 5 years of X-ray data; and (III) to simplify the model 
that enhance the practical clinical value by reducing data 
while ensuring accuracy in predicting fJSW. We expect 
that the automatic measurement model for fJSW will help 
clinicians to more accurately and quickly determine the loss 
of JSW, and the prediction model will accurately predict 
the future state of patients’ fJSW, indirectly assessing the 
progression of KOA. We present this article in accordance 
with the TRIPOD+AI reporting checklist (available at 
https://qims.amegroups.com/article/view/10.21037/qims-
24-1397/rc).

Methods

Data collection

This retrospective study utilized data entirely sourced 
from the public Osteoarthritis Initiative (OAI) database, a 
multi-center, longitudinal, prospective observational study 
on KOA. All data can be accessed at the OAI database: 
https://nda.nih.gov/oai (22). The study was conducted in 
accordance with the Declaration of Helsinki (as revised in 
2013). OAI obtained written informed consent from all 
participants.

The database recruited 4,796 participants for a 
108-month longitudinal follow-up on KOA. We collected 
relevant data from the 0- (baseline), 12-, 24-, 36-, 48-, and 
72-month intervals. Participants included men and women 
of all ethnicities, aged 45–79 years, who had KOA or were 
at risk for KOA. We excluded patients who dropped out 
of follow-up, had missing clinical data or images, or had 
undergone knee replacement surgery during the 6-year 

https://qims.amegroups.com/article/view/10.21037/qims-24-1397/rc
https://qims.amegroups.com/article/view/10.21037/qims-24-1397/rc
https://nda.nih.gov/oai
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period. In the end, we selected 1,947 knees, and a total 
of 11,682 images (1,947×6) were used to construct the 
prediction model (Figure 1).

Additionally, we screened 1,200 more images from the 
OAI database according to Kellgren and Lawrence (KL) 
grades to build the joint space segmentation model. These 
images included KL grades 0–4, with each grade accounting 
for 1/5 of the dataset to ensure the robustness of the 
segmentation model when processing different knee joint 
X-rays. We excluded all images from the 1,947 participants 
already screened to avoid bias in evaluating the model’s 
accuracy. The OAI project used a standardized fixed flexion 
method for taking knee X-rays (23) to ensure consistent 
positioning and angles when measuring fJSW across 
different patients. 

Data labeling and manual measurement of joint space 
were performed by two orthopedic researchers under the 
supervision of senior surgeons (Y.Q., with 15 years of 
orthopedic experience, and S.L., with 30 years of orthopedic 
experience) using 3D Slicer (Version 5.2.2; National 

Institutes of Health, Bethesda, MD, USA). The results were 
cross-checked to ensure accuracy. Labeling focused on the 
medial and lateral joint spaces of the knee, with particular 
attention paid to deviations caused by the edge perspective 
effects of the femur and tibia. Two labels were generated: 
joint space (RGB = 127, 127, 127) and background  
(RGB = 0, 0, 0) (Figure 2).

In total, we manually labeled 1,889 X-ray images, 
categorized as follows: (I) 1,200 images used to build the 
segmentation model; (II) 300 images randomly selected 
from the 1,947 participants for secondary evaluation of the 
model’s segmentation accuracy; and (III) 389 images from 
the test set (72-month data of the 1,947 participants) used 
to evaluate the accuracy of the regression model.

Labeling and training the joint space segmentation model

Before using neural networks for learning, we first 
adjusted the images to a uniform size of 480×480 pixels 
by cropping and resizing them. We then employed six 

Figure 1 Data sources, quantities, and usage methods. OAI, Osteoarthritis Initiative; KOA, knee osteoarthritis; KL, Kellgren and Lawrence; 
fJSW, fixed joint space width.
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Figure 2 The first row of images displays the original OAI X-ray images, whereas the second row shows the images after cropping and 
resizing, with the pixel size uniformly adjusted to 480×480. The third row presents the manually annotated images, and the fourth row 
showcases the images segmented by the neural network (using TransUNet segmented images as the example). The fifth and sixth rows 
illustrate the visual measurement methods for medial JSW and lateral JSW, respectively, with measurements labeled from edge to center as 
fJSW 1–7. Columns 1–5 represent KL grades 0–4. OAI, Osteoarthritis Initiative; JSW, joint space width; fJSW, fixed joint space width; KL, 
Kellgren and Lawrence.

widely used CNN image segmentation models for learning:  
U-Net (24), UNet++ (25), ResUNet (26), DeepLab 
V3+ (27), fully convolutional network (FCN) (28), and 
TransUNet (29). A total of 1,200 labeled images were 
used for training, with the dataset split into training, 
validation, and test sets in a 6:2:2 ratio. Additionally, 300 
labeled images were reserved for secondary performance 
evaluation. All six algorithms were implemented under the 
PyTorch framework (Meta AI, New York City, NY, USA) 
and computed using a tower server equipped with four 

NVIDIA 12GB GPUs (NVIDIA, Santa Clara, CA, USA). 
To ensure a fair comparison, the hyperparameters of all 
models were kept consistent (batch size =64, learning rate 
=0.001, optimizer = Adam, and epochs =100). After the 
segmentation was completed, we resized the images back to 
their original scale to maintain the original number of pixels 
during subsequent gap measurements (Figure 2).

FCN
This model consists of both a fully convolutional part 
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and a deconvolution part. VGG16 serves as the backbone 
network, where the final fully connected layer is replaced 
with a 1×1 convolutional layer to extract features and 
generate a heatmap. Subsequently, the small-sized heatmap 
is restored to the original size through deconvolution.

U-Net
Widely used in medical image segmentation, U-Net 
features a U-shaped structure with a symmetric encoder 
and decoder. The encoder gradually reduces the image size 
from 480×480 to 30×30 through convolution and pooling 
operations to extract features. Several tensors are then 
concatenated, and the decoder generates prediction results 
through layer-by-layer upsampling and pixel-by-pixel 
classification.

U-Net++
An enhanced version of U-Net, U-Net++, introduces nested 
skip pathways for flexible feature fusion in the decoder. It 
also includes dense skip connections that link feature maps 
of different layers to improve feature transmission and 
fusion, capturing more details and contextual information.

ResU-Net
This is an improved version of U-Net that incorporates 
residual connections (similar to ResNet), allowing features 
to be passed not only to the next layer but also directly 
to deeper layers. This effectively mitigates the gradient 
vanishing problem during training.

DeepLab V3+
This model uses ResNet50 as its backbone and consists 
of an encoder and decoder. The encoder extracts high-
level semantic features, which the decoder then uses to 
progressively restore spatial resolution, producing finer 
segmentation results. The atrous spatial pyramid pooling 
(ASPP) module enhances the model’s ability to fuse multi-
scale features, improving its understanding of complex 
scenes.

TransUNet
This segmentation network is based on the transformer 
model, employing a hybrid CNN-Transformer-U-Net 
architecture. It first uses CNN for feature encoding, 
reducing the image size to 30×30. The features are then 
fed into a transformer module that utilizes a self-attention 
mechanism to extract global context information. Finally, 
the U-Net decoder module upsamples the encoded features, 
restoring spatial resolution layer by layer and combining 
them with CNN features from the encoder path for precise 
localization (Figure 3).

JSW measurement

The measurement of JSW was implemented in MATLAB 
(R2022a; MathWorks, Natick, MA, USA). After segmenting 
the joint space, the images were resized to their original 
size, and the two largest regions of interest (RoI) 
representing the joint spaces were identified, discarding any 

Figure 3 The entire prediction model flowchart. After inputting the image, the fJSW is first segmented using TransUNet that consisting 
of a CNN part, Trasnform part, and UNet part decoder module. It then automatically distinguishes and measures the medial and lateral 
fJSW. Finally, the measurement results are combined with the patient’s clinical data to predict fJSW in the sixth year with the help of 
XGboost. fJSW, fixed joint space width; CNN, convolutional neural network; XGBoost, eXtreme gradient boosting; RFE, recursive feature 
elimination.
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smaller regions that might contain segmentation errors. 
The area ratio and length ratio of these two regions were 
then analyzed. If the area ratio was less than 0.6 and the 
length ratio was also less than 0.6, or if the area ratio was 
less than 0.4 and the length ratio was less than 0.7, the 
lengths of the medial and lateral RoIs were set equal, with 
the width being 0 mm. This adjustment ensures accurate 
fJSW estimation in cases where parts of the joint space 
are completely lost, which is often observed when the KL  
grade is 4.

The f i r s t  s tep  in  f JSW measurement  involves 
distinguishing between the medial and lateral joint spaces. 
To achieve this, we flipped the right knee images so that the 
left side of each image represents the medial joint space, 
and the right side represents the lateral. If only one RoI 
was present, it indicated that the JSW on the other side was 
absent, corresponding to a KL grade of 4. Next, the two 
longest horizontal lines within the medial and lateral RoIs 
were identified and divided into nine vertical lines. The 
middle seven vertical lines were used to count the number 
of pixels intersecting with the RoI (Figure 2). The JSW was 
then calculated by converting the pixel count into actual 
distances, using the pixel spacing value from the original 
X-ray’s DICOM tag (Figure 2, lower left corner).

Data filtering and fJSW prediction

First, we performed inference on 11,682 images from 1,947 
participants and obtained all fJSW results using the segment 
model and JSW measurement model. Based on clinical 
experience, we selected 67 potential risk factors from 
the OAI database that may influence KOA progression, 
including age, BMI, gender, repeated knee trauma, and 
kneeling, among others (see Table S1 for specific selection 
items).

In the regression model, the fJSW results at 0-, 12-, 24-, 
36-, and 48-month, along with the selected risk factors, 
were used as predictors, whereas the 72-month fJSW 
served as the prediction target. Additionally, we compared 
six models: random forest (RF) (30), back propagation 
neural network (BPNN) (31), long short-term memory  
(LSTM) (32), CNN (33), eXtreme Gradient Boosting 
(XGBoost) (34), and light gradient boosting machine 
(LightGBM) (35) to select the best one, and combined these 
with the recursive feature elimination (RFE) method for 
feature selection. RFE removes one feature in each iteration 
to evaluate the independent contribution of each feature 
and retrains the model on the simplified feature set. This 

method not only helps to simplify the model and reduce the 
risk of overfitting but also retains features that significantly 
impact the final prediction, thereby enhancing the model’s 
generalization ability and accuracy (36).

We divided the dataset into training and testing sets at an 
8:2 ratio, with the training set further split into training and 
validation sets for cross-validation to identify the important 
features selected by RFE combined with each regression 
method. A total of 389 images in the test set were manually 
annotated as the gold standard for evaluating the accuracy 
of the regression model. The regression predictions were 
implemented in Matlab (R2022a), and the hyperparameters 
of the six regression models were determined using grid 
search and five-fold cross-validation. The regression 
prediction results were explained using SHapley Additive 
exPlanations (SHAP).

RF
A decision tree-based ensemble learning algorithm that 
constructs models by randomly sampling multiple subsets and 
training multiple decision trees. The hyperparameters are 
set as 500 estimators, a maximum depth of 20, a minimum 
samples leaf of 4, and a minimum sample split of 5.

BPNN
This model computes output results through forward 
propagation and updates weights using backpropagation 
in conjunction with expected values, thereby training the 
model for predictions. BPNN uses the Adam optimizer, 
with a maximum of 100 iterations, 4 hidden layer nodes, 
and a learning rate of 0.01.

LSTM
This model performs regression prediction on time series 
data by progressively passing information layer by layer, 
incorporating memory gates, forget gates, and cell states to 
effectively address gradient vanishing and explosion issues 
in long-term dependencies. LSTM employs the Adam 
optimizer, with 100 epochs, 4 hidden units, and a learning 
rate of 0.01.

CNN
Capable of handling both image problems and regression 
prediction tasks, CNN utilizes its unique convolutional 
and pooling layers for dimensionality reduction and feature 
extraction, conducting regression analysis. CNN uses the 
SGDM optimizer, with a maximum of 100 epochs and a 
learning rate of 0.01.

https://cdn.amegroups.cn/static/public/QIMS-24-1397-Supplementary.pdf


Guo et al. Predicting KOA change over 6 years1402

© AME Publishing Company.   Quant Imaging Med Surg 2025;15(2):1396-1410 | https://dx.doi.org/10.21037/qims-24-1397

XGBoost
A decision tree algorithm based on gradient boosting that 
makes predictions through multiple trees. Each tree is 
constructed to correct the prediction errors of all previous 
trees, resulting in the target value being the difference from 
previous predictions. In each iteration, XGBoost builds a 
new decision tree by minimizing the loss function to reduce 
prediction error as much as possible. The hyperparameters 
are set as 40 estimators, a maximum depth of 3, 50 leaves, 
and a learning rate of 0.1 (Figure 3).

LightGBM
An improvement on XGBoost that utilizes a histogram-
based decision tree algorithm and introduces Gradient-
based One-Side Sampling and Exclusive Feature Bundling, 
enhancing model performance. LightGBM sets the 
parameters to 40 estimators, a maximum depth of 10, 30 
leaves, and a learning rate of 0.1.

Statistical analysis

Data collected in this study were statistically analyzed using 
Matlab. Cartilage segmentation results were evaluated 
for accuracy using the dice similarity coefficient (DSC), 
Intersection over Union (IoU), and average surface distance 
(ASD); DSC and IoU both ranged from 0 to 1, with higher 
values indicating better segmentation performance. ASD 
is used to evaluate the average difference between the 
segmentation boundary and the true boundary, with values 
closer to 0 indicating smaller differences, measured in ‘mm’.

The accuracy of fJSW measurement was evaluated using 
the intraclass correlation coefficient (ICC), with values 
greater than 0.75 considered excellent, 0.75–0.4 moderate, 
0.11–0.4 low, and below 0.1 indicating no consistency 
(P<0.05).

Regression prediction models were assessed using root 
mean squared error (RMSE), mean absolute error (MAE), 
and R-square (R2). RMSE measures the deviation between 
predicted and actual values, whereas MAE assesses the 
average absolute deviation, with both being better when 
they are closer to 0. R2 ranges from 0 to 1, with values 
closer to 1 indicating better model fit. RMSE and MAE 
measure the differences between predicted and observed 
values, whereas R2 assesses the explanatory power of the 
model. To assess the statistical significance of the regression 
predictions, the Kruskal-Wallis test was conducted, followed 
by Dunn’s test for pairwise comparisons. A P value of less 
than 0.05 was considered to indicate statistically significant 

differences among the results.

Results

Segment and measure results

The results from the six deep neural network segmentation 
models tested indicated that TransUNet achieved the best 
segmentation performance on the test set, with an overall 
DSC of 0.889, an IoU of 0.802, and an ASD of 0.498 mm. 
In the secondary evaluation conducted on 300 images, 
TransUNet again demonstrated superior performance, 
achieving a DSC of 0.885, an IoU of 0.795, and an ASD 
of 0.474 mm (Table 1). The pixel spacing of the images 
ranged from 0.1 to 0.194 mm, with an average value of 
0.15 mm, making the ASD approximately 3.24 times the 
average pixel spacing. Furthermore, when comparing the 
ASD values with the average JSW of 5.72 mm, it is evident 
that the ASD values are substantially smaller than the 
JSW, indicating high segmentation precision relative to 
anatomical structures.

The results of automatic fJSW measurement after 
segmentation were statistically analyzed using the ICC 
consistency test with our manually labeled and measured 
results. The ICC of fJSW segmented by TransUNet was 
0.927, consistent with the best network results of the 
segmentation model (Table 1).

We also analyzed the correlation between our manually 
segmented measurement results and another scholar: 
Duryea developed a customized software (37) for fJSW 
measurement on OAI knee X-rays. The ICC between our 
manually labeled measurements of the test set images and 
the measurements by this customized software yielded a 
consistency result of 0.611, which suggested that there was 
a certain correlation between the customized software’s 
results and our observations. The differences were 
visualized using a Bland-Altman plot (Figure 4).

Prediction results

A total of 70 features of fJSW data obtained from measurement 
result (14 fJSW data * 5 years) were combined with 67 
clinical features selected based on clinical experience (38). Six 
regression prediction models—RF, BPNN, LSTM, CNN, 
XGboost, and LightGBM—were used to predict the 
fJSW of 1,947 participants at 72 months. Five-fold cross 
validation RFE was combined with prediction models to 
remove features with low correlation.
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The RFE method indicated that cross-validation 
accuracy peaked with 43 features, and further increases in 
features did not significantly enhance accuracy and instead 
added complexity or slightly led to overfitting (Figure 5). 
All selected features included 13 clinically relevant features 
and 30 fJSW measurement features, with similar results 
merged to yield eight essential clinical features necessary for 
predicting fJSW using the model (Table 2, features before 
merging are in Table S2).

The results indicated that XGBoost achieved the best 
predictive performance, with an R2 of 0.804, an MAE of 
0.48, and an RMSE of 0.697 on the test set of 389 cases 
(Table 3). The Kruskal-Wallis test followed by Dunn’s post-
hoc test showed that XGBoost had statistically significant 
differences (P<0.05) in predictive performance compared 
to the other five machine learning models. The predictive 
results of all six models were visualized using scatter plots 
to demonstrate the accuracy of the regression models 
(Figure 5). A comparative analysis of the manual fJSW 
measurements on the test set against the predictions from 
the regression model was conducted using ICC consistency 
tests, where XGBoost displayed the best performance with 
an accuracy of 0.887 (Table 3).

Based on the prediction results, SHAP values were 
calculated to quantify the importance of each feature, with 
the y-axis reflecting their significance in the prediction 
model. The SHAP values clarified each feature’s individual 
contribution to the model’s prediction, where the impact 
of each feature was marked by colored points to distinguish 
between high and low feature values (Figure 6).

Reducing data

Predicting the 72-month fJSW with data from five 
consecutive years yielded high accuracy. However, this is 
impractical for real clinical applications, as most patients 
cannot undergo annual follow-up for KOA progression. 
Knee data of only 1 year cannot predict future fJSW, 
so we attempted to use data with minimal follow-up, 
predicting joint space changes in the sixth year based 
solely on 2-year results (0- + 12-month prediction, 0- + 
24-month prediction, etc.). The results showed that using 
0- + 48-month for predicting the 72-month fJSW achieved 
accuracy closest to that of using all data, with an R2 of 
0.803, RMSE of 0.74, MAE of 0.516, and ICC of 0.846. 
Additionally, even using 0- + 12-month for prediction 
indicated relatively high accuracy, with an R2 of 0.776, 
RMSE of 0.85, MAE of 0.585, and ICC of 0.805. This 
suggests that with our model, patients only need 2 years of 
follow-up to achieve reasonably accurate 6-year knee JSW 
change predictions (Table 4).

Discussion

KOA is a slowly progressive disease characterized by 
irreversible joint damage. In this study, we combined 
segmentation models, which excel in image processing, 
with predictive models, which excel in handling sequential 
data, to develop a model capable of predicting KOA fJSW 
through X-ray images and clinical data. We proposed a 
new approach to predict patients’ future knee fJSW and 
identified the best combination, achieving the highest 

Table 1 Result of six segmentation models

Evaluation metrics TransUNet UNet ResUNet UNet++ FCN Deeplab V3+
Customized 

software

Test set of DSC 0.889 0.877 0.87 0.838 0.847 0.846 —

Test set of IoU 0.802 0.782 0.772 0.74 0.737 0.736

Test set of ASD 0.498 0.535 0.561 0.577 0.73 0.732

Secondary evaluation of DSC 0.885 0.87 0.866 0.857 0.842 0.835

Secondary evaluation of IoU 0.795 0.773 0.768 0.76 0.73 0.719

Secondary evaluation of ASD 0.474 0.502 0.546 0.604 0.681 0.723

ICC 0.927 0.908 0.853 0.801 0.791 0.855 0.611

Results of ICC between manually labeled measurement of fJSW and automatic measurement. As well as the ICC between manually 
labeled measurement of JSW and measurement by Duryea’s customized software, ICC consistency test, P<0.01. “–” means this part was 
not statistically analyzed. DSC, dice similarity coefficient; IoU, Intersection over Union; ASD, average surface distance, measured in ‘mm’; 
ICC, intraclass correlation coefficient; fJSW, fixed joint space width; FCN, fully convolutional network.

https://cdn.amegroups.cn/static/public/QIMS-24-1397-Supplementary.pdf
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Figure 4 Result of segment models. (A,B) The box plots of total DSC and IoU for six different networks; (C-H) Bland-Altman plots 
comparing the fJSW measurement results of six different networks; (I) customized software with manually labeled and measured fJSW. 
DSC, dice similarity coefficient; IoU, Intersection over Union; fJSW, fixed joint space width; FCN, fully convolutional network.

prediction accuracy with TransUNet and XGboost.
Observing knee JSW through X-ray is the most 

commonly used imaging method for diagnosing KOA in 
clinical settings. Early scholars used ML to identify joint 
spaces. Marijnissen et al. (7) and Oka et al. (10) developed 
JSW measurement models in 2007 and 2008, respectively. 
Marijnissen et al.’s model measured JSW by identifying 
the boundaries of the femur and tibia on X-rays, with an 
average correlation of 0.71 compared to KL grade. Oka 

et al.’s program not only automatically measured JSW but 
also measured the femoral-tibial angle and analyzed the 
presence of osteophytes, which our model lacks. Although 
these methods achieved good reliability through automatic 
measurement, the process was very time-consuming 
and required a digital viewer (39). In recent years, some 
researchers have used DL to measure JSW by labeling and 
segmenting the regions of the femur and tibia (40). After 
segmentation, they extracted the RoIs of the joint space and 
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Figure 5 Comparison of fJSW scatter plots predicted by six regression models. XGBoost, eXtreme gradient boosting; LSTM, long short-
term memory; fJSW, fixed joint space width; BPNN, back propagation neural network; LightGBM, light gradient boosting machine; CNN, 
convolutional neural network.

Table 2 The necessary clinical features of XGBoost prediction model

Feature code OAI variable name Description Type

2 P02SEX Patient’s sex (1: male, 2: female) Binary

3 P01FAMKR Blood relative ever had knee replacement 
surgery for arthritis

Binary

13 V01WOMTSR WOMAC total score Continuous

16 V01CHNFQCV Chondroitin sulfate frequency of use Ordered categorical

31 V05KOOSKPR KOOS pain score Continuous

50 V05KOOSYMR KOOS symptoms score Continuous

51 V06SF1 In general, how is health Ordered categorical

52 V06LKSX Knee symptom status Ordered categorical

XGBoost, eXtreme gradient boosting; OAI, Osteoarthritis Initiative; WOMAC, Western Ontario and McMaster Universities Arthritis Index; 
KOOS, Knee Injury and Osteoarthritis Outcome Score.

Table 3 Evaluation of prediction results of regression models

Evaluation metrics XGBoost LSMT BPNN LightBGM RF CNN

R2 0.804 0.792 0.786 0.756 0.725 0.717

MAE 0.48 0.498 0.501 0.585 0.588 0.594

RMSE 0.697 0.708 0.728 0.813 0.822 0.839

ICC 0.887 0.875 0.872 0.857 0.837 0.846

Evaluation of the accuracy of predicting 72-month fixed joint space width using different regression models. XGBoost, eXtreme gradient 
boosting; LSTM, long short-term memory; BPNN, back propagation neural network; LightGBM, light gradient boosting machine; RF, 
random forest; CNN, convolutional neural network; R2, R-square; MAE, mean absolute error; RMSE, root mean squared error; ICC, 
intraclass correlation coefficient, P<0.01.
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Figure 6 The XGBoost regression prediction model predicts 72-months fJSW. (A) RFE uses five-fold cross validation to select the best 
features; (B) SHAP quantifies the importance of features; (C) sort the importance of features. XGBoost, eXtreme gradient boosting; fJSW, 
fixed joint space width; RFE, recursive feature elimination; SHAP, SHapley Additive exPlanations. 

measured them, achieving an R2 of 0.6086 and a Pearson 
correlation coefficient of 0.7801 (41), which was lower than 
our results. We further developed this approach by focusing 
solely on the joint space, reducing errors in the mask 
conversion process and thereby improving accuracy, which 
obtained an R2 of 0.804, and an ICC of 0.887.

Many researchers have previously developed predictive 

models for KOA. Some have focused on predicting KOA 
pain. For example, Wang et al. (42) analyzed the relationship 
between baseline knee pain and the onset and progression 
of KOA, whereas Guan (43) used X-ray images alongside 
clinical data to predict whether KOA pain would progress, 
obtaining an AUC accuracy of 0.807. Other researchers 
have focused on the likelihood and timing of total knee 

Table 4 Result of reducing data

Predict factors R2 RMSE MAE ICC

72-month prediction result

All image results 0.804 0.697 0.48 0.887

Reduced image results

0- + 48-month 0.803 0.74 0.516 0.846

0- + 36-month 0.797 0.769 0.523 0.839

0- + 24-month 0.78 0.805 0.545 0.822

0- + 12-month 0.776 0.85 0.585 0.805

Results between manually measurement and predicted results when data and images are reduced on the 72-month test set. R2, R-square; 
MAE, mean absolute error; RMSE, root mean squared error; ICC, intraclass correlation coefficient, P<0.01.
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replacement in KOA patients in the fifth year, obtaining an 
AUC accuracy of 0.873 (44). Additionally, several studies 
have investigated the progression and future severity of 
KOA. Hu et al. demonstrated KOA progression through 
changes in KL grade (20). Most researchers use binary or 
multivariate classification to determine accuracy through 
area under the curve/receiver operating characteristic 
(AUC/ROC) analysis. Ahmed achieved an accuracy of 
74.57% on the test set by predicting changes in JSW that 
may or may not occur in the future through KOA (14), 
whereas another researcher predicted whether future JSW 
changes would exceed a fixed threshold, achieving an ROC 
accuracy of 0.7 in internal data and 0.6 in external data (15). 
Cheung et al. (41) used XGboost to predict KOA progress, 
achieving a best AUC accuracy of 0.609. In our study, we 
conducted a more detailed analysis of changes in fJSW at 
multiple points in the knee joint, providing comprehensive 
and direct results for researchers and clinicians and get 
a high accuracy with ICC test of 0.887. However, by 
quantifying the calculation results rather than simply 
classifying them, the prediction error can be reduced and 
the accuracy can be higher. This approach can also facilitate 
analysis of KL grade or fJSW progression easily, offering 
nuanced insights into KOA development.

Currently, most KOA prediction models are based 
on ML. Some researchers have used logistic regression 
for analysis (15). Alexos (45) tried six ML techniques—
K-nearest neighbors, SVM, decision trees, XGBoost, Naïve 
Bayes, and RF—for comparison, finding that RF performed 
best among the six. Recently, it has been found that RNN, 
especially LSTM, is more efficient in handling time-
series data. Wang et al. (33) compared LSTM, RF, SVM, 
and Naïve Bayes, finding that LSTM and RF had the best 
accuracy with an AUC accuracy >0.8. This result was also 
confirmed in kidney transplant survival rate models (46), 
where LSTM outperformed Cox regression and RF models 
(0.661 vs. 0.644, 0.646). However, in our attempt with six 
models, the results differed, with XGboost performing the 
best, followed by LSTM; researchers had not made the 
same comparisons in previous studies.

There are some limitations to this study. Firstly, 
since we only used the OAI dataset, we are unsure if 
our model performs equally well on all data, posing a 
generalization issue that requires validation with more 
datasets. Secondly, we trained the segmentation model with 
unified parameters without separately tuning each model’s 
parameters, which we believe could improve accuracy with 
parameter adjustments. Furthermore, our measurement 

model currently only measures joint space and does not 
analyze other important indicators in knee X-ray, such as 
the femoral–tibial angle and the presence of osteophytes. 
Adding these indicators might improve the prediction 
model’s results, which needs further analysis. 

Conclusions

We have built a new automatic joint space measurement 
model with a high accuracy compared to previous methods. 
The use of numerical fJSW as a predictor provides a new 
way to predict the development of KOA in patients. The 
optimal combination prediction model by combining 
TransUNet and XGboost has been developed. By 
quantifying the calculation results, the prediction error can 
be reduced and the accuracy can be higher. In addition, 
under this model, the prediction of fJSW in the sixth year 
can also achieve a high accuracy through X-ray images of 
the knee joint only for 2 years, which is of great clinical 
significance. 
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