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ARTICLE

Application of Machine Learning for Tumor Growth 
Inhibition – Overall Survival Modeling Platform

Phyllis Chan1,*,†, Xiaofei Zhou1,2,4,†, Nina Wang1, Qi Liu1, René Bruno3 and Jin Y. Jin1

Machine learning (ML) was used to leverage tumor growth inhibition (TGI) metrics to characterize the relationship with 
overall survival (OS) as a novel approach and to compare with traditional TGI-OS modeling methods. Historical dataset from 
a phase III non-small cell lung cancer study (OAK, atezolizumab vs. docetaxel, N = 668) was used. ML methods support the 
validity of TGI metrics in predicting OS. With lasso, the best model with TGI metrics outperforms the best model without TGI 
metrics. Boosting was the best linear ML method for this dataset with reduced estimation bias and lowest Brier score, sug-
gesting better prediction accuracy. Random forest did not outperform linear ML methods despite hyperparameter optimiza-
tion. Kernel machine was marginally the best nonlinear ML method for this dataset and uncovered nonlinear and interaction 
effects. Nonlinear ML may improve prediction by capturing nonlinear effects and covariate interactions, but its predictive 
performance and value need further evaluation with larger datasets.

The major success of artificial intelligence (AI) in medicine 
so far has been in the augmentation of disease diagnosis 
based on imaging data, and AI is increasingly applied to im-
prove prediction in drug development, such as candidate 
selection and analysis of genomics data. In terms of the 
use of AI in clinical pharmacology, a series of studies were 
published in the late 1990s and early 2000s investigating 
the usage of AI, in particular, neural network for predicting 
pharmacokinetic concentrations of mainly antibiotics and 
immunosuppressants, to guide medication dosage based 
on patient characteristics.1–8 In more recent years, AI is ex-
periencing a resurgence in drug development due to the 
availability of increased computing power, as the strength 

of AI over traditional analytical methodologies is mainly its 
ability to deal with large, not easily interpretable data, from 
which multiple comparisons and interactions can be made 
from the number of possible covariates in clinical studies. 
The ultimate aim of AI approaches is model prediction, and 
AI algorithms have the ability to incorporate many import-
ant but collinear variables simultaneously.5 Additionally, 
certain AI methodologies can also investigate nonlinear 
and higher-order interactions without assuming a structure 
for covariates, which is not possible with the majority of 
standard approaches of analyzing data from clinical trials.5 
Therefore, not surprisingly, AI/machine learning (ML) was 
listed as a potential new tool that can expand the horizon of 
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Study Highlights

WHAT IS THE CURRENT KNOWLEDGE ON THE TOPIC?
✔  Traditional modeling methods could be limited for data 
mining purpose, and machine learning (ML) has the poten-
tial as a new tool to improve prediction in model-informed 
drug development.
WHAT QUESTION DID THIS STUDY ADDRESS?
✔  Four ML methods of lasso, boosting, random forest, 
and kernel machine were applied to investigate their pre-
dictive performance for comparison with each other and 
with traditional tumor growth inhibition-overall survival 
(TGI-OS) modeling, to explore the interactions between 
predictor variables, and to incorporate nonlinear relation-
ships for the prediction of OS.

WHAT DOES THIS STUDY ADD TO OUR KNOWLEDGE?
✔  ML methods support the validity of TGI metrics in pre-
dicting OS and can serve as an alternative tool to improve 
prediction by capturing nonlinear effects and covariate in-
teractions using a dataset with small dimensionality, but 
their predictive performance and value need further evalu-
ation with larger datasets.
HOW MIGHT THIS CHANGE DRUG DISCOVERY, DE-
VELOPMENT, AND/OR THERAPEUTICS?
✔  Leveraging model-based drug development through 
ML to improve treatment response prediction and identifi-
cation of the best predictors has great potential to further 
advancements in precision medicine.
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model-informed drug development by the Office of Clinical 
Pharmacology at the US Food and Drug Administration 
(FDA).9 ML is a subfield of AI, and ML algorithms are da-
ta-mining tools and techniques used for pattern recognition 
based on models for the prediction of new data.10

A major challenge in oncology drug development is the 
ability to predict clinical response to anticancer drugs ac-
cording to the individual characteristics and drug exposure 
metrics, and traditionally Cox proportional hazard (Cox PH) 
or parametric survival regression (also known as acceler-
ated failure time (AFT)) model is used for overall survival (OS) 
prediction. Alternatively, the tumor growth inhibition-OS 
(TGI-OS) approach, in which multivariate parametric survival 
regression models with baseline patient characteristics and 
model-based TGI metrics, have been shown to be predictive 
of OS outcome in a number of solid tumor types as well as 
in hematologic diseases.11,12 Recently, a TGI-OS model was 
developed using data from patients with non-small cell lung 
cancer treated with atezolizumab or docetaxel in a phase 
II study (POPLAR) using on-treatment tumor growth rate 
constant estimated using time profiles of sum of longest di-
ameters (SLDs) as the TGI metrics. The model performance 
was further evaluated by leveraging early tumor kinetic data 
before OS maturation to predict long-term survival in a 
phase III study (OAK).13

However, traditional modeling methods could be limited 
for data mining purpose because, in clinical studies, many 
of the variables may be correlated, causing the covariate 
selection process to force some important variables out 
of the model. Furthermore, the relationship between a co-
variate and OS could be nonlinear, thus creating complex 
interactions among variables and the possibility of overfit-
ting.14 These characteristics may compromise the predictive 
power of the model and lead to less accurate survival pre-
diction. ML can be used as an alternative methodology to 
circumvent these potential issues by using ML processes for 
pattern recognition and prediction purposes.

The aims of our study were to apply four well-estab-
lished ML methods of lasso, boosting, random forest, and 
kernel machine to data from the OAK study to investigate 
the predictive performance of each method, to explore the 
interactions between predictor variables, and to incorpo-
rate nonlinear relationships for the prediction of OS. The 
predictive performance for the classification of the patient 
outcomes were compared among the four ML methods and 
to the TGI-OS results by using OAK dataset with the same 
prespecified covariates. Leveraging model-based drug 
development through ML to improve treatment response 
prediction and identification of the best predictors based on 
a large list of prognostic and predictive factors has great po-
tential to further advancements in precision medicine.

METHODS

The OAK study protocol has been previously described.15 
Briefly, patients with previously treated non-small cell lung 
cancer in the randomized, open-label, phase III clinical trial 
were randomly assigned (1:1) to receive i.v. atezolizumab 
(1,200  mg) or docetaxel (75  mg/m2) once every 3  weeks. 
Co-primary end points of the OAK study were OS in the 

intention-to-treat and programmed death-ligand 1 (PD-L1)-
expression population tumor cells (TCs)1/2/3 or immune 
cells (ICs)1/2/3. In the primary population, 425 patients 
were randomly assigned to receive atezolizumab and 425 
patients were assigned to receive docetaxel. The study was 
conducted in accordance with the Declaration of Helsinki 
after approval by institutional review boards or independent 
ethics committees. All patients provided written informed 
consent. The methods of the TGI-OS model have been pre-
viously published.13

The following baseline patient characteristics were tested 
to explain variability in OS: age, sex, body weight (BWT), 
Eastern Cooperative Oncology Group (ECOG) performance 
status, smoking status (never smokers vs. other), total 
protein, albumin, alkaline phosphatase, aspartate amino-
transferase, lactate dehydrogenase (LDH), serum creatinine, 
estimated glomerular filtration rate, tumor size estimated as 
the sum of longest diameter of the target lesions (baseline 
SLD), number of metastatic sites (number of metastatic sites 
as a continuous variable, number of metastatic sites as a 
categorical variable with > 2 as a single category, or number 
of metastatic sites as a categorical variable with > 4 as a 
single category), histology (non-squamous vs. squamous), 
years since metastasis, number of prior chemotherapy 
regimens for advanced disease (second-line vs. third-line), 
and PD-L1 expression (binary variables of TC123IC123, 
TC23IC23, TC3, or IC3 categorized as yes/no), as well as 
treatment-related variables of the treatment arm, area under 
the concentration-time curve of atezolizumab after cycle 
1 (AUC1), and TGI metrics. PD-L1, which is expressed on 
TCs and tumor-infiltrating ICs on a wide variety of cancer 
expressions and is targeted by atezolizumab, was scored 
by immunohistochemistry as percentage of PD-L1–express-
ing TC (TC3 ≥ 50%, TC2 ≥ 5%, and < 50%, TC1 ≥ 1% and 
< 5%, and TC0 < 1%) and as percentage of PD-L1–express-
ing tumor area for IC (IC3 ≥ 10%, IC2 ≥ 5%, and < 10%, 
IC1 ≥ 1% and < 5%, and IC0 < 1%).16

Four ML methods were implemented in the current study 
for covariate selection and log(hazard) or log(OS) predictions 
with censoring, and the same 27 following baseline patient 
characteristics from the TGI-OS analysis dataset were 
tested as covariates. For covariate selection using each of 
the ML methods, three variations were examined: excluding 
all covariates from the model, retaining only the important 
covariates based on the tuning parameter (lambda), and in-
cluding all 27 prespecified covariates; this was to explore 
whether models with covariates would perform similarly as 
a model that does not use any covariate information and 
whether the inclusion of less significant covariates contrib-
ute to more accurate prediction. A schematic of the data 
used for model development is illustrated in Figure S1. Brier 
scores, which is a calculation of the mean square of error 
of the test set and can range from 0 to 1, compared the 
observed and model-predicted binary outcome of OS at var-
ious timepoints,17 with lower scores associated with more 
accurate model prediction and better model performance.18 
The lasso method was applied for variable selection using 
the Cox PH model19 or the AFT model,20 and the linear ef-
fects were on the log of hazard for Cox lasso, whereas the 
linear effects were on the log of survival time for AFT lasso. 
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Like lasso, Cox boosting is another linear supervised ML 
approach implemented, due to the linear base learners in 
the analysis.21 Similar to boosting, random forest is another 
decision tree-based method for building classification and 
regression prediction models and is able to incorporate 
many predictor variables simultaneously without com-
promising the accuracy of the risk prediction. The most 
important variables are identified based on their contribu-
tion to the predictive accuracy of the model and are those 
that most frequently result in early splitting of the decision 
trees.22 Survival random forest constructs decorrelated 
trees to evaluate effects of the covariates on the hazard and 
can detect complex nonlinear relationship between predic-
tor variables and outcome.23,24 Several hyperparameters 
were tuned for random forest, including the number of vari-
ables randomly selected as candidates for splitting a node 
and the number of random splits to consider for each can-
didate splitting variable. Another ML method able to capture 
the nonlinear effects of the covariates on the log of survival 
time was kernel machine, also known as support vector ma-
chine, and can also incorporate the interaction between the 
vcovariates.25 Last, graphical display of an input important 
measure from one-dimensional (marginal) covariate analy-
sis, pairwise interaction matrix of multidimensional kernel 
machine analysis, and three-dimensional surface visualiza-
tion of the kernel machine estimates were generated.

The prediction models based on the ML approaches were 
trained using internal validation from bootstrap sampling 
with replacement of the same size as the original dataset 
and a cross-validation step of 50 (B  =  50 samples). The 
ML models were implemented using functions in publically 
available R (version 3.6.1) packages, which are listed in the 
Supplementary Material.

RESULTS
Analysis dataset
Data from 850 patients randomized to the study was used 
for the analysis and 751 patients (88%) were identified to 
have at least one post-baseline tumor size assessment for 
the estimation of TGI metrics, with a total of 668 patients 
having data for all 27 covariates. In the analysis dataset, 334 
patients were treated with atezolizumab, and 334 patients 
were treated with docetaxel. The median survival time of 
the 668 patients included in the analysis was 361 days, with 
a minimum and maximum of 24 and 823 days, respectively.

TGI-OS
The results of the TGI-OS model were published previ-
ously.13 In summary, the following individual TGI metrics 
were estimated using a previously published longitudinal 
TGI model13: TGI model parameters of tumor growth rate 
constant (KG) and tumor shrinkage rate constant (KS), and 
time to tumor regrowth (TTG). From the univariate Cox PH 
analysis, log(KG) was the most significant factor followed 
by TTG and early change in tumor size and a number of 
baseline prognostic factors and treatment (atezolizumab 
vs. docetaxel). Among parametric models, the log-normal 
distribution had the best likelihood of describing the OS 
distribution. After backward elimination under the log-nor-
mal AFT model, log(KG), number of metastatic sites and 

albumin level remained the only significant independent co-
variates in the final OS model developed based on POPLAR 
data and externally validated using OAK data.

Machine learning
The top predictors selected by lasso, boosting, random 
forest, and kernel machine are shown in Table 1 and were 
chosen based on variable importance methods, such 
as solution path, permutation accuracy importance, and 
sensitivity analysis. The number of top predictors was de-
termined from cross-validation. For the four ML methods 
investigated, two TGI metrics, log(KG) and TTG, are con-
sistently the most informative predictors of OS, in keeping 
with results from the TGI-OS modeling approach. Of the 24 
baseline covariates, baseline SLD, LDH, and albumin were 
the most discriminative predictors.

The solution paths using lasso, which is one of the two 
ML methods investigating linear effects, are displayed in 
Figure S2 and Figure S3, and log(KG) was ranked the high-
est among 27 covariates in variable importance, and 5 other 
covariates were chosen by lasso to be the top predictors: 
baseline SLD, ECOG, albumin, LDH, and TTG. With Cox 
boosting, the same six covariates as lasso were selected as 
the top predictors, with two of the six top predictors being 
TGI metrics.

The predictive performance among various covari-
ate models using the Cox PH method by lasso is shown 
in Figure 1 and AFT method by lasso in Figure 2. Table 2 
shows the Brier score averaged over different times for all 
the subjects for each ML method, and the Brier scores were 
used to assess the predictive accuracy of each ML model 
and to compare prediction performance among different 
models. Although models without covariates performed the 
worst, there was little difference between the models that in-
corporated all 27 covariates (also known as a feature in ML) 
and those that only had the top predictors in the model, in-
dicating that the inclusion of all 27 features was not needed 
for optimal prediction, as the information from the lower 
ranked variables were either irrelevant or redundant and re-
duce prediction accuracy by increasing the noise. Additional 
sensitivity analysis revealed that when TGI metrics were not 
included in the list for feature selection, AUC1 was a signifi-
cant predictor by all methods. With the incorporation of TGI 
metrics, AUC1 was no longer significant, possibly because 

Table 1  Top predictors of overall survival selected by different 
analysis methods

Analysis methods
Model selected predictors for OS (in 
order of significance)

TGI-OS logKG, Metsites, ALBU

Lasso logKG, BSLD, ECOG, TTG, ALBU, LDH

Boosting logKG, BSLD, ECOG, TTG, ALBU, LDH

Random forest logKG, TTG, BSLD, LDH, ALBU

Kernel machine logKG, BSLD, TTG, logKS

ALBU, albumin; BSLD, baseline tumor size; ECOG, Eastern Cooperative 
Oncology Group performance status; LDH, lactate dehydrogenase; logKG, 
log of tumor growth rate constant; logKS, log of tumor shrinkage rate con-
stant; Metsites, number of metastatic sites; OS, overall survival; TGI, tumor 
growth inhibition; TTG, time to tumor regrowth.
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exposure information is already covered by TGI metrics that 
are meant to capture treatment effect,13 and the best model 
for each ML method with TGI metrics outperformed the best 
model without TGI metrics. When comparing the prediction 
performance of models that only included top predictors 
selected by lasso vs. models with statistically significant co-
variates selected by TGI-OS through backward elimination, 
the models developed using the lasso approach provided 

marginally more accurate prediction (Brier scores of 0.141 
vs. 0.142 in the Cox PH framework, and 0.139 vs. 0.140 in 
the traditional AFT framework; Table 2).

A second linear effect ML method tested was Cox boost-
ing, which returned slightly better prediction accuracy 
compared with the best lasso model (Brier score of 0.137 
vs. 0.139) because its coefficient estimates are less biased. 
In addition to the terms of variable selection, the model with 
the top predictors chosen by Cox boosting performed better 
than the traditional AFT model with covariates selected by 
TGI-OS (Brier score of 0.137 vs. 0.139; Figure S4).

ML methods based on nonlinear effects were also inves-
tigated. The model with covariates selected using random 
forest had a Brier score of 0.142, which is higher than the 
Cox PH and AFT models with covariates chosen by lasso or 
Cox boosting. Using the kernel machine method, potential 
collinearity and nonlinearity among the predefined list of 27 
covariates were examined in further detail, and nonlinear and 
interaction effects were detected. A two-dimensional plot 
shows the nonlinear and marginal effects of log(KG), log(KS), 
and TTG on the log of survival time (Figure 3), whereas the 
three-dimensional surface plot illustrates the complex inter-
active effects of log(KG) and log(KS) on the log of survival 
time (Figure 4). A pairwise comparison of the interaction ef-
fects among the 27 covariates were also conducted using 
kernel machine and indicates the covariate pairs that have 
strong influence in the prediction model as shown in the 
squares with greater grayscale intensity (Figure 5).

DISCUSSION

There has been much renewed interest in recent years in AI/
ML approaches due to rapid growth in computer hardware 
that make parallel processing possible and numerically in-
tensive computations faster. ML is a comprehensive model 
development tool that allows selection of predictors among 
all available parameters without subjective preselection 
and is able to reveal complex hierarchical relationships 
between covariates, which enables more flexible data mod-
eling.26 ML can handle datasets with high dimensionality 
for the identification of the best predictors from a large list 
of covariates, as a means of hypothesis generation without 
prior assumptions. Because of this capability, a large num-
ber of variables that might not reach statistical significance 
and would be excluded using traditional methods, but 
nevertheless could cumulatively predict outcome, can be 
incorporated into an ML model. Increasingly, ML has been 
explored and accepted as a complementary analytical tool 
in model-informed drug development.27–30

The reported use of ML for survival outcome in oncology 
has been few and typically limited to using high-dimensional 
imaging or gene expression data as predictors,31–33 and re-
cently ML was applied to identify the association between 
baseline biomarker signature and nivolumab clearance, 
which is linked to survival outcome.34 An evaluation by the 
FDA of simulated data showed that ML-based methods out-
performed Cox model in survival prediction performance 
and in identifying the preset influential variables, and the 
authors of that analysis concluded that ML-based meth-
ods provide a powerful tool for time-to-event analysis, due 

Figure 1  Brier scores of different covariate models based on 
lasso Cox proportional hazard (Cox PH).
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Figure 2  Brier scores of different covariate models based on 
lasso accelerated failure time.
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to their capacity for high-dimensional data and better per-
formance when the predictor variables assume nonlinear 
relationships in the hazard function.18

The current exploratory analysis was based on the 
atezolizumab study OAK, using historical patient-level data 
typically available from a phase III clinical trial, applying 
four well-established ML methods to investigate feature 
selection and the predictive performance of each method 
and to compare strengths and weaknesses among the four 
ML methods and the previously developed TGI-OS model 
applied to the same data. The dataset would not be consid-
ered high-dimensional for ML analysis, but the application 
of ML approaches to the data could nevertheless provide 
comparative insights. The TGI metrics used in the models 
were previously derived based on tumor size data13 and 
have been shown to capture treatment effect and could be 
considered as a predictive biomarker for OS.11–13,35

The four ML methods evaluated in the analysis included 
covariate/feature selection and prediction, where feature 
selection builds a screening model by removing the redun-
dant features. In traditional modeling approaches, the rule 
of parsimony dictates a goal of finding the fewest num-
ber of variables that can accurately predict outcome for 
model stability, even though important information may be 

lost if variables that are not sufficiently predictive are ex-
cluded from the model.36 ML approaches are able to use 
information from more covariates even in high-dimensional 
datasets, because correlated variable are not forced out 
of the equation. Nevertheless, caution should be taken to 
avoid overfitting when a dataset with small dimensionality 
is used for model development even when ML approaches 
have been applied. In the current analysis, the findings 
from the ML models confirmed the importance of TGI met-
rics in predicting OS treatment outcome, and the results 
showed similar survival outcome prediction performance 
compared with the models with covariates chosen by the 
TGI-OS approach. One ML model in particular, namely Cox 
boosting, had slightly better accuracy than the traditional 
approach or other ML methods in terms of Brier scores. 
If AFT boosting also had been implemented, it is likely 
that this parametric method would perform better than the 
semiparametric Cox boosting method for linear effects be-
cause the parametric model captures the data better than 
semiparametric, given parametric model’s distribution is 
specified correctly.

The predictive performance between the models were 
evaluated using Brier score, which is mainly a relative mea-
sure for comparison purposes.18 Additional investigations 
regarding the performance of the models at the individual 
level were not conducted due to the small dimensionality 
nature of the analysis dataset. The predictive error from 
Brier score was calculated as the weighted average that 
corresponds to the probabilities of not being censored and 
depends on the covariates and is observed to be highest at 
~ 200–500 days.

Because traditional approaches for OS prediction do not 
accommodate nonlinear relationships between predictor 
variables and outcomes, yet many variables are thought 

Table 2  Brier scores of models with top predictor selection based on 
different methods

Frame 
work

No 
covariate

Covariates 
from TGI-OS Lasso

All 
covariates

Cox 0.19 0.142 0.141 0.145

AFT 0.19 0.14 0.139 0.142

AFT, accelerated failure time; OS, overall survival; TGI, time to tumor 
regrowth.

Figure 3  Marginal effects of log(KG), log(KS), and TTG on the 
log of survival time using kernel machine. KG = 1/week, KS = 1/
week, TTG = week. KG, tumor growth rate constant; KS, tumor 
shrinkage rate constant; TTG, time to tumor regrowth.
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Figure 4  Interactive effects of log(KG) and log(KS) on the log 
of survival time using kernel machine. KG, tumor growth rate 
constant; KS, tumor shrinkage rate constant.
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to exhibit such relationships, it was hypothesized that in-
corporating the nonlinear relationships through nonlinear 
effects, the ML models might provide better predictive 
performance compared with the linear ML or traditional 
models. However, in the current analysis, random forest did 
not outperform the linear models, possibly due to sample 
size limitation. This is because the limited sample size (668 
patients with complete data) is unlikely to be large enough 
for the random forest step functions to approximate the true 
nonlinear and linear effects from the covariates. However, 
a systematic exploration of potential interactions between 
predictor variable through the use of kernel machine of-
fered interesting insights to the interactions that were not 
revealed previously using the TGI-OS approach. For ex-
ample, even though increased KG has been previously 
associated with decreased survival time, the three-dimen-
sional surface plot in Figure 4 showed the relationship may 
not be linear. The pairwise comparison of the interaction 
effects displays the relative predictive impact of covariate 
pairs. The asymmetric characteristic of the matrix indicates 
imbalanced contribution between each variable in some 
covariate pairs.37 For example, the contributions of the 
interaction effect of log(KG) given BWT is clearly more im-
pactful than the interaction effect of BWT given log(KG), as 
shown by the different intensity in the grayscale between 
the square in row 1 column 17 and the square in row 17 

column 1. Reasons for the unequal contributions could be 
investigated in future explorations.

Much more data are usually required for ML approaches, 
but a typical clinical trial dataset is not particularly large to 
train an ML model. In addition, analysis of clinical data typ-
ically initiates with a preselected list for covariate screening 
and therefore does not fit the data mining application of ML.38 
Hence, additional work is needed to compare the predictive 
performance of the ML models and the important predictors 
identified by the ML approaches in larger datasets, possibly 
by combining data from multiple clinical trials or leveraging 
alternative data sources, such as longitudinal tumor dy-
namic data instead of TGI metrics or real-world data, as well 
as incorporating other covariates, although a physiological 
understanding of the correlation between covariates and 
the survival outcome should still remain, as the lack of in-
terpretability has been one of the major criticisms of using 
ML approaches. Another commonly cited drawback of ML 
approaches is generalizability, because ML models cannot ex-
trapolate beyond feature space of the training data, whereas 
the traditional empirical models used in pharmacometrics 
and quantitative systems pharmacology in particular can 
be extrapolated to a certain extent.39 Therefore, the dataset 
used to train ML models must be relevant to the population 
being studied. Due to the relatively small dimensionality of 
the analysis dataset by ML standards, cross validation using 

Figure 5  Pairwise effects of the 27 covariates estimated by kernel machine. 1 = log(KG), 2 = log(KS), 3 = AUC1, 4 = TTG, 5 = LDH, 
6 = ALBU, 7 = Histology, 8 = AST, 9 = ALP, 10 = Age, 11 = BSLD, 12 = SCr, 13 = Smoking status, 14 = TPRO, 15 = ECOG, 16 = Sex, 
17 = BWT, 18 = Metsite2, 19 = Metsite4, 20 = Metsites, 21 = YSM, 22 = eGFR, 23 = TC123IC123, 24 = TC23IC23, 25 = number of prior 
chemotherapy regimens for advanced disease (second-line vs. third-line) = Line3, 26 = TC3, 27 = IC3. Red line is the line of identity. 
The intensity of the grayscale corresponds to the strength of the interaction effect. ALBU, albumin; ALP, alkaline phosphatase; AST, 
aspartate aminotransferase; AUC, area under the concentration-time curve; BSLD, baseline sum of longest diameter; BWT, body 
weight; ECOG, Eastern Cooperative Oncology Group; eGFR, estimated glomerular filtration rate; KG, tumor growth rate constant; KS, 
tumor shrinkage rate constant; LDH, lactate dehydrogenase; SCr, serum creatinine; TTG, time to tumor regrowth; TPRO, total protein; 
YSM, years since metastasis.



65

www.psp-journal.com

Machine Learning on Overall Survival Prediction
Chan et al.

bootstrap40 was performed in the current analysis instead of 
using k-fold cross validation, however, our investigation was 
designed to be exploratory, and an external validation with 
data from additional studies should be performed in the future 
to confirm the validity of the conclusions.

The current analysis demonstrated that ML methods 
support the validity of TGI metrics in predicting OS and 
that ML techniques have great potential to overcome cer-
tain limitations of traditional modeling approaches by their 
ability to incorporate large numbers of predictor variables 
without compromising the accuracy of the prediction. 
However, they did not provide significantly more accurate 
predictions than traditional methods with the current anal-
ysis dataset. ML methods can serve as an alternative tool, 
in addition to TGI-OS modeling, to improve prediction by 
capturing nonlinear effects and covariate interactions, 
but their predictive performance and value need further 
evaluation. To our knowledge, this is the first work that 
utilizes ML approaches to leverage TGI metrics to char-
acterize the relationship with OS. Additional analyses and 
examples, especially by utilizing the newer algorithms, are 
required to definitively conclude that ML applications can 
improve model-informed drug development and have the 
potential to advance precision medicine in drug discovery, 
development, and use.

Supporting Information. Supplementary information accompa-
nies this paper on the CPT: Pharmacometrics & Systems Pharmacology 
website (www.psp-journal.com).
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