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Behavioral flexibility is important in a changing environment. Previous research suggests that systems consolidation, a long-

term poststorage process that alters memory traces, may reduce behavioral flexibility. However, exactly how systems consol-

idation affects flexibility is unknown. Here, we tested how systems consolidation affects: (1) flexibility in response to value

changes and (2) flexibility in response to changes in the optimal sequence of actions. Mice were trained to obtain food

rewards in a Y-maze by switching nose pokes between three arms. During initial training, all arms were rewarded and mice

simply had to switch arms in order to maximize rewards. Then, after either a 1 or 28 d delay, we either devalued one arm,

or we reinforced a specific sequence of pokes. We found that after a 1 d delay mice adapted relatively easily to the

changes. In contrast, mice given a 28 d delay struggled to adapt, especially for changes to the optimal sequence of actions.

Immediate early gene imaging suggested that the 28 d mice were less reliant on their hippocampus and more reliant on

their medial prefrontal cortex. These data suggest that systems consolidation reduces behavioral flexibility, particularly

for changes to the optimal sequence of actions.

[Supplemental material is available for this article.]

In a world that is always changing, it is essential for animals to
exhibit behavioral flexibility, that is, to adapt their behavior
after a change in the environment. Indeed, most species exhibit
some flexibility, and can learn to alter their behavioral policies
when the world around them changes (Harlow 1949; Rapp 1990;
Day et al. 2003; Bond et al. 2007; Asem and Holland 2013).
Understanding the neural mechanisms that promote or hinder
this behavioral flexibility is crucial to understanding how animals
can survive in a dynamic environment (Santoro et al. 2016).

Because we use our memories to guide our actions, changes to
our memories may affect our behavioral flexibility. One process
that can change memories is consolidation (Müller and Pilzecker
1900). Generally, researchers distinguish between two types of
memory consolidation: synaptic consolidation,which helps to sta-
bilize recently formed memories, and systems consolidation, a
long-term process by which the circuits involved in the storage
and retrieval of memories are altered (Squire and Kandel 2003;
Dudai 2004; Frankland and Bontempi 2005; Winocur et al.
2007). A core tenet of many theories of systems consolidation is
that somememories that are initially dependent on the hippocam-
pus for storage and retrieval lose this dependency after consolida-
tion. Concomitantly, memories become more dependent on
neocortical areas, particularly the medial prefrontal cortex
(mPFC) (Zola-Morgan and Squire 1990; Frankland et al. 2004;
Vetere et al. 2011; Einarsson and Nader 2012). With respect to
the question of behavioral flexibility, systems consolidation may
be particularly relevant, as data suggests that it not only alters
the substrates on which memories depend, but also transforms
their content, rendering them less precise and more “gist-like”
(Tse et al. 2007; Wiltgen and Silva 2007; Winocur et al. 2007;
Richards et al. 2014; Sweegers et al. 2014). This may have implica-

tions for flexibility, depending upon what is stored by these “gist-
like” memories and whether they are themselves changeable or
highly static.

However, research regarding the effects of systems consolida-
tion on behavioral flexibility is limited. One previous study exam-
ined the impact of systems consolidation on the ability to adapt to
new platform locations in theMorris watermaze. This study found
that systems consolidation can impair flexibility when new plat-
form locations violated previously learned patterns of locations
(Richards et al. 2014). Furthermore, some studies have looked at
the role of hippocampal plasticity in reversal or latent extinction
learning. Latent extinction paradigms require animals to learn pas-
sively about devaluation by being confined to an area that was pre-
viously rewarded, but with the rewards removed. In contrast,
reversal learning paradigms require animals to discover that a dif-
ferent set of actions are now rewarded. These tests of flexibility
found that cellular mechanisms for synaptic plasticity in the hip-
pocampus are critical for these forms of flexibility (Gabriele and
Packard 2007; Dong et al. 2013). For example, infusion of
N-methyl-D-aspartate (NMDA) receptor agonists into the hippo-
campus can facilitate latent extinction (Gabriele and Packard
2007), and infusion of pharmacological agents that block long-
term depression impair reversal learning (Dong et al. 2013).
These studies suggest that the hippocampus may be an important
circuit for behavioral flexibility, which carries implications for sys-
tems consolidation. But, very little is known about how systems
consolidation impacts flexibility in the face of different types of
changes to the environment. For example, researchers distinguish
between altering the rewards that specific actions provide in isola-
tion and altering the sequence of actions that lead to a reward
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(Momennejad et al. 2017). Whether systems consolidation im-
pacts flexibility for these two different forms of change differen-
tially is unknown. This question is important, both because it
will help us to understand more about systems consolidation
and flexibility, and because it is relevant to questions about the na-
ture of representations used by our memory systems (Stachenfeld
et al. 2017).

In order to address this question, we designed a novel Y-maze
paradigm that allowed us to explore the impact of systems consol-
idation on these two types of behavioral flexibility: (1) flexibility
when a previously rewarded action is devalued, (2) flexibility
when a new optimal sequence of actions is introduced. Mice
were trained to obtain rewards in the Y-maze by switching nose
pokes between different arms. In the initial training, all arms
were rewarded equally and there was no sequential structure to
the rewards (as long as a new arm was poked in, there was no
advantage to poking in any specific arm). Then after a 1 d
(pre-systems-consolidation) or 28 d (post-systems-consolidation)
delay we changed the nature of the task and the mice were reex-
posed to the Y-maze. As stated above, we introduced two different
types of change. In one type of change, we devalued one of the
arms, making it optimal to never poke in that arm. In the other
type of change, we made it such that certain arms were far more
likely to be rewarded after each other, making it optimal to follow
a specific sequence of nose pokes. As such, after the delay, themice
had to exhibit behavioral flexibility by changing their actions in
order to optimally reap rewards.We found that following a 28 d de-
laymicewere less able to adapt to changes, especially to changes in
the optimal sequence of actions. Furthermore, immediate early
gene imaging showed reduced activity in the hippocampus and in-
creased activity in mPFC following the 28 d delay. These results
suggest that systems consolidation has pronounced impacts on

behavioral flexibility, and in particular, it reduces the ability to
flexibly alter the sequence of actions that an animal will take in a
given environment. This may relate to changes in the neural sub-
strates underlying the memories.

Results

A novel Y-maze paradigm for testing different types

of behavioral flexibility
Wewanted to design a behavioral paradigm that would allow us to
distinguish between two important types of behavioral flexibility:
(1) flexibility when previously valuable actions are rendered in-
valuable, (2) flexibility when the optimal sequence of actions is al-
tered. To do this we used a Y-maze where mice could poke at the
end of an arm to receive a reward. In order to maximize rewards,
the mice could not repeatedly poke in the same arm, and had to
switch between arms, similar to other behavioral tasks that have
been shown to be hippocampus dependent (Deacon and Rawlins
2006). We could then either devalue one of the arms by inhibiting
the delivery of reward from it (Fig. 1A), or we could alter the prob-
ability that a reward would move from one arm to another, such
that there was a new optimal sequence of pokes introduced (Fig.
1B). The optimal sequence of pokes was changed such that the
next reward would be located to the left of the previously rewarded
arm with 95% probability and to the right with 5% probability.
This design allowed us to independently assess the impact of sys-
tems consolidation on flexibility when an action is devalued and
flexibility when a new sequence of actions must be learned.

Before changing the task (either by devaluation or sequence
change) we trained the mice on a version of the task where all
arms were rewarded equally. Once a group of animals reached a

criteria of 33% rewarded pokes for 5 d in
a row, we would introduce changes to
the task in order to probe flexibility. We
found that mice were able to learn the
initial task well, and after ∼1 wk most
groups reached our criteria.Mice fromdif-
ferent delay groups and flexibility tests
did not statistically significantly differ
in their performance during this training
(Supplemental Fig. S1A repeated mea-
sures ANOVA, percentage of rewarded
pokes: (1 d) n=5 mice, (28 d) n=7 mice,
F(1,10) = 2.66, P=0.13, Supplemental Fig
S1B repeated measures ANOVA, percent-
age of rewarded pokes: (1 d) n=7 mice,
(28 d) n=7 mice, F(1,12) = 1.27, P=0.28;
Supplemental Fig. S6A repeated mea-
sures ANOVA, percentage of rewarded
pokes: (1 d) n=6 mice, (28 d) n=7 mice,
F(1,13) = 0.28, P=0.60, Supplemental Fig.
S6B repeated measures ANOVA, percent-
age of rewarded pokes: (1 d) n=5 mice,
(28 d) n=6 mice, F(1,11) = 0.04, P=0.85).

After training to criteria we then ei-
ther devalued one arm (Fig. 1A) or altered
the sequence probabilities (Fig. 1B), as
outlined above. We made the changes to
the task following either a 1 or 28 d delay
postcriteria being reached. During the de-
lay, no additional training occurred and
mice simply rested in their home cages.
Previous research has demonstrated that
a 28 d delay is sufficient for systems con-
solidation in mice, whereas a 1 d delay is

B

A

Figure 1. A novel Y-maze paradigm for testing different types of behavioral flexibility. (A) A Y-maze
paradigm to test flexibility when previously valuable actions are rendered invaluable. Mice were first
trained on a variation of the task where all arms were rewarded. Once each group of animals successfully
achieved 33% rewarded pokes across all trials for five consecutive days the criteria was met and the delay
period of 1 or 28 d was initiated. Next, flexibility was probed by inhibiting the release of reward from one
arm. Once each group of animals stopped poking in the arm less than three times a day criteria was met
and testing ended. (B) A Y-maze paradigm to test flexibility when the optimal sequence of actions is
altered. Mice were first trained on a variation of the task where all arms were rewarded. Once each
group of animals successfully achieved 33% rewarded pokes across all trials for five consecutive days
the criteria was met and the delay period of 1 or 28 d was initiated. Next, flexibility was probed by re-
inforcing a sequence of pokes for 10 consecutive days.
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not (Kim and Fanselow 1992). Thus, the comparison between the
two groups would allow us to examine the impact of systems con-
solidation on flexibility in the face of these two different types of
change to the task.

A prolonged delay partially impairs the ability to adapt to

action devaluation
We were interested in understanding how systems consolidation
impacts the ability of mice to alter their behavior when a previous-
ly rewarded action is no longer valuable. We ran two separate sets
of experiments to test the impact of systems consolidation on flex-
ibility to action devaluations. The first set of experiments were an
initial test, and the second set of experiments were for the purpose
of replication. In addition to the 1 and 28 d delay animals we tested
naive animals that had not been trained at all previously, in order
to compare the impact of previous learning to situations with no
experience.

Prior to exposing mice to the tests for flexibility, they were
trained on a basic version of the task where all actions were
rewarded equally. We found that mice from both delay groups
were able to learn the task and they did not perform significantly
differently from each other (Supplemental Fig. S1A repeated mea-
sures ANOVA, percentage of rewarded pokes: (1 d) n =5 mice,
(28 d) n =7 mice, F(1,10) = 2.66, P=0.13, Supplemental Fig. S1B
repeated measures ANOVA, percentage of rewarded pokes: (1 d)
n=7 mice, (28 d) n =7 mice, F(1,12) = 1.27, P=0.28).

After the first devaluationwe observed that animals that expe-
rienced a short 1 d delay rapidly adapted, and stopped poking in
the devalued arm after only 2–3 d of being exposed to this variation
of the maze. In contrast, the animals in the 28 d delay group

persisted poking in the unrewarded arm for longer, and typically
took 4–6 d to stop poking in the unrewarded arm (Fig. 2A;
repeated measures ANOVA, percentage of pokes in unrewarded
arm: (1 d) n=5 mice, (28 d) n=7 mice, F(1,10) = 21.13, P=9.85×
10−4). We found the same result in our replication experiments
(Fig. 2B; repeated measures ANOVA, percentage of pokes in
unrewarded arm: (1 d) n=7 mice, (28 d) n =7 mice, F(1,12) = 21.41,
P=5.8 ×10−4). We also note that on the last day of training there
was no statistical difference in the percentage of pokes in the unre-
warded arm betweenmice from both delay groups (Fig. 2A; repeat-
ed measures ANOVA, percentage of pokes in unrewarded arm:
(1 d) n=5 mice, (28 d) n=7 mice, F(1,10) = 2.60, P=0.14; Fig. 2B; re-
peated measures ANOVA, percentage of pokes in unrewarded arm:
(1 d) n=7 mice, (28 d) n=7 mice, F(1,12) = 0.65, P=0.43).

Although not statistically significant, the 1 d animals
seemed to exhibit a trend of more flexibility than our naive con-
trols, and generally stopped poking in the devalued arm earlier
(Supplemental Fig. S2A; repeated measures ANOVA, percentage
of pokes in unrewarded arm: (1 d) n=5 mice, (naive) n=7 mice,
F(1,10) = 4.80, P=0.05; Supplemental Fig. S2B; repeated measures
ANOVA, percentage of pokes in unrewarded arm: (1 d) n=7
mice, (naive) n=8 mice, F(1,13) = 0.85, P=0.38). Moreover, the dif-
ference between the 1 and 28 d groups was not simply a result of
the 28 d delay animals forgetting the task, because they adapted
more slowly than the naive animals with no experience, showing
that their previous training was impairing the new learning
(Supplemental Fig. S3A; repeated measures ANOVA, percentage
of pokes in unrewarded arm: (28 d) n=7 mice, (naive) n =7 mice,
F(1,12) = 4.69, P=0.05; Supplemental Fig. S3B; repeated measures
ANOVA, percentage of pokes in unrewarded arm: (28 d) n=7
mice, (naive) n=8 mice, F(1,13) = 22.63, P=4.66×10

−4). To further
rule out forgetting as the cause of inflexi-
bility we examined the percentage of re-
peated pokes (the prepotent tendency)
that the animals made on the first trial
of training and the first trial of the postde-
lay period (testing). We found that both
delay groups showed significant decreases
in the percentage of repeated pokes be-
tween the first ever trial of training and
the first trial of the postdelay period
(Supplemental Fig. S4; paired t-test (1 d,
first trial training) versus (1 d, first trial
postdelay): t(11) = 6.47, P=4.59×10−5;
paired t-test (28 d, first trial training) ver-
sus (28 d, first trial postdelay): t(13) =
2.99, P=0.01). These results further sup-
port the conclusion that the 28 d animals
had not completely forgotten their initial
training, and fits with the claim that for-
getting cannot account for the decreased
behavioral flexibility seen in the 28 d de-
lay group.

All of these results were also ob-
served in another set of experiments uti-
lizing a 9 d delay in place of a 28 d delay
(Supplemental Fig. S5 repeated measures
ANOVA, percentage of pokes in unre-
warded arm: (1 d) n=7 mice, (9 d) n=7
mice, F(1,12) = 68.91, P=2.57×10

−6). We
also performed statistical analyses be-
tween the 28 delay groups (from the ini-
tial and replication studies) and the 9 d
delay groups. This analysis revealed a
lack of statistically significant differences
in their performance on the action

BA

C D

Figure 2. A prolonged delay partially impairs the ability to adapt to action devaluation. (A) In the initial
experiment animals that underwent a 28 d delay took longer to cease poking in the first devalued arm.
Day zero represents the last day of training before flexibility was probed. (B) In the replication experiment
animals that underwent a 28 d delay also took longer to cease poking in the first devalued arm. (C) In the
initial experiment animals that underwent a 28 d delay took longer to cease poking in the second de-
valued arm. (D) In the replication experiment animals from both delay groups took a similar amount
of time to cease poking in the second devalued arm. (Bold lines are the mean percentage of pokes
for each group, lighter lines are individual animals, and shaded boxes around the mean are the standard
error of the mean)
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devaluation task (repeated measures ANOVA, percentage of pokes
in unrewarded arm: (28 d initial) n =7 mice, (9 d) n=7 mice,
F(1,12) = 0.087, P=0.77; repeated measures ANOVA, percentage of
pokes in unrewarded arm: (28 d initial) n=7 mice, (9 d) n=7
mice, F(1,12) = 0.042, P=0.84). Together these data suggest that
the consolidation process occurs primarily in the first week follow-
ing learning.

For the second devaluation, we obtained similar results,
though there was less consistency between the two experiments.
In the initial experiment, the 28 d delay animals continued to
show less ability to adapt to the new devaluation than the 1 d
group (Fig. 2C repeated measures ANOVA, percentage of pokes in
unrewarded arm: (1 d) n =5 mice, (28 d) n=7 mice, F(1,10) = 12.88,
P=4.99×10−3). However, in the replication experiment we did
not see any significant difference between the two delay groups
(Fig. 2D; repeated measures ANOVA, percentage of pokes in
unrewarded arm: (1 d) n=7 mice, (28 d) n=7 mice, F(1,12) = 0.16, P
=0.69). This suggests that the new training during the first devalu-
ation may render the animals more flexible again in some circum-
stances. Altogether, this data demonstrates that a prolonged
delay, potentially permitting systems consolidation, leads to de-
creased flexibility to adapt to devaluations of a specific action.
However, this process does not eliminate the ability to adapt, it
only inhibits it.

A prolonged delay completely impairs the ability to adapt

to changes in action sequence
We wanted to understand how systems
consolidation may impact the ability of
mice to alter their behavior when a new
optimal action sequence was introduced.
As before, we also ran replication experi-
ments to confirm the results. First, mice
were trained on the basic version of the
task where all arms were rewarded equal-
ly. Mice were able to learn this task well
and there was no significant difference
between the groups’ abilities to learn
(Supplemental Fig. S6A; repeated mea-
sures ANOVA, percentage of rewarded
pokes: (1 d) n =6 mice, (28 d) n=7 mice,
F(1,11) = 0.28, P=0.60; Supplemental Fig.
S6B; repeated measures ANOVA, percent-
age of rewarded pokes: (1 d) n=5 mice,
(28 d) n= 6 mice, F(1,9) = 0.04, P=0.85).
As stated above, after the delay, we intro-
duced asymmetric probabilities, such
that the arm to the left was rewarded
next 95% of the time. Importantly, this
new set of transition probabilities provid-
ed an explicit optimal strategy (always go
to the arm to the left), and as such, we
could not only examine the rewards ob-
tained, but also the extent to which the
animals matched the optimal strategy in
their behavior.

We found that a 28 d delay com-
pletely eliminated the ability to adapt to
a new optimal sequence. Similar to the
action devaluation data, we found that a
28 d delay impaired flexibility when a
new optimal sequence was introduced.
In this case, the impairment was so pro-
nounced that the 28 d delay animals, nev-
er reached the performance levels of the

1 d delay animals within 10 d of testing (Fig. 3A; repeatedmeasures
ANOVA, reward rate: (1 d) n=6 mice, (28 d) n=7 mice, F(1,11) =
14.15, P=3.14×10−3). We observed similar results in our replica-
tion experiments but they were just barely not statistically signifi-
cant at the α =0.05 level, most likely due to a cage having to
be sacrificed due to poor health (Fig. 3B; repeated measures
ANOVA, reward rate: (1 d) n=5 mice, (28 d) n=6 mice, F(1,9) =
5.23, P=0.05). These results were further confirmed by examining
the match to the optimal sequence strategy. We measured the
Kullback–Leiber divergence (DKL) between the groups’ behavior
and the optimal sequence, and found that the 28 d delay animals
were never able to achieve the same degree ofmatch to the optimal
strategy that the 1 d delay animals were (Fig. 3C,D).

Again, these results did not appear to be a result of forgetting,
as the naive animals were able to learn the optimal sequence aswell
as the 1 d animals, but only aftermore time (Supplemental Fig. S7).
On the first 3 d after a specific optimal sequence of actions were
reinforced naive controls with no prior experience in the maze
performed significantly poorly compared to 1 d delay mice
(Supplemental Fig. S7A repeated measures ANOVA, reward rate:
(1 d) n=6 mice, (naive) n=7 mice, F(1,11) = 33.8, P=1.17×10

−4;
Supplemental Fig. S7B repeated measures ANOVA, reward rate:
(1 d) n=5 mice, (naive) n=7 mice, F(1,10) = 22.07, P=8.43×10

−4).
Interestingly, thenaive controlsdidnotperformsignificantly differ-
ent than the 1 d delay animals on the last 3 d of this task
(Supplemental Fig. S7A repeated measures ANOVA, reward rate:
(1 d) n=6 mice, (naive) n=7 mice, F(1,11) = 2.30, P=0.15;

BA

C D

Figure 3. A prolonged delay completely impairs the ability to adapt to changes in action sequence.
(A) In the initial experiment 28 d delay animals are unable to reach reward rate levels of the 1 d delay
animals. Day zero represents the last day of training before flexibility was probed. (B) In the replication
experiment 28 d delay animals are unable to reach reward rate levels of the 1 d delay animals on most
days. (C) In these plots the DKL represents the difference between each delay group’s nose-poke strategy
and the optimal strategy. The larger the DKL the further away the group is from the optimal strategy. In
the initial experiment animals that underwent a 28 d delay have a higher DKL than the 1 d delay animals.
(D) In the replication experiment animals that underwent a 28 d delay have a higher DKL on most days
meaning that they are further away from the optimal strategy. Bold lines are the mean percentage of
pokes for each group, lighter lines are individual animals, boxes around the mean are the standard
error, and day zero represents the last day of training before flexibility was probed. Note: The data for
the 28 d delay group for day 2 is not presented because they exhibited extremely high DKL.

Systems consolidation and behavioral flexibility

www.learnmem.org 204 Learning & Memory

http://www.learnmem.org/lookup/suppl/doi:10.1101/lm.051243.119/-/DC1
http://www.learnmem.org/lookup/suppl/doi:10.1101/lm.051243.119/-/DC1
http://www.learnmem.org/lookup/suppl/doi:10.1101/lm.051243.119/-/DC1
http://www.learnmem.org/lookup/suppl/doi:10.1101/lm.051243.119/-/DC1
http://www.learnmem.org/lookup/suppl/doi:10.1101/lm.051243.119/-/DC1
http://www.learnmem.org/lookup/suppl/doi:10.1101/lm.051243.119/-/DC1
http://www.learnmem.org/lookup/suppl/doi:10.1101/lm.051243.119/-/DC1


Supplemental Fig. S7B repeatedmeasures ANOVA, reward rate: (1 d)
n=5mice, (naive) n=7mice, F(1,10) = 0.74, P=0.41). In contrast, na-
ive animals performed significantly better than 28 d delay animals
during the last 3 d of this task suggesting that consolidation of prior
information renders an inability to flexibly adapt to changes to the
optimal sequence of actions that should be taken (Supplemental
Fig. S8A repeated measures ANOVA, reward rate: (28 d) n=7 mice,
(naive) n=7 mice, F(1,12) = 33.31, P=8.87×10−5 ; Supplemental
Fig. S8B repeated measures ANOVA, reward rate: (28 d) n=6 mice,
(naive) n=7 mice, F(1,11) = 9.28, P=0.01). We also found that the
1 d delay groups showed an almost significant decrease in the per-
centage of repeated pokes between the first ever trial of training
and the first trial of the postdelay period (testing) (Supplemental
Fig. S9; paired t-test (1 d,first trial training) versus (1 d,first trial post-
delay): t(10) = 2.19,P=0.05). The28ddelaygroupshowedsignificant
decreases in the percentage of repeated pokes between the first ever
trial of training and the first trial of the postdelay period
(Supplemental Fig. S9 paired t-test (28 d, first trial training) versus
(28d,first trial postdelay): t(12) = 13.85,P=9.64×10

−9). These results
further suggest that the 28 d animals had not completely forgotten
their initial training. Together, these results suggest that systems
consolidation has a particularly strong impact on flexibility in the
face of changes to the optimal sequence of actions.

A prolonged delay alters hippocampal and mPFC activity
Wewanted to investigate whether there was any evidence that the
underlying memory traces were being altered by the extended de-

lay. Animals in 1 and 28 d delay groups
were sacrificed ∼90 min after their final
trial and hippocampus and mPFC con-
taining slices were stained for cFos as a
marker of recent activity (Fig. 4A,B).
We counted cFos-positive cells in the
dentate gyrus (DG), CA1, and CA3 of
the hippocampus and the anterior cingu-
late (ACC), prelimbic (PrL), and infralim-
bic cortices (IrL) of the mPFC (Fig.
4C–H).We found that there were reduced
cFos positive cells in the CA1 (Fig.
4D t-test (1 d, CA1) versus (28 d, CA1):
t(43) = 2.59, P=0.013) region of 28 d delay
mice. Furthermore, we found an in-
creased number of cFos-positive cells in
the ACC (Fig. 4F t-test (1 d, ACC) versus
(28 d, ACC): t(42) =−2.72, P=0.0093), IL
(Fig. 4G t-test (1 d, IL) versus (28 d, IL):
t(37) =−2.63, P=0.012), and PrL (Fig. 4H
t-test (1 d, PrL) versus (28 d, PrL): t(42) =
−2.77, P=0.0082) of the mPFC. This
change in cFos positive cells between de-
lay groups demonstrates that thememory
traces involved in this task are most likely
changing over the course of the delay.

Discussion

We developed a novel y-maze paradigm
to test for two specific types of behavioral
flexibility: (1) flexibility when previously
valuable actions are rendered invaluable
and (2) flexibility when the optimal
sequence of actions is altered (Fig. 1).
We found that a long enough delay for
systems consolidation, the process by
which the storage and retrieval of memo-

ries becomes less dependent on the hippocampus andmore depen-
dent on the mPFC (Zola-Morgan and Squire 1990; Frankland et al.
2004; Vetere et al. 2011; Einarsson andNader 2012), causes impair-
ments to both types of flexibility. Although, animals fromboth de-
lay groups were able to exhibit flexibility when faced with changes
to the value of actions, animals that underwent a 28 d delay exhib-
ited impaired flexibility because they adapted at a slower rate (Fig.
2). Interestingly, we found that animals that underwent a 28 d de-
lay were completely unable to adapt to changes in the optimal se-
quence of actionswhereas, 1 d delay animalswere still able to adapt
to these changes (Fig. 3). This suggests that a long delay, possibly
involving systems consolidation, negatively affects flexibility to
action devaluation and completely inhibits flexibility to optimal
sequence selection. Furthermore, we found a decrease in cFos
positive cells in the CA1 region of the hippocampus and an in-
crease in cFos positive cells in the ACC, IL, and PrL regions of the
mPFC of the 28 d delay animals (Fig. 4). It is also noteworthy
that statistical analyses performed between a 9 d and 28 d delay
groups suggest it’s possible that consolidation of action devalua-
tion learning occurs largely in the first week post learning. These
data suggest that it is possible that the underlying memory traces
are altered, which may be causing the changes in flexibility ob-
served in these experiments.

Theories of complementary learning systems suggests that
hippocampal and neocortical structures have different roles in
learning and memory. The hippocampus is thought to underlie
fast processing of information and the neocortex slowly extracts
and stores regularities from this information (McClelland et al.

E

F

BA

C D

G H

Figure 4. A prolonged delay alters hippocampal and mPFC activity. (A) Examples of representative
cFos stained hippocampal slice (top is from a 1 d delay animal and bottom is from a 28 d delay
animal) (B) Examples of cFos stained mPFC slices (left is from a 1 d delay animal and right is from a 28
d delay animal). (C–E) cFos positive cell counts from different regions of the hippocampus. (F–H) cFos
positive cell counts from different regions of the mPFC. Individual animals are expressed as solid dots
and the horizontal lines are the means for each delay group. Asterisks indicate significant differences fol-
lowing Bonferroni correction.
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1995). This is broadly in line with our results as the 28-d delay
animals that most likely underwent systems consolidation and
possibly relied on memory traces from the mPFC to guide their
behavior found it challenging to exhibit flexibility. This could be
due to the slow nature of neocortical learning and possibly the de-
creased contribution of a fast-learning hippocampus in solving
these tasks. However, there is evidence that a reminder can render
a previously consolidated memory hippocampus-dependent again
(Winocur et al. 2009). As such, we must be careful to not assume
that the hippocampus was completely disengaged in our 28 d an-
imals. Moreover, we did not find any significant correlations be-
tween cFos levels and behavioral flexibility (data not shown), so
caution in this interpretation is doubly warranted.

There is another complementary learning system that we did
not explore in our study but which deserves some discussion. The
striatum and hippocampus have also been thought towork togeth-
er to solve tasks. The striatum has been implicated in the acquisi-
tion of reliable and repetitive sequences of actions or “habit
learning” (Knowlton et al. 1996; Voermans et al. 2004; Hartley
and Burgess 2005), whereas the hippocampus has been thought
to be involved in the expression of flexible and novel responses
(Voermans et al. 2004;Hartley and Burgess 2005). Thus, it is impor-
tant not to rule out the possible contributions the striatum has on
the behavioral inflexibility exhibited by the 28 d delay animals. Of
course, passive systems consolidation (i.e., without continued
training) is not typically considered to involve increased reliance
on the striatum, but this cannot be ruled out as a possibility.

Our data suggests that the lack of flexibility exhibited by the
28 d delay animals is not due to forgetting and having to relearn
the task. Naive animals with no experience with action devalua-
tion or optimal sequence changes were able to perform better
than mice that underwent a long 28 d delay (Supplemental Figs.
S3, S8). Also, animals fromboth delay groups show a decreased per-
centage of repeated pokes on the first trial of the postdelay period
compared to the first trial of the training period (Supplemental
Figs. S4, S9). This data touches on an important question: why
does the brain engage in systems consolidation if it renders animals
less flexible? It has been argued that the transient nature of mem-
ories can actually promote flexibility (Richards and Frankland
2017), but of course, not all forgetting is beneficial. The process
of systems consolidation likely helps to protect memory traces
from forgetting. While this possible protection mechanism could
be beneficial in a relatively stable environment it may come at
the cost of decreased flexibility.

One potentially interesting implication of our findings is in
relation to the question of predictive representations in the hippo-
campus (Stachenfeld et al. 2017). Theories of a “predictive map” in
the hippocampus, utilizing successor representations, predict that
hippocampus-dependent learning should be very quick in adapt-
ing to devaluations but slow in adapting to changes in sequences
(Momennejad et al. 2017). Our data is consistent with this predic-
tion, as the animals adaptedmore quickly to the devaluation, espe-
cially in the 1 d group. However, it should be noted that the change
in optimal sequence may simply have been a more difficult task,
which could explain why it took the mice longer to adapt to it,
even in the 1 d delay group. Future work could further explore
these sorts of behavioral distinctions to better test predictive map
theories.

The goal of both experimental paradigms used in our study is
for animals to maximize rewards in the environment over time. As
such,we can think about our study in the context of reinforcement
learning. One theory of reinforcement learning suggests that ani-
mals learn to associate rewards with latent (unobservable) causes
in the environment. This theory predicts that a change in rewards
attributed to an already established latent cause will lead an ani-
mal’s internal model to update (Gershman et al. 2015), changing

their behavior. In contrast, if an animal attributes a change in re-
ward to a new latent cause they may not alter their behavior. In
this framework, it is possible that the 1 d delay animals exhibited
flexibility because they updated their internal models, whereas
the 28 d delay animals assigned the changes to a new latent cause,
leading them to persist in their previously learned behavior.

We speculate that systems consolidation would also have an
impact on other training paradigms that require the expression
of behavioral flexibility, such as extinction. Our devaluation para-
digm is similar in flavor to extinction, as both involve learning that
a previously rewarded state will no longer be rewarded. Also, we
suspect if the training itself had included changes (e.g., if different
arms were devalued throughout training) then the animals would
not exhibit this pronounced decline in flexibility as a result of sys-
tems consolidation, andmay even have beenmore flexible as their
internal “schema”would include the need to change. These are in-
teresting avenues that can be taken into consideration in the future
to explore the impact of systems consolidation on flexibility more
broadly.

Wenote that our studywas facedwithmany limitations. First,
we took an almost purely behavioral approach to study the possible
effect of systems consolidation of flexibility. We intended this
study to lay the groundwork for future research that can focus on
more specific neural correlates and memory traces involved in (1)
flexibility when previously valuable actions are rendered invalu-
able and (2) flexibility when the optimal sequence of actions is al-
tered. The hippocampus has been widely implicated in spatial
maze paradigms, including those that require switching between
arms to obtain rewards (Hughes 1965; Crusio et al. 1987; Deacon
andRawlins 2006; Vander Borght et al. 2007) butwe did not exper-
imentally confirm here that the hippocampus is required for this
task. Furthermore, we use cFos as a correlate for activity, which
comes with a host of other caveats. Nonetheless, our cFos data
which showed reduced hippocampal activity and increased
mPFC activity in the 28 d delay group was very consistent with
this being a hippocampus-dependent task that undergoes systems
consolidation.

In summary, this work provides initial evidence demonstrat-
ing that systems consolidation can impair behavioral flexibility.
Notably, systems consolidation seems to impair behavioral flexibil-
ity in the face of action devaluations and completely inhibit flexi-
bility to optimal sequence changes. These results provide a
framework to understand howour past informs our ability to adapt
in the future.

Materials and Methods

Animals
All experiments conform to the rules and guidelines of the
Canadian Council for Animal Care and the University of Toronto
Scarborough Local Animal Care Committee. Wild-type C57BL/6
mice were bred with wild-type 129/SvJ mice (Jackson
Laboratories) to produce F1 generation hybrid litters. Adult male
hybrid mice (between 8 to 14 wk old) were used in these experi-
ments. Mice were housed in the vivarium on a 12h–12h standard
light–dark cycle. Theywere food restricted to 85%of their free feed-
ingweight andwaterwas available ad-libitum. Training and testing
took place during the light cycle between the hours of 10 a.m. and
6 p.m.

Behavioral apparatus
An automated three armed Y-maze was designed of black Plexiglas
with a height of 40 cm, arm length of 20 cm, and armwidth 10 cm.
Each arm had textural inserts that were custom designed
(Solidworks) and printed using a three dimensional (3D) printer
(Solidoodle) to providemicewith sensory cues. Each armwas lined
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with a different textural insert. At the end of each arm there was a
photo interrupter (Sharp GP1A57HRJ00F) used to detect nose
pokes. This was slotted into a custom designed 3D printed nose
poke port that communicated the poke information to a pinch
valve (ASCO 284 Series 17 to 42 mm Solenoid) via an arduino,
which controlled delivery of the reward. A custom Matlab script
was used to control each pinch valve, the sequence with which re-
wards were delivered to different ports, and the amount of time the
valves remained open. For these experiments, the rewarded pokes
resulted in the pinch valve opening for 200 msec and releasing ap-
proximately 0.15 mL of Vanilla flavored Boost.

Handling and habituation
All experiments took place in a dimly lit roomwithminimal noise.
Mice were handled for 5 min by the experimenter and habituated
to the behavioral apparatus for five consecutive days prior to train-
ing. In order to habituate the mice to the maze a droplet of vanilla
flavored Boost was placed in each nose poke port and mice were
placed in the middle of the apparatus and allowed to explore for
5 min for five consecutive days.

Training
Mice were trained to poke in the ports at the end of each tunnel in
order to receive a reward via the pinch valve. They were exposed to
5 min trials three times each day. During training, there was an
equal chance that each of the three ports could be rewarded.
However, the same port was never rewarded twice in a row. In
this initial training phase, the probability that any specific port
was rewarded after another was even across ports (Fig. 1A,B). As
such, the animals simply had to learn to switch between ports after
each poke. This was not their natural inclination (which was in-
stead to poke at the same arm many times in a row once a reward
had been received). Thus, the initial training taught them to switch
between arms. Once each group of animals successfully achieved
33% rewarded pokes across all trials for five consecutive days
(Supplemental Fig. S1), the delay period was initiated. The delay
period was either 1 or 28 d. After the delay, animals were exposed
to altered paradigms (see below).

Devaluation paradigm
In the devaluation paradigm, one of the three pinch valves was
clamped, hence, poking in the port with the clamped valve was
no longer a rewarded action. Importantly, though, because there
was only a clamp, all other sensory inputs were identical (e.g.,
the valve still made a tiny sound). As such, the only change from
the mouse’s perspective was the elimination of any rewards for
poking in that arm. Mice were exposed to this variation of the
maze 1 or 28 d after training criteria was reached. Mice were again
exposed to 5 min trials three times each day.

The mice were trained with a specific arm devalued until they
reached a criteria of less than 3 pokes/d in the clamped arm. Once
this criteria wasmet the next day, the clampwas removed from the
first arm and a different arm was clamped. Thus, the animal had to
learn that rewards would now be delivered in the previously
clamped arm and that poking in the newly clamped arm was no
longer valuable. Mice were again trained to the same criteria.

Optimal sequence change paradigm
The optimal sequence of actions needed to reap the most rewards
was changed using a custom Matlab script such that the next re-
warded port was to the left of the previously rewarded port with
95% probability and to the right with 5% probability. Mice were
exposed to this variation of the maze 1 or 28 d after training for
5 min three times a day for 10 consecutive days. To maximize re-
wards in this paradigm, the mice had to learn to always go to the
port to the left.

Immunohistochemistry
Animals were sacrificed ∼90 min after completing the behavioral
paradigm. They underwent a transcardial perfusion with PBS and
4% paraformaldehyde (PFA). The brains were carefully extracted,
postfixed in 4% PFA for at least 24 h, and sliced to 50 µm slices.

Free floating hippocampus andmPFC slices were washedwith
PBS and incubated in 1% hydrogen peroxide at room temperature.
Then slices were blocked in 10% normal goat serum+0.3%
Triton-X-100 in PBS for 2 h at room temperature. Next, slices
were incubated overnight at 4°C in a 1:500 dilution of cFos anti-
body (Santa Cruz, SC-52) in an antibody dilution buffer consisting
of 5% normal goat serum+0.1% Triton-X-100 in PBS.

After primary antibody incubation sections were washed in
PBS and incubated in a 1:500 dilution of goat anti-rabbit secondary
antibody conjugatedwithhorseradish peroxidase in antibody dilu-
tion buffer for 1 h at room temperature. Sections were washed and
tyramide signal amplification (TSA) reactions were performed at
room temperature in the dark using a TSA plus cyanine 3 system
(PerkinElmer, NEL744B001KT). Sections were washed in PBS for
5 min in the dark. Finally, the sections were mounted on slides us-
ing fluoroshield (Vector Laboratories) mounting medium to pre-
serve fluorescence and stained for cell nuclei via 4′,6-diamidino-2
—phenylindole. Two–three slices of the hippocampus and mPFC
were imaged per mouse. Images were obtained using a Nikon
Eclipse Ni-U epifluorescence scope with a 20× objective.

Data analysis
Behavioral data analysis was automated using custom scripts in
Matlab (Mathworks). The script was used to determine the percent-
age of rewarded pokes, the percentage of pokes in devalued arms,
reward rates, and the Kullback–Liebler divergence (DKL) between
animals’ behavior and optimal sequences. The percentage of re-
warded pokeswas defined as the number of pokes thatwere reward-
ed divided by the total number of pokes. The percentage of pokes
in the devalued arm was defined as the number of pokes in the de-
valued arm divided by the total number of pokes in all arms. The
reward rate was defined as the total number of rewards received di-
vided by the length of the trial. The DKL provides ameasure of how
different two probability distributions are from each other. Hence,
wewere able to determine the divergence between the distribution
of the nose-pokes after flexibility was probed and the optimal dis-
tribution of nose-pokes to reap the most rewards. One-way repeat-
ed measures analysis of variance (ANOVA) was used to compare
averages between 1 and 28 d delay groups and the within subject
factors were the animals.

The DG, CA1, and CA3 regions of the hippocampus and the
anterior cingulate (ACC), prelimbic (PrL), and infralimbic cortices
(IrL) of the mPFC, were manually traced out in Fiji to determine
the area in mm2. cFos positive cells of 2–3 slices of the anatomical
regions of interest mentioned above were manually quantified us-
ing the cell counter plugin on Fiji. To determine the density of cFos
positive cells in each region the cell countswere divided by the area
(number of cFos positive cells/area mm2). The densities were aver-
aged for each mouse. Two-tailed, two-sample t-tests were used to
compare cFos densities between delay groups. Bonferroni correc-
tion was used to correct for multiple comparisons.
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