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ABSTRACT

The transcriptomic diversity of cell types in the hu-
man body can be analysed in unprecedented detail
using single cell (SC) technologies. Unsupervised
clustering of SC transcriptomes, which is the de-
fault technique for defining cell types, is prone to
group cells by technical, rather than biological, vari-
ation. Compared to de-novo (unsupervised) cluster-
ing, we demonstrate using multiple benchmarks that
supervised clustering, which uses reference tran-
scriptomes as a guide, is robust to batch effects
and data quality artifacts. Here, we present RCA2,
the first algorithm to combine reference projection
(batch effect robustness) with graph-based cluster-
ing (scalability). In addition, RCA2 provides a user-
friendly framework incorporating multiple commonly
used downstream analysis modules. RCA2 also pro-
vides new reference panels for human and mouse
and supports generation of custom panels. Further-
more, RCA2 facilitates cell type-specific QC, which is
essential for accurate clustering of data from hetero-
geneous tissues. We demonstrate the advantages of
RCA2 on SC data from human bone marrow, healthy
PBMCs and PBMCs from COVID-19 patients. Scalable
supervised clustering methods such as RCA2 will fa-
cilitate unified analysis of cohort-scale SC datasets.

INTRODUCTION

Since its first usage in 2009 (1), single cell (SC) RNA se-
quencing (scRNA-seq) has quickly become the method of
choice for profiling gene expression in complex samples (2).

Due to the unprecedented resolution of scRNA-seq data,
cell type-specific analysis of gene expression can now be
performed easily and at low cost. SC transcriptomes are
well-suited to characterizing heterogeneous biological spec-
imens, e.g. tumors (3).

Clustering is an essential step in SC data analysis, since
each cell cluster in transcriptome space represents a distinct
cell type or state. There are two established paradigms to ad-
dress the SC clustering problem: (i) unsupervised (de-novo)
clustering (4), which is the most prevalent, and (ii) super-
vised clustering, which exploits a panel of reference tran-
scriptomes (5). In addition, reference transcriptomes are
used to classify single cells, which is by definition a super-
vised approach (6-10). Among the unsupervised methods,
the Louvain graph-based clustering algorithm is the most
prevalent, since it offers better scalability than hierarchical
clustering (11-13).

Despite the existence of multiple algorithms, SC clus-
tering is still challenging: (i) cells may cluster by techni-
cal variation and batch effects rather than biological prop-
erties (4), (i1) scRNA-seq data tend to be noisy, primarily
due to sampling noise and (iii) the gene expression matrix
can be very large, since modern datasets commonly include
> 100,000 cells. Consequently, different algorithms can re-
turn highly divergent clusterings, i.e. partitions of cells into
clusters, of the same input dataset (14). Moreover, de-novo
clustering requires an error-prone, time-consuming man-
ual step of assigning cell clusters to cell types (annotation)
based on subjective evaluation of the expression of marker
genes. Supervised clustering and supervised cell type an-
notation algorithms have been developed to address these
limitations.

Previously, we proposed Reference Component Analysis
(RCA ) for supervised clustering of scRNA-seq data guided
by a panel of reference transcriptomes (5).
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Unlike the above-mentioned methods, RCA was not pri-
marily designed for cell type annotation. Rather, the objec-
tive of RCA is to cluster single cells in the space of refer-
ence transcriptome projections. This is fundamentally dif-
ferent from unsupervised clustering approaches, which clus-
ter cells in the space defined by over a thousand feature
genes (15,16).

To the best of our knowledge, RCA is the only super-
vised clustering algorithm for scRNA-seq data. However,
the original version of RCA could not scale to datasets
larger than 20,000 cells on a high-end laptop, used only
a single reference panel, did not implement methods to
identify differential gene expression, did not offer KEGG
and Gene Ontology (GO) enrichment analysis, was bench-
marked on only a single Smart-seq dataset and could not be
easily integrated into existing data analysis workflows.

To fully leverage the merits of supervised clustering, we
present RCA2, the first algorithm that combines reference
projection with graph-based clustering. The former pro-
vides accuracy and robustness, whereas the latter provides
scalability and speed. We show the unique advantages of
RCAZ2 by analyzing diverse scRNNA-seq data sets: a publicly
available 10x PBMC data set, a novel human bone marrow
data set and a recently published data set of PBMCs from
COVID-19 positive patients (17). In addition, by providing
multiple new human and mouse reference panels, as well
as the option to generate custom panels from user-supplied
bulk transcriptomes, we significantly broadened the appli-
cability of RCA2 compared to the previous version.

Furthermore, we demonstrate using diverse sample types
that supervised clustering can be accurate even when the
dataset contains cell types not contained in the reference
panel. In summary, RCA2 is well suited to the task of ro-
bustly clustering large sScRNA-seq datasets, which are typi-
cally generated in multiple batches or across multiple sites.

MATERIALS AND METHODS
Projection to a reference

Given a reference data set R containing 7 cell types and G
marker genes as well as a query data set Q containing k sin-
gle cells and C genes, we determine a marker gene set M by
intersecting G and C:

M=gGnCcC. (D

The reference matrix R’ and set Q' are generated by extract-
ing the gene set M from R and Q, respectively. Next, RCA2
computes the reference projection matrix P with an entry
P;,j denoting the correlation (default: Pearson (r)) between
R’ and Q' for a single cell i (column Q) and cell type j (col-
umn R',):

Pij=r(Q;R)). 2)
The projection matrix P is modified according to
P =|P|* - sign(P). 3)

P is scaled to zero mean and unit variance. All matrices
are represented as sparse matrix R objects. The projection
is computed using the fastcor package (18). P can be visu-
alized as a 2D and 3D UMAP.

Clustering and interpreting the projection

RCA2 offers three clustering algorithms: (i) hierarchical
clustering using the memory efficient fastcluster (19) pack-
age, (ii) shared-nearest neighbour (SNN) clustering using
dbscan (20) and (ii1) graph-based clustering using the Lou-
vain algorithm (11). The depth to cut the dendrogram in
hierarchical clustering is a parameter (default 1). The SNN
algorithm used in dbscan has three parameters: k (neighbor-
hood size of the SNN graph), eps (two cells are only reach-
able from each other if they share at least eps nearest cells)
and min — pts (minimum number of nearest neighbours for
a cell to be considered a core cell). To guide the users choice
on parameters for graph-based clustering, a 3D figure il-
lustrating how the final number of clusters depends to the
used parameters can be generated. The Louvain algorithm
requires only the resolution parameter. A line-plot illustrat-
ing how the resolution influences the number of identified
clusters can be generated. As input, all clustering methods
use either a distance matrix D computed from P according
to

D=1-r(P), 4)

where r(P) is the cell-to-cell similarity using correlation
(Pearson (default in this manuscript), Spearman or Kendal)
as a metric in the cell type space or an embedding of cells in
PC space computed on the reference projection (not avail-
able with hierarchical clustering). The clustering result is vi-
sualized in a heatmap, including quality control (QC) met-
rics: number of detected genes (NODG), the percentage
of mitochondrial genes (pMito) and the number of unique
molecular identifiers (NUMI). Reference cell types with a
low variance across all query cells are not shown. Figures
are returned as ggplot2 (21) objects, allowing further modi-
fications by the user.

Reference panels

RCA2 includes ten human reference panels as well as two
mouse reference panels (Supplementary Section 1). Multi-
ple panels can be used for reference projections simultane-
ously. Furthermore, RCA?2 provides users with the option to
generate their own reference panel: the build Reference Panel
function considers a bulk gene expression matrix (genes as
rows and replicates as columns) of raw counts and returns
a reference panel that can be used with RCA2. Details are
provided in Supplementary Section 2.1.

Annotation of cell types

RCA2 implements cell type assignment at the SC level fol-
lowing a strategy inspired by SINGLER (6). From the pro-
jection matrix P, we identify, for each cell i, the cell type ¢
associated to the highest score P; according to

t = argmax;(P;), ®)

where argmax; returns the column index corresponding to
the cell type of the projection matrix P holding the highest
correlation for cell i. Cluster composition plots elucidating
the cell identity per cluster both in terms of absolute num-
bers and relative proportions can be generated as well.



To annotate cell types on the cluster level, we consider the
cell type composition for each cluster based on the SC cell
type assignment described above. If the cell type distribu-
tion within a cluster is heterogencous and the proportion of
the major cell type is below a user defined threshold (default
50%), the cluster is labelled as Unknown. Further details are
provided in Supplementary Section 2.2.

Cluster specific quality control

Quality of scRNA-seq data is usually assessed using
NODG, nUMI and pMito metrics. In applying uniform
QC cutoffs across all cells, scRNA-seq datasets can suffer
from cell type depletion. To alleviate this issue, RCA2 pro-
vides cluster-specific QC, allowing to impose upper/lower
bounds on QC metrics for each cluster independently.

Differentially expressed gene computation and enrichment
analysis

Differentially expressed genes (DEGs) are calculated be-
tween clusters, either in a / versus all (default) or a pair-
wise fashion using a modified version of SEURAT’s DEG
calling module. We incorporated a mean expression thresh-
old, which is either a user defined value or automatically
determined as a trimmed mean excluding the top n (de-
fault: 5) genes with the highest expression. Gene’s with a
cluster specific expression below the threshold are not con-
sidered for the DE test. In RCA2 the user can use one of
the following tests for DEG calling: Wilcoxon rank sum
test (default), likelihood-ratio test, ROC analysis and z-test.
DEGs are used to perform enrichment analysis of GeneOn-
tology (GO) terms or KEGG Pathways, for which RCA2 in-
corporates the CLUSTERPROFILER R-package (22). We re-
trieve the version number of the latest GO annotation from
the ORG.HS.EG.DB R package. For KEGG, we send a GET'
request to the KEGG API at the time of analysis to re-
trieve the version number of the KEGG database used if
the user decides to not use the version available in CLUS-
TERPROFILER. By changing the version of org Hs.eg.db
or CLUSTERPROFILER, the user can change the GO and
KEGG database versions, respectively. By default, we con-
sider cluster-specific background sets composed of genes
expressed within each cluster. Alternatively, all genes ex-
pressed across all clusters or simply all genes available in
the used annotation can be considered. Several options are
available to distinguish expressed from not expressed genes:
a numeric threshold, the 1st quartile, the mean, the me-
dian or the 3rd quartile of the distribution of mean gene-
expression values within one or across all clusters. For each
tested cluster, RCA2 generates barplots, dotplots and Go-
Plots (if applicable). Further details are provided in Supple-
mentary Section 2.3.

Considered scRNA-seq data sets and data processing

10X PBMC data sets. We downloaded scRNA-seq data
of 5025 PBMCs generated using Chromium SC 3’ Reagent
Kits v3 from 10x (single-cell-gene-expression/datasets/
3.0.2/5k_pbmc_protein_v3). We applied the following QC
thresholds (min, max): NODG (300, 4500), nUMI (100,
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o0), pMito (0.025, 0.1). In total, 4,249 cells passed QC (Sup-
plementary Table S1). The data set was projected against the
Novershtern reference panel comprised of 15 hematopoietic
cell types (23) (Supplementary Section 1).

The resolution parameter used for Louvain clustering
was determined using a grid-search with a step-size of 0.05.
DEGs between clusters are computed in a pairwise-manner
using the parameters:min.pct = 0.5, logfc.threshold = 0.5
and p_val_adj < 0.05. GO terms were computed using CLUS-
TERPROFILER utilising the org Hs.eg.db database, and a q-
value threshold of 0.05.

CITE-seq PBMC data sets. A Drop-Seq data set with
29,929 genes profiled in 7,985 cells and 10 antibodies
was obtained from Stoeckius et al (25). A CITE-seq
data set with 7,865 cells profiled on 33,538 genes and
17 antibodies was obtained from 10x (single-cell-
gene-expression/datasets/3.0.0/pbmc_10k_protein_v3).
Both data sets were processed using SEURAT. To ob-
tain a ground truth, we clustered cells in antibody-
derived tags (ADT) space. ADT data was normal-
ized using the centered log ratio transformation
(satijalab.org/seurat/v3.2/multimodal_vignette.html).

All PCs were selected for clustering using Louvain clus-
tering. Since the Drop-Seq data did not include a control
for antibody detection, clusters exhibiting noisy antibody
detection or those clusters not representing known im-
mune cell type signature (23,24) were removed. In the 10x
data, clusters showing IgGl, IgG2a or IgG2b and clusters
showing promiscuous antibody expression were discarded.
After QC (Supplementary Table S1), the Drop-Seq and
10x datasets contained 5,925 and 6,744 cells, respectively.
The Drop-Seq and 10x data sets were next merged with
respect to their common genes (13,267). The merged data
set was provided as input to all clustering methods for
benchmarking. Using SEURAT’s FindMarker function,
we computed batch specific marker genes for each ADT
cluster in the merged data set using the parameters: min.pct
= 0.5, logfc.threshold = 1.5 and p_val_adj < 0.05. GO terms
for batch specific clusters are computed using CLUSTER-
PROFILER utilising the org. Hs.eg.db database, and a g-value
threshold of 0.05.

Rheumatoid arthritis sc RNA-seq data set.  The scRNA-seq
data set of 10,001 cells from Rheumatoid Arthritis (RA)
samples, obtained from Zhang et al. (26), was processed
using SEURAT. Cells were filtered based on the QC cri-
teria provided in Supplementary Table S1. This data was
generated using CEL-Seq2 (27) after sorting for B cells
(CD45+CD3-CD19+), T cells (CD45+CD3+), monocytes
(CD45+CD14+), and stromal fibroblasts (CD45-CD31-
PDPN+) from synovial tissues of ultrasound-guided biop-
sies or joint replacements of RA patients. Cell type annota-
tion based on the authors cell sorting strategy is used as a
ground truth. The resulting data set was used as input to all
clustering methods for benchmarking.

Bone-marrow scRNA-seq data set. We obtained eight hu-
man bone marrow (BM) specimens from STEM CELL tech-
nologies and generated ten scRNA-seq data sets using the
10x 5’scRNA-seq protocol (see Supplementary Section 2.4)
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by separating the cells into CD34+ and CD34-cell fractions
followed by sequencing on a HiSeq4000. Preprocessing was
done using the 10x CellRanger pipeline (3.0.1) using the
hg38 reference genome resulting in a data set comprised of
45,363 cells, capturing 24,206 genes. Considering only an
initial requirement of at least 1000 nUMI, and a pMito rate
between 2.5% and 10%, we projected the data against RCA’s
global panel obtaining a classification into major groups
(resolution 0.1) to perform cluster specific QC (Supplemen-
tary Table S2). Cluster specific QC values are chosen based
on the outer most layer of the computed densities in the
scatter plots. Final cell types were identified upon QC us-
ing a resolution of 0.5.

Doublets were removed using DOUBLETFINDER (28).
DOUBLETFINDER was run separately on the CD34+ and
CD34- populations using 20 PCs and a pNN value of 0.25
as well as pk values of 0.005 and 0.01, respectively. The ob-
tained pANN values were merged to rank cells based on
their doublet neighbourhood. A pANN threshold was de-
rived considering both the expected number of doublets
(~1,560) and by examining the proportion of possible dou-
blets in each cluster.

COVID-19 PBMCs. A Seurat object with scRNA-seq
data studied by Wilk er al. (17) was obtained from the
COVID-19 Cell Atlas (covid19cellatlas.org). All 44,721 cells
were projected against the global, Monaco, Novershtern
and CITE-seq panel and clustered using the Louvain al-
gorithm (resolution 1.3). Clusters were annotated accord-
ing to reference projection profiles and marker gene ex-
pression. Marker genes for each subset of developing neu-
trophils are computed using the following DEG parame-
ters: min.pct = 0.25, logfc.threshold = 1, and p_val_adj <
0.05. Sub-clustering and cell embedding of CD14 mono-
cytes, intermediate monocytes, CD16 monocytes, myeloid
dendritic cells (mDC), myelocytes, neutrophils and plas-
mablasts was conducted using SEURAT. The union set of
pair-wise DEGs between these cell types was used as feature
genes for PCA. DEGs were determined using the parame-
ters: min.pct = 0.25, logfc.threshold = 1.5, and p_val_adj <
0.05. For downstream clustering we used 18 PCs and anno-
tated clusters using marker genes.

AML dataset. The AML data scRNA-seq data set 809653
was obtained from the zenodo archive of Petti et al. (29)
at 10.5281/zeno0do.3345981. No additional QC was per-
formed. The data was projected using RCA2s Multi Panel
Projection function with default parameters. The data was
clustered using hierarchical clustering at deep split 1.

Methods used for batch effect benchmarking

To benchmark the batch effect robustness of RCA2, we con-
sidered SEURAT, SEURAT INTEGRATION, SCTRANSFORM,
SCTRANSFORM INTEGRATION, SCRAN (30), SCANPY,
MNNCORRECT (31) and SCANORAMA (32). Below, we
briefly describe how we utilized each method in the bench-
marking experiments. Code is available in our Zenodo
archive (10.5281/zenodo.4686335). We refer the reader to
the respective publications for further method details.

Seurat. Seurat (version 3.2) was used as recommended
in its documentation (satijalab.org/seurat/vignettes.html).
We used the CreateSeuratObject function to create the
Seurat object at default parameter settings. Then, we log-
normalized the raw counts using Normalize Data, identified
highly variable genes using FindVariable Features, scaled all
genes using ScaleData, and ran principal component anal-
ysis using RunPCA, all at default settings. We then plotted
an ElbowPlot of the variance explained versus number of
principal components (PCs) to select the number of PCs to
cluster cells and to be used in UMAP reductions.

Seurat Integrated. 'We split the Seurat object created above
into its various batches using the SplitObject at default pa-
rameter settings. Then, we log-normalized the raw counts
using NormalizeData and identified highly variable genes
using FindVariableFeatures for each batch at default set-
tings. We then ran FindIntegrationAnchors using dims =
1:30. The resulting anchors were used for IntegrateData
with the aforementioned 30 dimensions. Then, we scaled all
genes using ScaleData, and ran principal component anal-
ysis using RunPCA, all at default settings.

SCTransform. We used SCTransform (33) as part of our
benchmarking approach. After creating the Seurat object,
we used the SCTransform function at default settings, and
ran PCA on the result. We used the E/bowPlot function to
determine the optimal number of PCs, which we deemed to
be 20.

SCTransform Integrated. We followed a similar approach
as mentioned in the ‘Seurat Integrated’ subsection to split
the object, and ran the SCTransform function on each batch
separately. We then selected the top 3000 features for in-
tegration using the SelectIntegrationFeatures function, and
ran the PrepSCTIntegration function to ensure that all nec-
essary Pearson residuals have been calculated. We then
ran FindIntegrationAnchors, specifying the normalization
method used as ‘SCT". The resulting anchors were used
for IntegrateData. Then, we scaled all genes using Scale-
Data, and ran principal component analysis using Run-
PCA, all at default settings. We selected the top 30 PCs,
as recommended in SCT Integration Workflow Vignette
(https://satijalab.org/seurat/archive/v3.0/integration.html).

Scran.  For Scran (version 1.18.1), we followed the tu-
torial from bioconductor (bioconductor.org/packages/
release/bioc/html/scran.html). We used the SingleCellEx-
periment function to create a SingleCellExperiment object.
We computed sum factors using computeSumFactors, log-
normalized the counts using logNormCounts and modeled
the variance of each gene using modelGeneVar. We then
identified highly variable genes using getTopHVGs (FDR <
0.05) and ran PCA using these features. PCs correspond-
ing to technical noise were removed using the denoisePCA
function at default settings.

MNNCorrect. We used MNNCorrect (batchelor R
package (version 1.6)) according to bioconductor.org/
packages/release/bioc/html/batchelor.html. We create
a separate SingleCellExperiment object for each batch,
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and for each object, computed sum factors, normalized,
modeled gene variance using trendVar and decomposeVar
- all at default settings. We then used combineVar to merge
the decomposed variance objects, and identified chosen
HVGs as those with a biological component >0. Using
these chosen HVGs, we ran fast M NN to obtain a reduced
dimensional representation of the integrated dataset.

Scanpy. Furthermore, we used Scanpy (version 1.5.1)
(scanpy.readthedocs.io/en/stable/). To transfer the raw
counts from R to Python, we saved them into a CSV file,
and loaded the CSV file into an AnnData object using the
read_csv() function. We normalized the counts using nor-
malize_total, with target_sum = le4, and log-transformed
these normalized counts using the log/p function. We then
identified HVGs using the highly variable_genes function,
and scaled these genes with max_value = 10. Then, PCA
was performed using Scanpy’s pca function at default set-
tings, and used the pca_variance_ratio function to determine
the elbow point of 20 PCs for both the CITE-Seq and RA
datasets.

Scanorama. Scanorama  (version 1.6) was used
for this analysis, using the tutorial provided at
nbisweden.github.io/workshop-scRNAseq.  We  split
the AnnData object generated above into batches, and used
the list of batches as input to the integrate_scanpy function.
We used the resulting integrated dataset as the reduced
dimensional representation for both the CITE-Seq and RA
datasets.

Silhouette Index for quantifying batch effect

The Silhouette Index (SI) of a cell measures how similar a
cell is to other cells within its own cluster, relative to cells
in other clusters (34). We compute SI S(x) for each cell x in

the DE gene-space defined by CITE-Seq antibody tags:
Sy = A )
max(o(x), w(x))

(6)

where o(x) is the smallest mean between-cluster distance
and w(x) is the mean within-cluster distance for cell x de-
fined as

1
le

D d(x, ), w(x)

|
T yec:

Y. dx ), (7)

VECK, XFY

o(x) = min
( ) C-FCx

1

T el —1

where we use Euclidean distance to compute the distance
d(x, y) between cell x and cell y, ¢, € C is the cluster assigned
to cell x and lc,l is the size of that cluster. We obtain the
average SI for each cluster by averaging the SI values over
all cells in that cluster. Thereby, each cell type is given equal
weight in the final SI score.

For SEURAT, SEURAT INTEGRATION, SCRAN, MN-
NCORRECT and SCANPY, cell-cell distances are calculated
in principal component (PC) space considering the top 20
PCs. For SCANORAMA, the dimensionality was fixed to 100,
as recommended by the authors. For RCA, cell-cell dis-
tances were calculated in the reference projection space.
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Implementation

RCAZ2 is freely available at www.github.com/prabhakarlab/
RCAv2. The github contains detailed tutorials in the
README as well as in the vignettes. RCA?2 is extensively
tested with R versions >3.6 on Windows, Linux and Mac
devices. To ensure robustness and correctness, we have in-
corporated unit tests and have also ensured that all CRAN
and devtools checks are passed.

RESULTS
Novel and improved features of RCA2

The RCA2 workflow is shown in Figure 1. As input, RCA2
takes either raw or pre-processed scRNA-seq data and fa-
cilitates QC either as a single operation on all cells or in a
cluster-specific manner (Supplementary Figures S1 and S2).
Unlike the original RCA, RCA2 provides a function to di-
rectly load the raw output of the 10x CELLRANGER soft-
ware, which is a commonly used preprocessing pipeline for
prevalent single cell 10x data.

While the first release of RCA provided one human refer-
ence panel only, RCA2 includes eleven panels, for instance
a microarray-based human cord blood cell panel with 15
immune cell types (23), one related RNA-seq panel with 28
human immune cell types (24), a panel based on CITE-seq
data containing 34 primary human cell types (35), one hu-
man primary cell type panel based on ENCODE (36) RNA-
seq data containing 97 cell types and a mouse ENCODE
panel with 15 cell types. A list of all panels as well as guide-
lines on how to choose panels are provided in Supplemen-
tary Section 1. In contrast to the previous version, RCA?2 of-
fers means for de-novo panel generation from user-provided
transcriptomes (Supplementary Section 2.4). Another novel
feature of RCA2 is that it allows SC data to be projected
against several reference panels at the same time. Further-
more, RCA2 offers a significant speed up of several folds in
computing the reference projection compared to the previ-
ous release. (Figure 2A, Supplementary Section 2.5).

RCA is based on hierarchical clustering, which is chal-
lenging on large datasets since the memory complexity
scales as the square of the number of cells. One fundamen-
tal change is that RCA2 uses Louvain graph-based cluster-
ing as the default, instead of hierarchical clustering. The
graph-based clustering approach requires orders of mag-
nitude less memory (O(nk) versus O(n?), where n is the
number of cells and k is the number of nearest neighbours
(Figure 2 B; Supplementary Section 2.5)). As an additional
option, RCA2 provides a memory-efficient implementation
of hierarchical clustering (37). To aid in parameter selec-
tion for graph-based clustering RCA2 provides visualiza-
tions on how parameter settings influence the number of
clusters (Supplementary Figures S3 and S4). Further im-
provements for scalability include parallelization and use of
sparse data structures. Together, these modifications allow
RCA2 to scale in principle to datasets comprising millions
of cells.

Note that, unlike other SC clustering frameworks, RCA
utilizes the reference projection to cluster cells in a cell type
space instead of a high-dimensional feature gene-space.
Clustering results can be visualised using newly imple-
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mented 2D and 3D UMAP (Supplementary Figures S5 and
S6) representations of the reference projection (cell type)
space. Compared to the previous heatmap visualization of
the reference projection matrix, RCA2 shows additional QC
information (NODG, nUMI, pMito) and removes cell types
not showing significant variation in the correlation score to
facilitate data interpretation and outlier detection.

To further enrich the functionality of RCA2 compared to
its predecessor, we incorporated SINGLER /SCMATCH-like
assignment of cell types to individual cells (6,7). Exploiting
RCAZ2’s clustering algorithms, we also allow cell type anno-
tation on the cluster level (see Materials and Methods).

For further biological interpretation, which was not in the
scope of the previous version of RCA, RCA?2 offers various
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Table 1. Methodological improvements and new features in RCA2 compared to the prototype release

RCA RCA2
Reference panels 1 11
Species supported Human Human, mouse

Data import Count matrix

Custom panel usage Yes
Custom panel generation Not supported
Clustering Hierarchical (basic)

Data structures Standard

Clustering in

Cell type/cluster specific QC No
Parallelized correlation computation No

UMAP visualizations 2D

Cell type annotation Not supported
Easy integration in existing workflows No

DEG calling No
Enrichment analysis None
Number of UNIT tests 0 unit tests

Tutorials and documentation
Applicable to datasets >20 000 cells No

full projection space

Limited documentation

10x file import, Count matrix

Yes

Automated

Hierarchical (divide-and-conquer), graph-based
Sparse data structures

full or PCA reduced projection space
Yes

Yes, if applicable

2D,3D

Yes

Yes

1 vs all and pairwise

KEGG and GO

90 unit tests

Extensive manual and R-vignette
Yes

statistical tests to identify DEGs in either a I versus all or a
pairwise scheme. DEGs are visualized in heatmaps follow-
ing the established SEURAT color scheme (Supplementary
Figure S7) and can be used as input for a GO-term (38) en-
richment and KEGG pathway (39) analysis, providing bi-
ological insights on clusters beyond lists of marker genes
(Supplementary Figure S8).

A summary of new features and methodological ad-
vances in RCA2 compared to the initial release is provided
in Table 1.

Supervised clustering is robust to batch effects

One of the major advantages of supervised clustering is its
ability to reduce the contribution of unwanted variation,
which manifests in the form of noise or technical variation.
This is crucial in the prevention of batch effects. By pro-
jecting SC data onto a reference panel of purified transcrip-
tomes, supervised clustering is able to preserve the cell type-
specific variation and ignore variation from other sources.
This is based on the concept shown in Supplementary Fig-
ure S9, i.e. the batch effect expression signature is likely to
be orthogonal to the signature of cell type marker genes,
because two randomly selected vectors are likely to be or-
thogonal in a high dimensional space.

We benchmarked RCA2’S robustness to batch effects
by comparing its performance against several other com-
monly used scRNA-seq clustering algorithms (see Meth-
ods): SEURAT, SEURAT with SCTRANSFORM normaliza-
tion, SEURAT INTEGRATION, SCTRANSFORM INTEGRA-
TION, SCRAN, SCANPY, MNN CORRECT and SCANORAMA,
significantly exceeding the benchmarking of the initial RCA
version.

We benchmarked RCA2 on two data sets that provide a
ground truth for cell type identity that is independent from
scRNA-seq data: (i) a dataset of joint synovial tissues from
Rheumatoid Arthritis (RA) patients with plate- and donor-
specific batch effects (26) and a (ii) PBMC CITE-seq data
sequenced using (a) Drop-Seq and (b) 10x Chromium plat-
forms (25). Further details are provided below. We used the
Silhouette Index (SI) to quantify grouping of cells by batch
or by cell type (34). Note that a robust method should have

low batch SI and high cell type SI, indicating that cells are
separated by cell type rather than by batch.

Rheumatoid arthritis (RA) data set benchmarking. We use
a data set by Zhang et al. (26) comprised of 5,829 cells
from 51 RA samples sequenced on 24 384-well plates. Cells
have been FACS sorted into T cells, B cells, monocytes, and
fibroblasts, which we use as ground-truth cell type labels.
Zhang et al. detected plate-specific batch effects while clus-
tering cells using the SEURAT package. These plate-specific
batch effects were more pronounced in some plates as com-
pared to others. Here, RCA2 considerably outperforms the
other tested algorithms in terms of cell type separation (Fig-
ure 3A) but also in terms of batch robustness. While data
from different plates is readily merged together (Figure 3B)
cells cluster well according to their FACS determined cell
type (Figure 3C). We observed that using SCTRANSFORM
in the SEURAT INTEGRATION workflow worsened both sep-
aration by batch and separation by cell type.

Cite-seq data set benchmarking. Next, we considered
PBMC CITE-seq data sequenced using (a) Drop-Seq and
(b) 10x Chromium that were analysed together as a sin-
gle dataset. CITE-Seq data contains both the protein abun-
dance of cells and their transcriptomic profile. The protein
quantification can be used to define ground-truth cell type
labels independently of the transcriptome data. Specifically,
we used SEURAT to cluster SCs in protein abundance space
and defined each resulting cluster as a ground-truth cell type
(Supplementary Figure S10) (Materials and Methods).
Benchmarking on the CITE-Seq data showed that SEU-
RAT INTEGRATED, MNN CORRECT and SCANORAMA suc-
cessfully reduced batch effects, similar to RCA2. However,
that was achieved at the cost of worsening cell type sepa-
ration (Figure 3D). SEURAT (Supplementary Figure S11),
SCRAN and SCANPY produced clustering results signifi-
cantly affected by protocol, with SCANPY performing as the
best among all unsupervised approaches without explicit
batch correction in terms of cell type separation. We note
that the usage of SCTRANSFORM worsened the batch sus-
ceptibility in this use-case if the data integration feature was
not used. RCA2 was among the top methods in terms of
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batch robustness (Figure 3E) and provided the best separa-
tion of cell types (Figure 3F).

Using ADT-tags of the CITE-seq data, we are able to
characterize the batch not only from a technical perspec-
tive using the SI, but also from a biological point of view:
we computed the set of DEGs (see Methods) that character-
izes the SC capture protocol batch within each ADT clus-
ter (Figure 4A, Supplementary Table S3). While the major-
ity of DEGs are ribosomal genes, we also find several genes
that are both cell type and batch specific markers, such as
H3F3A, IGKC, IFI30 or IGLC2. The latter three are re-
lated to immune reaction and gamma-interferon signaling.
Another interesting gene that is associated to the batch is
FOS, which has been associated to several molecular pro-
cesses and has been linked to cancer progression (40). As it
is known that the expression of FOS can be easily changed
by external stimuli (41), it might be more likely that, in our
data set, the observed differences in FOS expression are of
technical instead of biological nature. Indeed, the RCA2
projection, shown in Figure 4 B, is not affected by any of
the DEGs linked to the batch effects and is supporting the
antibody based clustering well. The latter is also backed up
by the expression of the genes targeted by the antibodies
(Supplementary Figure S12).

To characterize the genes defining the observed batch fur-
ther, we investigated their GO term enrichment separately
for genes expressed in the 10X batch (Supplementary Figure
S13) and the Drop-seq batch (Supplementary Figure S14).
All of the observed GO terms can be exclusively explained
by the difference in sequencing protocol and therefore po-
tentially misguide down-stream analysis, if less robust clus-
tering methods are used.

We investigated this hypothesis by computing cluster
specific marker genes for clusters identified with vari-
ous scRNA-seq pipelines, using the same parameters and
settings for the DEG tests in all methods (Wilcox test,
p-val_adj < 0.05). We compared those method specific
DEGs to the set of batch specific DEGs, shown in Fig-
ure 4A, using an Upset plot (Supplementary Figure S15).
Indeed, RCA2 shows the lowest overlap between cluster
specific marker genes and the set of batch DEGs compared
to the other methods, underlining the robustness of super-
vised clustering as implemented in RCA2 towards batch ef-
fects even further.

Use-case on 10X PBMC data set comprising 5,000 cells

We obtained a 10X Genomics dataset containing 5,025 pe-
ripheral blood mono nuclear cells (PBMCs) from a healthy
donor. We imported the CellRanger output directly into
RCA, considering cells with a UMI count > 100.

Upon QC using RCA2’s QC functionality (Supplemen-
tary Figure S15, Table S1), the scRNA-seq data is pro-
jected against a new, manually curated reference panel of
immune cell types, based on purified populations of human
hematopoietic cells (23). We utilized the novel integration of
the Louvain graph-based clustering algorithm into RCA2
to cluster the data using a resolution of 0.1, which leads
to a sensible separation of cells in terms of the projection
heatmap (Supplementary Figure S16) as well as in the re-
sulting number of clusters (Supplementary Figure S4). We
obtained nine clusters forming four disconnected islands in
a UMAP based on the cell to cell type correlation space ob-
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tained by the reference projection (Supplementary Figure
S17a).

RCA2’s new, SINGLER-inspired automated cluster an-
notation function determines cell types, shown in Supple-
mentary Figure S17b. While the B-cell cluster (red) is very
distinct from all remaining clusters, T and natural killer
cells form a continuum (blue, brown, yellow, green). Mono-
cytes (turquiose) and non-classical monocytes (black) ap-
pear to be well separated within a major myeloid cluster.
In close proximity in UMAP space, small populations of
myeloid (pink) and plasmacytoid (magenta) dendritic cells
were identified. While the automatically determined labels
agree with the projection heatmap shown in Supplementary
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Figure S17a, this can be expected by the design of RCA2
and the projection step. Therefore, we use canonical marker
genes, which are considered for instance also in the SEU-
RAT tutorial, to verify cell types. As shown in Supplemen-
tary Figure S17c¢—j, the abundance of the various marker
genes corresponds well to the identified clusters. Note that
for some cell types more than one marker gene should be
considered, e.g. CD14 and CDI16 for non-classical mono-
cytes or CD8A and NKG7 for natural killer cells, respec-
tively.

To further characterize the clusters, we compute DEGs
using RCA2’s default settings in a pair-wise manner (Sup-
plementary Figure S7b). Supplementary Table S4 lists all
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identified DEGs. As shown in Supplementary Figure S18,
we obtain several significant terms in GO term analysis us-
ing these DE genes for the natural killer cell cluster includ-
ing cytolysis, cell killing and cellular defense response. These
are well matching to the expected biological function of nat-
ural killer cells. Also, for the naive CD4+ T-cell cluster we
obtain sensible terms such as adaptive immune response, im-
mune response-activating cell surface receptor signaling path-
ways, and activation of immune response (Supplementary
Figure S19).

This example illustrates that RCA2 allows a hassle-free
analysis to characterize clusters with minimal manual ef-
forts. The example can be reproduced by following the tu-
torial provided both in the github READMe as well as in
the packages vignette.

Cluster specific quality control is essential to retain high-
quality cells in complex data sets

Here, we consider four novel human bone marrow speci-
mens separated into CD34+ and CD34- fractions (Mate-
rials and Methods). By clustering the RCA2 reference pro-
jection using Louvain clustering with a resolution of 0.1,
we find ten clusters representing major cell types (Supple-
mentary Figure S20). With RCA2’S new cluster specific QC
function, we observed that the various cell types included
in the dataset do require different QC thresholds (Supple-
mentary Figure S21). For instance, the average NODG for
the lymphoid population, e.g. B or T cells, is around 1,000,
while the NODG of progenitor cells can be up to three
fold higher. Similarly, the percentage of mitochondrial reads
shows different distributions. While it has low standard de-
viation for Pro-B cells, its values spread out widely e.g. for
Classical Monocytes. As indicated by the color code in Fig-
ure 5A, cluster agnostic thresholds (Supplementary Figure
S22) would result in a substantial loss of cells, which is quan-
tified for the final clusters in Figure 5B and clearly illustrates
the importance of a (major) cell type specific QC. Final cell
type specific QC thresholds are listed in Supplementary Ta-
ble S2. They were chosen based on the outer most layer of
the computed densities in the cluster specific scatter plots
(Supplementary Figure S21).

Upon QC on the level of major cell types, we used RCA2
to define cell types on a more detailed level. Using Lou-
vain clustering, we found the most convincing clustering
in terms of the projection heatmap using a resolution of
0.5. Doublets have been removed at this stage with DOU-
BLETFINDER (28) using the 0.97 quantile of all pANN val-
ues as a threshold, resulting in the identification and re-
moval of 906 doublets (Supplementary Figure S23) retain-
ing 31,081 cells. Final cell type annotations, based on pro-
jection scores (Supplementary Figure S24) and backed up
with DEGs (Supplementary Figure S25, Table S5) as well
as canonical markers (Supplementary Figure S26), are indi-
cated in the UMAP representation of the RCA2 projection
shown in Figure 5C.

We separated the bone marrow data into two populations
using magnetic bead selection as cells that are either posi-
tive or negative for the progenitor marker CD34 (42). As
shown in Supplementary Figure S27, the RCA2 reference

projection based UMAP of the scRNA-seq data shows dis-
tinct levels of CD34 MACS labels. These match well to the
identified cell types shown in Figure 5 C.

For example, hematopoietic stem/progenitor clusters
(HSPC), i.e. HSC/MPP, LyP-1, ERP, MEP, MyP-1 and
MyP-2, representing progenitor populations are almost
completely composed of cells with a CD34+ MACS label,
while clusters such as B cells or Classical Monocytes, that
are composed of differentiated cells are enriched for cells
with a CD34- label (Supplementary Figure S28a). How-
ever, we note that some clusters like naive T cells and
non-classical monocytes also had a small contribution of
~ 10% — 15% from cells labelled as CD34+ cells by our
MACS sorting strategy. This is not unexpected because our
workflow for purifying HSPCs lacks a prior conventional
lineage-depletion (lin-) step in which cells are immuno-
depleted for differentiated cells such as T, B, NK and mono-
cytes by incubating them with antibody-cocktails recognis-
ing these cell types. CD34+ populations within the bone
marrow are known to be heterogeneous and lin- CD34+
populations were shown to mainly harbour stem cell ac-
tivity (43). Hence, our MACS sorting strategy is expected
to deliver false positives in the form of cells that are re-
tained in the CD34+ magnetic columns but are in real-
ity differentiated cells. However, RCA2 is able to identify
such lineage+CD34+ cells and clusters them correctly based
on their transcriptome. Thus, RCA2 offers a more precise
in-silico alternative to the conventional lineage-depletion
step for HSPC studies. Compared to an analysis with Seu-
rat using default parameters (Supplementary Figure S28b),
RCA2 achieves a better purity: In only 10.05% of RCA2
clusters, the impurity is > 20%, compared to 19.05% using
Seurat. The validity of our approach is also supported by
the fact that cell type proportions are in agreement with ear-
lier studies (Supplementary Figure S29).

This example illustrates the ability of RCA2 to seamlessly
derive meaningful annotations and dimensionality reduc-
tions even in large, highly complex datasets where cells are
placed in a continuum and the reference set might not con-
tain exactly matching cell types.

RCA2 clusters PBMCs from COVID-19 patients more ro-
bustly than de-novo clustering

Using PBMC scRNA-seq data obtained from seven
COVID-19 patients and six healthy donors, Wilk ez al. re-
ported a (myeloid) developing neutrophil (DN) population
apparently derived from (lymphoid) plasmablasts (17). This
interpretation, which was based on a UMAP plot, deviated
from the prior expectation that terminally differentiated
lymphoid cells would not trans-differentiate to a myeloid
lineage (44). We therefore re-clustered the 44,721 cells an-
alyzed by Wilk et al. using RCA2 (Supplementary Figures
S30 and S31a). Notably, the UMAP plot based on RCA2’S
reference projection did not support trans-differentiation of
plasmablasts into DN cells (Figure 6A). Rather, the cells an-
notated as DN cells were grouped with other myeloid cells.
Specifically, RCA2 placed some DNs within the CD14+
monocyte cluster (Supplementary Figure S32b), a major-
ity in a cluster resembling myelocytes (immature granulo-
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cytes) and some within a debris-like cluster that bridged the
two (Figure 6; Supplementary Figures S31b—d and S32).
Thus, supervised clustering using RCA?2 yielded cluster as-
signments for DN cells that were more consistent with
known markers and also more consistent with the known
developmental separation between myeloid and lymphoid
lincages.

We then attempted to ascertain the cause of the unex-
pected clustering result reported by Wilk et al., which had
connected myeloid DN cells to lymphoid plasmablasts. To
this end, we used de-novo clustering and reproduced their
UMAP plot, which showed a population of bridging cells
between DNs and IgM plasmablasts (Figure 6D, Supple-
mentary Figure S33). As shown in Figure 6E, DN cells
expressed the general neutrophil marker CEACAMS (45)
as well as neutrophil subtype markers LTF (46) and
ELANE (47), indicating that they did indeed belong to
the neutrophil lineage. However, they did not express the
key plasmablast marker CD38 (48). CD38 was also absent
in the bridging cells. Most surprisingly, CD38 was missing
even in the adjacent IgM plasmablast population. Since the
bridging cells and IgM plasmablasts expressed neither neu-
trophil nor plasmablast markers, we hypothesized that these
two populations may in fact have been mis-annotated. In-
deed, we found that the debris-like cells described above
accounted for most of the bridging cells and IgM plas-
mablasts (Figure 6C, Supplementary Figure S31b-d). Con-
sistently with their classification as debris-like, these cells
had lower data quality (NODG) than other plasmablasts
and expressed markers of multiple distinct cell types, such
as T, B, NK and red blood cells (HBB, CD3D, CD20 and
NKG7; Figure 6E).

Thus, our results suggest that the previously reported as-
sociation of myeloid DN cells with lymphoid plasmablasts

could potentially have represented a clustering artifact
arising from the presence of mixed-lineage debris in the
dataset. Overall, the above results suggest that, in addi-
tion to reducing batch effects, supervised clustering us-
ing RCA2 is also robust to data artifacts resulting from
debris.

Reference based clustering is able to capture disease states of
cells

To address a prevalent misconception that supervised clus-
tering algorithms are unable to identify novel cell types and
cell states, we used RCA2 to project and to cluster two
publicly available data sets: one Acute Myeloid Leukemia
(AML) data set (29) as well as the already introduced
COVID-19 dataset (17). Note that no additional QC was
performed and data is used as provided by the authors. We
refer to the Methods section for further processing details.

As shown in Figure 7A, we observe that PBMCs from
the COVID-19 data occur both in condition specific and in
shared neighbourhoods. This is an expected behaviour and
corresponds well to the original findings of Wilk et al. (17).
Upon clustering the data in RCA2, we obtained 28 clus-
ters. As shown in Supplementary Figure S34a, several clus-
ters are depleted for cells from COVID-19 patients, whereas
five clusters are composed of more than 75% of cells from
COVID-19 patients, despite no disease specific reference cell
types are included in our panels.

For the AML data set we obtain a clearer picture. Ac-
cording to the authors classification of cells, AML and
healthy cells separate almost perfectly in the RCA2 projec-
tion although no AML samples are included in the refer-
ence panels (Figure 7B.). This separation is also reflected in
the cluster composition plot (Supplementary Figure S34b).
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Bubble size indicates expression percentage within each cell type, while color intensity represents scaled expression levels. (D) UMAP plot showing the
cell clustering using the de-novo analysis pipeline and cell-type annotation by Wilk ez al. (E) UMAPs showing marker gene expression and data quality.
Markers are shown for developing neutrophils (CEACAMS, LTF, ELANE), plasmablasts (CD38), red blood cells (HBB), T cells (CD4, CD3D), B cells
(CD20), NK and cytotoxic T cells (GZMA, NKG7). Number of detected genes (NODG, orange) is shown as a measure of cell quality and debris-like cells
that co-express markers of diverse cell types are indicated in red.
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Figure 7. (A) UMAP embedding of a reference projection for the COVID-19 PBMC data set from (17). (B) UMAP embedding of a reference projection
for the AML dataset 809653 from (29). AML and control cells are well separated in reference space.

DISCUSSION AND CONCLUSIONS

Although de-novo clustering is currently the predominant
strategy to cluster scRNA-seq data, it does have some dis-
advantages, the most important of which is vulnerability
to batch effects and other data quality artifacts. Conse-
quently, de-novo clustering necessitates use of supporting
algorithms for explicit batch-effect correction (4). However,
one fundamental problem with batch correction algorithms
is that they cannot easily distinguish between technical vari-
ation and genuine biological differences. Hence, when batch
and biology are confounded, there is a risk of erroneously
suppressing biological variation (49). Since reference-based
methods can mitigate this problem, mapping of SCs to a ref-
erence atlas has recently been identified as one of the grand
challenges in the SC field (50). RCA2 directly addresses this
challenge.

Indeed, our benchmarking of batch effect robustness sup-
ports the above expectation. In two independent bench-
marks that rely on a robust, independent ground truth,
RCAZ2 was the best performer in clustering cells by cell type
rather than batch, even without explicit batch correction
(Figures 3 and 4). Consistently with this finding, DEGs
between clusters reflected cell type identity in the case of
RCA2, but batch effects in the case of de-novo clustering.
Importantly, in addition to being robust to batch effects,
RCAZ2is able to detect cell types and states not present in the
reference panel (Figures 5 and 7). This capability of RCA2
implies that novel cell types can potentially be discriminated
even when data are projected onto the transcriptomes of re-
lated known cell types.

One inter-operability advantage of RCA2 is that count
matrices from Seurat can be imported. In return, RCA2
results can be incorporated into a Seurat object. In terms
of scalability, one key improvement is that RCA2 mem-
ory usage grows linearly with the number of cells, unlike
the quadratic scaling of the original RCA version (Figure
2). Also, reference projection is now over ten-fold faster

on large datasets. Consequently, RCA2 scales easily to >
100,000 cells on a conventional laptop.

In addition, RCA2 incorporates multiple new reference
panels for human and mouse and also supports genera-
tion of new panels from user-supplied transcriptome data.
RCA?2 also provides multiple features for data visualiza-
tion and interpretation, such as generation of editable (gg-
plot2) figures, KEGG and GO enrichment analysis (Figure
1). Lastly, RCA2 simplifies cluster-specific data QC, which
is essential for discarding low-quality cells and doublets in
SC data from heterogeneous samples (Figure 5).

Technical variation can have a severe effect on de-novo
clustering. For example, a recent single cell study of PBMCs
used de-novo clustering to conclude that plasmablasts could
trans-differentiate into developing neutrophils in COVID
patients. However, when we reproduced their clustering
pipeline, we noticed that the putative trans-differentiating
cells showed multiple hallmarks of mixed-lineage cell debris.
Thus, it is likely that the surprising finding of lymphoid-to-
myeloid trans-differentiation in COVID PBMCs arose from
the vulnerability of de-novo clustering to data quality arti-
facts. In contrast, reference-based clustering using RCA2
was robust to the presence of debris-like artifacts in the data
and yielded a result more consistent with the prevailing view
that circulating myeloid cells remain myeloid (Figure 6a,
Supplementary Figures S30 and S31).

In summary, RCA2 is the first algorithm to combine
the batch effect robustness of reference projection with the
scalability of graph-based clustering. Our detailed bench-
marking of RCA2 demonstrates that reference-based clus-
tering of scRNA-seq data has unique advantages and pro-
vides a complementary strategy to widely-used unsuper-
vised approaches. With RCA2, which is freely available on
github (https://github.com/prabhakarlab/RCAv2), we pro-
vide the single-cell community with the first robust, scal-
able and easy-to-use R-package that can be easily integrated
into existing workflows to leverage the advantages of super-
vised clustering. We will continue to maintain and enhance


https://github.com/prabhakarlab/RCAv2

8518 Nucleic Acids Research, 2021, Vol. 49, No. 15

RCA2, for example by expanding the set of reference pan-
els and by adding more clustering strategies downstream of
reference projection. Given the potential of reference-based
methods for SC data analysis, we believe that such methods
may in future also prove useful in analyzing multi-modal SC
data.

DATA AVAILABILITY

Data analysis scripts, code to create the main figures and
RDS files with R objects for the batch effect benchmarking,
the 10X PBMC data, the novel BM data and the COVID-
19 data are available at Zenodo (10.5281/zenodo0.4686335).
Fastq files for the BM data are part of a large scale single cell
project which requires controlled access. Access requests
should be directed to Shyam Prabhakar (prabhakars@gis.a-
star.edu.sg) and Sin Tiong Ong (sintiong.ong@duke-
nus.edu.sg). We note that processed BM data is available on
Zenodo.
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