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Gastric cancer (GC), one of the most common cancers around the world, is a multifactorial disease and there are many risk factors
for this disease. Assessing the risk of GC is essential for choosing an appropriate healthcare strategy. There have been very few
studies conducted on the development of risk assessment systems for GC. This study is aimed at providing a medical decision
support system based on soft computing using fuzzy cognitive maps (FCMs) which will help healthcare professionals to decide
on an appropriate individual healthcare strategy based on the risk level of the disease. FCMs are considered as one of the
strongest artificial intelligence techniques for complex system modeling. In this system, an FCM based on Nonlinear Hebbian
Learning (NHL) algorithm is used. The data used in this study are collected from the medical records of 560 patients referring
to Imam Reza Hospital in Tabriz City. 27 effective features in gastric cancer were selected using the opinions of three experts.
The prediction accuracy of the proposed method is 95.83%. The results show that the proposed method is more accurate than
other decision-making algorithms, such as decision trees, Naïve Bayes, and ANN. From the perspective of healthcare
professionals, the proposed medical decision support system is simple, comprehensive, and more effective than previous models
for assessing the risk of GC and can help them to predict the risk factors for GC in the clinical setting.

1. Introduction

Gastric cancer (GC) which is one of the major cancers
around the world with about one million new patients each
year is known to be the third cause of cancer deaths [1, 2].
This represents an important public health issue in the world,
especially in Central Asian countries, where the incidence of
this disease is very high [2]. GC is a multifactorial disease,
and its formation is related to various risk factors [3]. Various
scientific methods, such as photofluorography and esophago-
gastroduodenoscopy, are used to diagnose GC in the early
stages and can help reduce the mortality rate of GC with a
practical approach [3]. Given that these methods are invasive

and expensive, it is necessary to provide a simple inexpensive
and effective tool for the diagnosis of people at risk for GC,
which can then be followed by more accurate examinations.
Moreover, appropriate prevention efforts can be made to
reduce the incidence of this disease.

The initial definitions of the decision support system
(DSS) consider it as a system to support decision-makers of
the management in the semistructured and unstructured
positions and decisions [4]. Accordingly, DSS means helping
decision-makers and increasing their ability, not replacing
their judgments [4]. Today, the use of DSSs has expanded
in a variety of areas, such as management, industry, agricul-
ture, information systems, medicine, and hundreds of other
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topics. The medical decision support system (MDSS) is a
computer system designed to help physicians or other health-
care professionals in making clinical decisions. Some applica-
tions of the medical decision support system are outlined
below [5]:

(i) Preventive care services, for example, screenings for
blood pressure and cancer

(ii) Patient symptom checker

(iii) Care plan

(iv) Guide to reducing long hospital stays

(v) Intelligent health monitoring systems

MDSS contains numerous advantages, of which the most
important is to minimalize medical failure and make a
relatively stable structure for diagnosing and treating the
disease, thereby resolving various and conflicting ideas of
specialists [5]. Therefore, it is vital to design and implement
these models.

FCMs are regarded as soft computing methods that try
attempting to act like humans for decision-making and rea-
soning [6]. In fact, an FCM is an instrument for modeling
multifaceted systems, which is attained by integrating neural
networks and fuzzy logic [7, 8], and to describe the complex
system’s performance utilizing concepts. This technique
creates a conceptual model where each concept provides a
characteristic or a state of a system dynamically interacting
with these notions [9]. FCM is a graphical representation
of a system structure [10]. According to the artificial intelli-
gence, FCMs are dynamic learning networks; thus, more
data to model the problem can help the system with adapt-
ing itself and reaching a solution. This conceptual model is
not restricted to the exact measurements and quantities.
Hence, it is very appropriate for concepts without accurate
structures.

FCMs were presented by Kosko as a fuzzy directed
graph with sign and feedback loops to illustrate the com-
putational complexity and dependence of a model symbol-
ically and explicitly [11]. In other words, a set of nodes is
created by the FCM affecting each other via causal rela-
tions. The details and mathematical formulation of this
technique are described in Supplementary Materials (avail-
able here). Using the benefits of fuzzy systems (if-then
rules) and neural networks (teaching and learning), FCM
was able to quickly prove its effectiveness in various areas
so that we can see its successful presence in politics, eco-
nomics, engineering, medicine, etc. [12].

In recent years, MDSS using FCM has been developed as
one of the main applications of this tool. FCM has emerged
as a tool for representing and studying the behavior of sys-
tems, and it can deal with complex systems using an argu-
mentative process. This study is aimed at providing an
MDSS for assessing the risk of GC using FCM.

In the following, some successful instances of FCM appli-
cations regarding decision support systems are provided.
Papageorgiou et al. [13] utilized FCM for predicting infec-
tious diseases and infection severity. A novel FCM-based

technique was presented by Amirkhani et al. [14] to screen
and isolate UDH from other internal brain lesions. Hence,
they examined 86 patients in Shahid Beheshti Hospital in
Isfahan City. The pathologist extracted the ten key properties
needed to screen these lesions to use them as the key concepts
of FCM. The accurateness of the suggested technique was
95.35%. Based on the results, it was indicated that not only
the suggested FCM contained a high accuracy level it is also
able to preset an acceptable false-negative rate (FNR). A deci-
sion support system was proposed by Baena de Moraes Lopes
et al. [7] to diagnose the changes in urinary elimination,
based on the nursing terminology of North American Nurs-
ing Diagnosis Association International (NANDA-I). For
195 cases of urinary incontinence, an FCM model was uti-
lized after the NANDA-I classifications. The high specificity
and sensitivity of 0.92 and 0.95, were, respectively, found by
the FCM model; however, a low specificity value was pro-
vided in the determination of the diagnosis of urge urinary
incontinence (0.43) along with a low sensitivity value to over-
all urinary incontinence (0.42).

Recently, the use of FCM with Hebbian-based learning
capabilities has increased. According to [15], a decision-
making framework was proposed that can accurately assess
the progression of depression symptoms in the elderly people
and warn healthcare providers by providing useful informa-
tion for regulating the patient’s treatment. According to
[16], a risk management system for familial breast cancer
was presented using the NHL-based FCM technique. Data
needed for this study were extracted from 40 patients and
18 key features were selected. The results showed that the
accuracy is 95%. According to [17], the first specialized diag-
nostic system for obesity was proposed based on psychologi-
cal and social characteristics. In this study, a mathematical
model based on FCM was presented. According to the pro-
posed model, the effects of different weight-loss treatment
methods can be studied.

No certain reason exists for GC. The cause-effect associ-
ations are not systematically investigated and understood so
far between the integrated impacts of the multiple risk factors
on the probability of developing GC. Even the ideas of
radiologists and oncologists are greatly subjective in this
regard. In such instances, it is considered to use an FCM as
a human-friendly and transparent clinical support instru-
ment to determine the cause-effect associations between the
factors and the subjectivity can be remarkably eliminated
by the degrees of its effects on the risk level. The present work
is mainly focused on developing a clinical decision-making
instrument in terms of an FCM to evaluate GC risk.

2. Methods

2.1. FCM Model for GC Risk Factors. Addressing GC is a
complex process that needs to understand the various
parameters, risk factors, and symptoms to make the right
decision and assessment. This study assesses the risk of GC
by providing a medical decision-making system. The design
of this decision-making system is based on a proposed model
of FCM, which is presented below. Designing and developing
a suitable FCM require human knowledge to describe a
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decision support system. In this study, GC specialists are
used for the development of the FCM model. The develop-
ment of the FCM model is divided into three main steps,
which is briefly summarized:

(1) Identify concepts

(2) Determine the relationships between concepts and
initial weights

(3) Weighting

First, the experts individually identify the factors that
contribute to GC. In the following, common concepts among
specialists are selected as model nodes. The second step is to
identify the relationships between concepts. To this end,
experts define the interactions between concepts with respect
to fuzzy variables. To do so, determine the relationship and
the direction of the relationship (if any). The amounts of
these effects are expressed as very low, low, medium, high,
and very high. Finally, the linguistic variables expressed by
the experts are integrated. Using the SUM technique, these
values are aggregated and the total linguistic weight is gener-
ated by the “centric” defuzzification method and converted to
a numerical value. The corresponding weight matrix is then
constructed. Choosing a learning algorithm to teach initial
weights is the third step of this method. The purpose of a
learning algorithm, setting the initial weight, is the same
way as neural networks to improve the modeling FCM.

To better understand, these steps were used step by step
to develop an FCM model for GC. For this purpose, the
opinions of three specialists were used. In the first phase of
the research presented in this article, information on GC risk
factors was collected from medical sources, pathologists, and
informal sources [18–48]. The collected knowledge was
transformed into a well-structured questionnaire and pre-
sented to three experts. The questionnaire includes risk
factors associated with GC. According to three experts, 27
common features were identified as the major risk factors
for end-stage GC. To better understand, we used the men-
tioned process step by step to develop an FCMmodel for GC.

Risk factors for gastric cancer may be categorized into
four groups (personal features, systemic conditions, stomach
condition, and diet food), each of which includes several risk
factors. The final features are presented in Figure 1, and their
explanations are given in Table 1.

In the second phase, first, the sign for the relationship
between the two concepts is determined, and finally, the
numerical values of the two concepts are calculated. Five
membership functions were used for this purpose. Consider
the following example.

1st specialist: C4 has a great impact on C27.
2nd specialist: C4 has a moderate impact on C27.
3rd specialist: C4 has a great impact on C27.
Using the SUMmethod, the above three linguistic weights

(high, very high, and very high) are aggregated. The above
three linguistic weights (high, very high, and very high) are
aggregated using the SUM method. Figure 2 represents the
centroid defuzzification method that is implemented to calcu-
late the numerical value of the weight in the range ½−1, 1�.

Using this method, the weight of all relationships
between the concepts related to FCM for GC was calculated.
The developed FCM is shown in Figure 3. In the third step,
we used a learning algorithm to train the model, which
includes updating the relationship weight, and finally, a fuzzy
cognition map for GC risk factors was extracted. For this pur-
pose, data collected from 560 patients referred to Imam Reza
Hospital in Tabriz (after the preprocessing steps) were used
through a questionnaire. Table 2 shows the features, values,
and frequency of patients.

Figure 4 shows the proposed FCM model for risk fac-
tors of GC. This FCM has 28 concepts and 38 edges with
their weights. Considering the 28 concept nodes, 27 are
the ultimate physician-selected features that interfere with
the disease and are shown by the values C1 to C27. The
central node is the concept of GC, which receives and col-
lects interactions from all other nodes. The positive weight
of an edge indicates that it has a positive effect on the inci-
dence of GC, and the negative weight indicates the role of
deterrence in the incidence of the disease. The yellow, pur-
ple, blue, and green colors were used to specify the category
of any feature or concept. The C1 to C8 features specified
with yellow were classified as personal features. The violet
color was used for the C9 to C17 features of the diet food
category. Blue and green were also used for the C18 to
C22 features of the systemic condition, respectively, and
C23 to C27 features were used for the stomach condition
category.

2.2. Learning FCM Using NHL Algorithm. GC specialists
were well positioned to create FCM in our method. Nonlin-
ear Hebbian Learning (NHL) is utilized to learn the weights
due to no access to a relatively large data set, causal weight
optimization, and more accurate results [49]. The Hebbian-
based algorithms were used for FCM training to determine
the best matrix in terms of expert knowledge [50]. Algo-
rithms set the FCM weights through existing data and a
learning formula in terms of repetition and Hebbian rule
methods [50]. The NHL algorithm is based on the assump-
tion that all of the concepts of the FCMmodel are stimulated
at each time step and their values change. The value ωji cor-
responding to the concepts of cj and ci is updated, and the
weight ωji is corrected in iteration k. The value of Aðk+1Þ

i is
determined in the ðk + 1Þth iteration. The impact of concepts

with values Aj and corrected weighted values ω
ðkÞ
ij in iteration

k is determined by

A k+1ð Þ
i = f A kð Þ

i + 〠
n

j=1,i≠j
ω

kð Þ
ji · A kð Þ

j

 !
: ð1Þ

Each of the concepts in the FCM model may be input
or output concepts. A number of concepts are defined as
output concepts (OCs). These concepts are the state of the
system in which we want to estimate the value that repre-
sents the final state of the system. The classification of con-
cepts as input and output concepts is by the experts of the
group and according to the subject under consideration.
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The mathematical relations used in the NHL algorithm for
learning FCM are shown in equations (1) and (2).

Δωji = ηtA
K−1ð Þ
i A K−1ð Þ

j − ω
K−1ð Þ
ji A K−1ð Þ

i

� �
, ð2Þ

where η is a scaling parameter called the learning rate. η
is a very small positive scaler factor called learning parame-
ter. Its value is obtained through test error.

ω
kð Þ
ji = γ · ω k−1ð Þ

ji + ηA k−1ð Þ
i A k−1ð Þ

j − sgn ωji

� �
ω

k−1ð Þ
ji A k−1ð Þ

i

� �
:

ð3Þ

Equation (3) is the main equation of the NHL algorithm.
γ is the weight decay parameter. The values of concepts and

weightsωðkÞ
ji are calculated by equations (1) and (3), respec-

tively. In fact, the NHL algorithm updates the basic matrix
nonzero elements suggested by the experts in each iteration.
The following criteria determine when the NHL algorithm
ends [50].

(a) The terminating function F1 is given as

F1 = OCi − Tik k, ð4Þ

where Ti is the mean value of OCi.
This kind of metric function is suitable for the NHL

algorithm used in the FCMs. In each step, F1 calculates the
Euclidean distance for OCi and Ti. Assuming that OCi =
½Tmin

i , Tmax
i �, Ti is calculated by

Ti =
Tmin
i + Tmax

i

2
: ð5Þ

Given that the FCM model has m-OCs, for calculating
F1, the sum of the square between m-OCs and m‐Ts can
be calculated by

F1 =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
〠
m

j=1
OCi − Tið Þ2

vuut : ð6Þ

After F1 is minimized, the situation ends. b) The second
condition for completing the algorithm is the difference
between two consecutive OCs. This value should be less than
e. Therefore, the value of the ðk + 1Þth iteration should be less
than e based on

F2 = OC t+1ð Þ
i −OC tð Þ

i

��� ��� < e = 0:002: ð7Þ

In this algorithm, the values of the parameters η and γ are
determined through test error. After several tests, the values
of η and γ show the best performing algorithm. Finally, when
the algorithmic termination conditions are met, the final
weight matrix (ωNHLÞ is obtained.

For the convenience of end-users, a graphical interface is
designed using the GUI in MATLAB for the proposed sys-
tem. The user interface for the GC risk prediction software
is shown in Figure 3.

For example, the user enters the requested information
into the system. The system displays the risk assessment
result after receiving information from the user and using
the proposed NHL-FCM model.

For the comparison of classification accuracy, the same
data set is used for classification with other machine learning
models. Backpropagation neural network, support vector
machine, decision tree, and Bayesian classifier were used in
the Weka toolkit V3.7 to test other learning algorithms. For

GC risk factors

Personal features

(i) Sex
(ii) Age

(iii) Exposed to
chemical

(iv) Smoking
(v) Alcohol

consumption
(vi) Motility

(vii) BMI
(viii) Blood group

(i) Family of cancer
(ii) Family history of

stomach cancer
(iv) History of

cardiovascular disease
(v) General status of

cancer

Systemic condition Stomach condition

(i) History of stomach
infection

(ii) History of gastric

(iii) History of stomach
surgery

reflux

inflammation

(iv) History of gastric

(v) Mucosa status

Diet food

(i) Salt consmuption
(ii) Consumption of

vegetable
(iii) Consumption of

smoked food
(iv) Milk consumption
(v) Fruit consumption

(vi) Fast food
consumption

(vii) Consumption of
fried foods

(viii) Food storage
container

(ix) Baking dish

Figure 1: Classification of GC risk factors.
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this purpose, the Excel file containing the collected data col-
lection was converted to .arff format so that it can be read for
Weka. Then, the required steps for data preprocessing were
performed. In this software, one of the most common
methods of evaluating the performance of categories that
divide the tagged data set into several subsets is cross-
validation. 10-fold cross-validation was used for all the stud-
ied algorithms. 10-fold cross-validation divides the data set
into 10 parts and performs the test 10 times. In each step,
one part is considered as a test and the other 9 parts are con-
sidered for training. In this way, each data is used once for

testing and 9 times for training. As a result, the entire data
set is covered for training and testing.

The backpropagation neural network with 27 input neu-
rons, 10 neurons, and 3 output nodes was used as the multi-
layer perceptron. Also, for classification of the assess risk into
three classes, high, medium, and low, the support vector
machine, decision tree C4.5, and Naïve Bayesian classifier
were used.. Given that the data studied are not linearly sepa-
rable, we need to use the core technology to implement the
SVM algorithm. The core technology is one of the most com-
mon techniques for solving problems that are not linearly

Table 1: Risk factors of GC.

Risk factors Description

C1: sex
Studies show that men around the world are diagnosed with GC almost twice as much

as women [18].

C2: blood group
Scientific research shows that there is a significant relationship between blood type and GC.
The blood groups A and O have the highest and lowest incidence of GC, respectively [19].

C3: BMI
High BMI increases GC [20]. In 2016, the IACR formed a team of specialists. They reported

that GC is one of the diseases caused by excessive fat gain and high BMI [21].

C4: age The risk of GC increases with age [18, 22, 23].

C5: motility
People with any regular physical activity have a lower risk of GC than nonactive people.
According to the US Physical Activity Guidelines Advisory Committee (2018), moderate

evidence showed that physical activity reduces the risk of various cancers, including GC [21].

C6: alcohol consumption Regular alcohol consumption increases the risk of GC [24, 25].

C7: exposed to chemicals Some jobs exposed to chemicals, such as cement and chromium, increase the risk of GC [26].

C8: smoking Smoking increases the risk of GC [27, 28].

C9: salt consumption High salt intake increases the risk of GC [23, 29, 30].

C10: consumption of vegetable The daily consumption of 200-200 grams of vegetables per day may reduce the risk of GC [31].

C11: consumption of smoked food
The smoked food is a great source of polycyclic aromatic hydrocarbons (PAHs). Scientific
research has shown that this biopollutant is one of the factors involved in many cancers,

including GC [32, 33].

C12: milk consumption Increasing dairy consumption, such as milk, is associated with a lower risk of GC [34].

C13: fast food consumption Fast food consumption is one of the factors affecting the incidence of GC [35].

C14: consumption of fried foods
The results of scientific studies show that people who use a lot of fried foods in their

diet are at increased risk of GC [27, 28].

C15: fruit consumption A daily consumption of 120-150 grams of fruit per day may reduce the risk of GC [31].

C16: food storage container
Today’s food containers are often made of chemicals, such as plastics that contain bisphenol A.

Thus, it can be the source of various types of cancer and hormonal disorders [36].

C17: baking dish
The use of metal containers, such as aluminum for cooking, can be a factor in the

development of diseases because these types of metals, when exposed to heat, emit a small
amount of lead [37].

C18: history of allergy
Recent studies indicate that the history of allergic diseases is associated with a lower

risk of GC [38].

C19: family history of cancer A family history of cancer in certain specific sites may be associated with a risk of GC [39].

C20: family of GC This risk factor is strongly associated with different types of GC [40, 41].

C21: history of cardiovascular disease People with cardiovascular disease are at a lower risk of GC because of using some drugs [42].

C22: general status of cancer People with a good general health status are less likely to be at risk of GC [43].

C23: history of gastric reflux Gastric reflux causes a 3-10% percent increase in being at risk of GC [44].

C24: history of stomach surgery Gastric surgeries, such as gastric ulcers, may increase the risk of cancer [45].

C25: history of stomach infection Helicobacter pylorus is the most important risk factor for GC [46–48].

C26: mucosa status Gastric ulcers are considered as a risk factor for GC [35].

C27: history of gastric inflammation
The history of gastric inflammation is one of the most important factors in the

incidence of GC [35].
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Figure 3: User interface of the proposed MDSS.
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separable. In this method, a suitable core function is selected
and executed. In fact, the purpose of kernel functions is to
linearize nonlinear problems. There are several kernel func-
tions in Weka. The RBF (Radial Basis Function) was used
to run the SVM algorithm. By selecting and running the
C4.5 algorithm, you can see the results of the classification.
Also, the tree created by this algorithm can be seen graphi-
cally, which is a large tree. The three categories of high risk,
medium risk, and low risk were selected as target variables
and other characteristics as predictive variables. The leaves
of the tree are the target variables and can be seen as a num-
ber of rules according to the model made by the tree. Naïve
Bayesian was another classification algorithm that was imple-
mented using Weka on the studied data, and its results were
examined. This algorithm uses a possible framework to solve
classification problems.

3. Results

To analyze the performance of the proposed method, we
divided the data into two categories. The proposed model

Table 2: Data sets.

Features Range Number Percent

Sex
Male 256 45.7%

Female 304 54.3%

Age

<40 20 3.47%

41–60 210 37.5%

≥61 330 59.03%

Blood group

A 123 21.96%

B 78 13.92%

AB 80 14.28%

O 279 49.82%

BMI

BMI > 30 69 12.32%

25 < BMI > 29:5 76 13.57%

18:5 < BMI > 24:9 120 21.42%

BMI < 18:5 293 52.32%

Motility

Light 156 27.85%

Medium 236 42.14%

High 168 30%

Alcohol consumption
Yes 85 15.17%

No 475 84.82%

Exposed to chemicals
Yes 54 9.64%

No 506 90.35%

Smoking
Yes 198 35.35%

No 362 64.64%

Salt consumption

None 10 1.78%

Low 175 31.25%

High 375 66.96%

Consumption of
vegetable

Daily 26 4.64%

1-3 times a week 214 38.21%

1-3 times a month 320 57.14%

Consumption of
smoked food

None 5 0.89%

Daily 0 0%

1-3 times a week 149 26.60%

1-3 times a month 406 72.5%

Milk consumption
Yes 214 38.21%

No 346 61.78%

Fast food consumption

None 4 0.71%

1-3 times a week 315 56.25%

1-3 times a month 241 43.03%

Consumption of
fried foods

None 0 0%

1-3 times a week 191 34.10%

1-3 times a month 369 65.89%

Fruit consumption

None 6 1.07%

1-3 times a week 185 33.03%

1-3 times a month 369 65.89%

Food storage container

Aluminum 216 38.57%

Plastic 301 53.75%

Copper 32 5.71%

Style 9 1.60%

Chinese 2 0.35%

Table 2: Continued.

Features Range Number Percent

Baking dish

Aluminum 10 1.78%

Teflon 390 69.64%

Copper 21 3.75%

History of allergy
Yes 89 15.89%

No 471 84.10%

Family history of cancer
Yes 211 37.67%

No 349 62.32%

Family of GC
Yes 123 21.965

No 437 78.03%

History of cardiovascular
disease

Yes 185 33.03%

No 375 66.96%

General status

Good 79 14.10%

So-so 190 33.92%

Poor 291 51.965

History of gastric reflux
Yes 234 41.78%

No 326 58.21%

History of stomach
surgery

Yes 48 8.57%

No 512 91.42%

History of stomach
infection

Yes 176 31.42%

No 384 68.57%

Mucosa status

Normal 94 16.78%

Swollen 126 22.5%

Red 157 28.03%

Sore 183 32.67%

History of gastric
inflammation

Yes 163 29.10%

No 397 70.89%

Risk score

High 300 53.57%

Moderate 186 33.21%

Low 74 8.39%
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was trained using 70% of the patient records (392 records)
based on the NHL algorithm and tested using 30% of the
records (168 records). Considering 168 patient records
selected for testing randomly, there were 56 records in the
high category, 64 records in the medium category, and 48
records in the low category.

Root square error (RMSE) and performance measure
accuracy, recall, precision, and mean absolute error (MAE)
are the key behavior measures in the medical field [17] widely
utilized in the literature. To determine accuracy, recall, and
precision, the turbulence matrix was utilized. A confusion
matrix is a table making possible to visualize the behavior
of an algorithm. Table 3 represents the general scheme of a
confusion matrix (with two groups C1 and C2).

The matrix contains two columns and two rows specify-
ing the values including the number of true negatives (TN),
false negatives (FN), false positives (FP), and true positives
(TP). TP shows the number of specimens for class C1 classi-
fied appropriately. FP represents the number of specimens
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Figure 4: FCM model for GC risk factors.

Table 3: Confusion matrix.

Predicted class

Actual class

C1 C2

C1
True positive

(TP)
False positive

(FP)

C2
False negative

(FN)
True negative

(TN)
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for group C2 classified inaccurately as C1. TN shows the
number of samples for class C2 classified correctly. FN repre-
sents the number of specimens for class C1 classified incor-
rectly as class C2.

(i) Accuracy: accuracy represents the ratio of accurately
classified specimens to the total number of tested
samples. It is determined by

Accuracy =
TN + TPð Þ

TN + TP + FN + FPð Þ : ð8Þ

(ii) Recall: recall is the number of instances of the class
C1 that has actually predicted correctly. It is calcu-
lated by

Recall =
TP

TP + FN
: ð9Þ

(iii) Precision: it represents the classifier’s ability not to
label a C2 sample as C1. It is calculated by

Precision =
TP

TP + FP
: ð10Þ

The MAE performance index is calculated by

MAE =
1
N

〠
N

L=1
〠
C

J=1
OCReal

JL −OCPredicted
JL

��� ���
 !

: ð11Þ

In equation (11), N represents the number of training
data (N = 560), C shows the number of output concepts
(C = 3), and OCReal

L −OCPredicted
L denotes the difference

between the lth decision output concept (OC) and its equiv-
alent real value (target) by appearing the kth set of input
concepts to the input of the tool.

The RMSE evaluation index is defined based on

RMSE =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
NC

〠
N

L=1
〠
C

J=1
OCReal

JL −OCPredicted
JL

� �2 !vuut , ð12Þ

where N is the number of training sets and C is the system
outputs.

Table 4 shows the accuracy results obtained from the
proposed method and other standard categorizers. The pro-
posed method works better than other categories because of
the efficiency of the NHL’s efficiency for working with very
small data to correct FCM weight. As a result, optimal deci-
sions are made for output concepts.

The results show that the highest total accuracy is related
to the proposed method (95.83%) which is about 5% higher

than the accuracy of the MLP-ANN algorithm. The highest
precision and recall are related to the proposed algorithm,
which are, respectively, 96.77% (medium) and 98.21%
(high). It also shows that the training error of the proposed
method based on NHL is less than the other algorithms used
in this study.

As stated, γ and η are two learning parameters in the
NHL algorithm. In this algorithm, the upper and lower
limits of these parameters are determined by trial and
error in order to optimize the final solution. After several
simulations with parameters γ and η, it was observed that
the use of large amounts of γ causes significant changes in
weights and weight marks. Also, simulation with small η
also creates significant weight changes, thus preventing
the weight of concepts from entering the desired range.
For this reason, values γ and η are limited to 0 < γ < 0:1
and 0:9 < η < 1. In each study, a constant value is considered
for these parameters.

After several investigations, it was found that the best
performance of the category is related to η = 0:045 and γ =
0:98. The classification results obtained for the different
values of learning parameters are presented in Table 5.

4. Discussion

In this study, we designed a risk prediction model and a GC
risk assessment tool using data from a study on a population
of patients referring to the gastroenterology unit of Imam
Reza Hospital in Tabriz. The proposed model presented in
this study is attempting to rationalize beyond the analyses
of clinical experts and increase the ability of experts to make
logical decisions in a clinical setting for patients with differ-
ent levels of risk factors for GC and help clinical specialists
to make a logical decision about optimal preventive methods
for patients.

The 95.8% overall classification accuracy obtained
through the Hebbian-based FCM using 560 patients indi-
cates a high level of coordination between the proposed
system and medical decisions, and the proposed decision
support tool can be trusted for clinical professionals and also
helps them in the process of risk assessment of gastric GC.

Specifically, our risk assessment tool is simple and inex-
pensive to use in the clinical environment, because many
other methods to predict the risk of GC are invasive. There-
fore, this is an effective instrument for estimating the popula-
tion at risk of cancer in the future. The results show that this
new model can predict the probability of developing GC con-
cerning the characteristics specified in this study with a better
accuracy than previous studies.

In recent years, several researches have been carried out
on the development and validation of risk assessment tools
for various cancers [51, 52]. Recent studies have shown that
the combination ofH. pylori antibody and serum pepsinogen
can be a good predictor of GC [53, 54].

We believe that only two other evaluation instruments
exist for GC rather than ours. Based on the Japan Public
Health Center-based Prospective Study, a device was
designed to estimate the cumulative probability of GC inci-
dence including sex, age, smoking status, the mixture of H.
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pylori antibody and serum pepsinogen, consumption of salty
food, and family history of GC as the risk factors [55]. A
good performance was found by the model based on calibra-
tion and discrimination. Based on [2], a risk evaluation
instrument for GC was proposed in the general population
of Japan. In this work, gender, age, the combination of Heli-
cobacter pylori antibody and pepsinogen status, smoking sta-
tus, and hemoglobin A1C level were risk factors for GC.

The risk factors chosen in these two studies were very
limited to a few specific characteristics and had little similar-
ity to the factors in our study. Risks such as consumption of
fruits and vegetables, alcohol consumption, history of cardio-
vascular disease, blood type, milk consumption, history of

allergy, gastric reflux, storage containers, food intake, and
family history of cancer did not exist in both studies in spite
of their importance in previous studies. Factors such as salt
intake and a history of GC are known as causes of GC that
did not exist in [2]. Another remarkable point in our study
is that, given the nature of the proposed model, this method
addresses the effects of factors that are sometimes related to
each other or even the mutual effects that might put each
other at risk, but it is not included in the two previous studies.

Another advantage of the proposed method than other
algorithms is that other methods cannot provide any explicit
causal relationship and the system works as a black box. This
problem also makes these algorithms less suited to medical
decision support systems. Finally, the new system has the
following benefits:

(i) It examines the factors that have not been taken into
account in previous models to assess the risk of GC

(ii) Because of the use of new factors, this model can be
more effective in predicting the risk of GC

(iii) The proposed model is presented by a software that
has a simple, convenient, and user-friendly interface

(iv) The use of this software by physicians and other
researchers can tackle individual healthcare
decisions

(v) It helps healthcare professionals decide on individ-
ual risk management mechanisms

The system presented in this study has the following lim-
itations: (1) a small sample of patients used to learn and
anticipate GC, (2) the heavy dependence of this model on
knowledge of domain specialists, (3) dependence on initial
conditions and communication, and (4) the absence of exter-
nal validation of the forecast system. Although this system
has nice results due to the use of an appropriate database

Table 5: Classification results, based on different values of η and γ.

η γ
Confusion matrix Classification accuracy

(%)High Medium Low

0.01 0.97

50 4 7

88.694 59 1

2 1 40

0.03 0.95

45 6 1

89.285 58 0

6 0 47

0.045 0.98

55 1 1

95.831 60 1

0 3 46

0.05 0.96

54 6 0

94.041 56 0

1 2 48

0.055 0.96

53 2 5

91.62 58 0

1 4 43

Table 4: Performance metrics.

Classifiers + High Medium Low Class recall Class precision Overall accuracy RMSE MAE

Decision trees

High 30 10 1 53.57 73.17

76.78 0.5120 0.721Medium 16 52 0 81.25 76.47

Low 10 2 47 97.91 79.66

Naïve Bayes

High 40 8 5 71.42 75.47

80.35 0.334 0.645Medium 8 56 4 87.5 77.77

Low 8 0 39 81.25 82.97

SVM

High 46 2 4 82.14 88.46

86.9 0.193 0.342Medium 0 60 4 93.75 93.75

Low 10 2 40 83.3 76.92

MLP-ANN

High 49 2 7 87.5 84.48

90.47 0.248 0.097Medium 4 58 4 90.62 87.87

Low 3 4 45 93.75 86.53

Proposed model

High 55 1 1 98.21 96.49

95.83 0.173 0.0471Medium 1 60 1 93.75 96.77

Low 0 3 46 95.83 93.87
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and the important and relevant GC factors, the generalizabil-
ity of our results cannot be proved without the experiment of
the system in another data set. As a result, it is necessary to
use a larger statistical population to test the proposed model.

5. Conclusions

Assessing the level of risk for GC is very important and helps
make decisions about screening. Given the limited number
of GC risk assessment tools that have been proposed so
far, there is no tool that comprehensively covers the risk fac-
tors in scientific studies on GC. The proposed model based
on soft computing covers all the factors influencing the inci-
dence of GC. The classification accuracy of the proposed
method is higher than other methods of the machine learn-
ing classification, such as the decision tree and SVM. This is
due to the useful features of FCM for checking domain
knowledge and determining the initial structure of FCM
and the initial weights and then using the NHL algorithm
to teach the FCM model and adjust these weights. The
FCM-based model is comprehensive, transparent, and more
effective than previous models for assessing the risk of GC.
As a result, this risk assessment tool can help diagnose peo-
ple with a high risk of GC and help both healthcare pro-
viders and patients with the decision-making process. Our
future work is to use more features and variations and other
learning algorithms to determine the weight of the edges in
the FCM.
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