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ABSTRACT

Objective: We aimed to impute uncoded self-harm in administrative claims data of individuals with major men-

tal illness (MMI), characterize self-harm incidence, and identify factors associated with coding bias.

Materials and Methods: The IBM MarketScan database (2003-2016) was used to analyze visit-level self-harm in

10 120 030 patients with �2 MMI codes. Five machine learning (ML) classifiers were tested on a balanced data

subset, with XGBoost selected for the full dataset. Classification performance was validated via random data

mislabeling and comparison with a clinician-derived “gold standard.” The incidence of coded and imputed self-

harm was characterized by year, patient age, sex, U.S. state, and MMI diagnosis.

Results: Imputation identified 1 592 703 self-harm events vs 83 113 coded events, with areas under the curve

>0.99 for the balanced and full datasets, and 83.5% agreement with the gold standard. The overall coded and

imputed self-harm incidence were 0.28% and 5.34%, respectively, varied considerably by age and sex, and was

highest in individuals with multiple MMI diagnoses. Self-harm undercoding was higher in male than in female

individuals and increased with age. Substance abuse, injuries, poisoning, asphyxiation, brain disorders, harm-

ful thoughts, and psychotherapy were the main features used by ML to classify visits.

Discussion: Only 1 of 19 self-harm events was coded for individuals with MMI. ML demonstrated excellent per-

formance in recovering self-harm visits. Male individuals and seniors with MMI are particularly vulnerable to

self-harm undercoding and may be at risk of not getting appropriate psychiatric care.

Conclusions: ML can effectively recover unrecorded self-harm in claims data and inform psychiatric epidemio-

logical and observational studies.
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INTRODUCTION

Suicide is 1 of the 10 leading causes of death in the United States

and continues to have increasing incidence.1,2 There are approxi-

mately 25 suicide attempts for every suicide death3 with

self-harming behavior being a major risk factor for subsequent sui-

cide.4,5 A total of 82.7% of those who attempt suicide have a con-

current mental disorder.6 Thus, timely identification of self-harming

behavior in mentally ill individuals is an essential leverage point to

reduce mortality. However, only 41%-52% of adults receive outpa-

tient care within 30 days after an emergency department visit for

self-harm.7,8

Inadequate coding of suicidality and self-harm in medical

records has been consistently reported.9–12 Different injury reporting

standards across healthcare organizations and geographical regions

create additional challenges.13–17 The lack of robust recording inhib-

its appropriate screening diagnostics, referrals, and treatment.11,18

Undercoding of self-harm also impedes the ability to estimate event

prevalence and reduces the statistical power to perform time-to-

event comparative effectiveness pharmacotherapy studies.

Machine learning (ML) methods have been used both to predict

self-harm and to impute its presence as a missing phenotype. For the

former purpose, some have used natural language processing (NLP)

on clinical notes, while others have applied regression methods, ran-

dom forests, or Bayesian models on electronic health record data

with International Classification of Diseases-Ninth Revision (ICD-

9) and -Tenth Revision (ICD-10) codes.19–26 Artificial neural net-

work, NLP-based models,27–29 a hybrid ML and rule-based ap-

proach,30 and manually developed statistical algorithms31 have been

applied to infer the presence of suicidality and self-harm. Limita-

tions of these previous studies include small sample sizes, restrictive

subpopulations (military, youths, pregnant subjects), and a relatively

limited number of covariates. To our knowledge, this is the first in-

vestigation describing coded vs imputed incidence of self-harm.

The objective of this study was to apply ML algorithms at the

visit level to impute self-harm events that were uncoded in claims

data of individuals with major mental illness (MMI) (schizophrenia,

schizoaffective disorder, major depressive disorder, and bipolar dis-

order). Model information was used to identify factors associated

with coding discrepancies, and to characterize coded vs imputed

self-harm incidence in various demographic groups. The term self-

harm hereafter includes both suicide attempts and self-harming be-

havior.

MATERIALS AND METHODS

Because our study was limited to a single dataset for approach devel-

opment and validation, and self-harm incidence estimates, we took

a multiprong strategy to both validate the ML models and to verify

we were not overfitting (Figure 1). In the following subsections, we

first describe the target dataset for imputation as well as data subsets

and transformations used to compare ML methods, assess predic-

tion with different classes of covariates, and confirm recovery of de-

liberately mislabeled meta-visits. A per-person model was created to

ensure within-individual information leakage was not occurring,

and a 70%/30% train-test validation model was built to confirm

that prediction performance was not explained by overfitting. To

contrast ML-based and human-derived visit classification, a “gold

standard” was established using the expertise of 3 clinicians. Investi-

gation was done into important covariates for self-harm prediction,

and a coding-bias-model was created to see which variables were as-

sociated with highly certain imputed self-harm cases not being

coded. Finally, detailed comparisons of coded vs imputed self-harm

incidence were made by patient age, sex, MMI category, and U.S.

state of residence. To support replication, we have made our source

code available (https://gitlab.com/PCORIUNMPUBLIC/self_harm_

imputation).

Data source
The IBM Health Analytics MarketScan commercial claims and

encounters database (2003-2016), containing information on

136 978 978 commercially insured U.S. individuals up to 65 years

of age was transformed to the OMOP CDMv5 (Observational Med-

ical Outcomes Partnership Common Data Model)32 format using

ETL-CDMBuilder.33 To capture complete information related to 1

clinical event, we combined consecutive inpatient, emergency room,

and outpatient visits with no gap of >1 day into meta-visits.

Data staging, phenotyping, and covariate selection
A total of 10 120 030 patients (32.9% male and 67.1% female)

with �2 diagnostic codes for MMI during the observation period

were selected, corresponding to 519 590 773 unique meta-visits. Af-

ter excluding meta-visits consisting of purely outpatient visit(s),

which had a negligible number of self-harm events, a total of

20 783 244 (4.0%) meta-visits were analyzed as a full dataset, corre-

sponding to 6 037 479 unique patients (31.9% male and 68.1%

female) (Figure 1).

A self-harm phenotype was defined by the presence of ICD-10-

Clinical Modification (ICD-10-CM) codes X7{1-9}*, X8{0-3}*,

ICD-9-Clinical Modification (ICD-9-CM) codes E95{0-9}*,

SNOMED (Systematized Nomenclature of Medicine) codes

59274003, 276853009, 418420002, and their descendants. If 1 of

these codes was present during a meta-visit, the meta-visit was la-

beled as class 1; otherwise, it was labeled as class 0.

A total of 185 234 unique covariates were selected for the analysis,

including patient age, sex, meta-visit start year, and 9 feature classes:

Manually Curated, Procedure, Condition, Drug, Billing Code Posi-

tion, Device, Observation, Measurement, and Ancestor terms.

The following vocabularies were used to analyze the dataset: (1) ICD-

9-CM, ICD-10-CM, and SNOMED for diagnoses/conditions/observa-

tions; (2) ICD-9-CM Volume 3 (ICD-9-CM V3), ICD-10-Procedure

Coding System (ICD-10-PCS), and Current Procedural Technology,

Fourth Edition (CPT-4) for procedures; and (3) RxNorm ids for

drugs. The procedure codes from ICD-9-CM V3 and CPT-4

vocabularies were mapped to ICD-10-PCS concepts. All ICD-9-CM

and ICD-10-CM diagnosis codes were mapped to SNOMED equiva-

lents. The billing code position covariates captured visit complexity

(higher numbers implies more activity). A set of covariates was manu-

ally created by clinical experts via aggregating codes of different types

and vocabularies based on similar clinical significance. None of the

codes used for the self-harm phenotyping were included in the list of

covariates. On average, each meta-visit had 115 features. A sparse

data matrix comprising 20 783 244 meta-visit rows and 185 234 co-

variate columns was generated.

For extensive experimentation purposes, we created a smaller

balanced dataset comprising all 83 113 class 1 meta-visits and a ran-

domly selected set of 83 113 class 0 meta-visits.

Machine learning classification algorithms
The following 5 ML classifiers were trained and tested on the

balanced dataset: tree-based XGboost34 (Balanced-data-model), lo-

gistic regression, random forest, decision tree, and linearSVC.
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Five-fold cross-validation was repeated 100 times to report the area

under the receiver-operating characteristic curve (AUC-ROC), accu-

racy (ACC), and Matthews correlation coefficient (MCC)35 with

90% confidence intervals. The scikit-learn ML library was used for

all classifiers.36

Owing to computing limitations, only the XGboost model was

trained and tested on the full dataset (Full-data-model) and 5-fold

cross-validation was repeated 10 times to report the AUC-ROC, ac-

curacy, and MCC with 80% confidence intervals. The other ML

algorithms were either too slow or failed to execute on the full data-

set.

We used default values of parameters for the ML methods com-

parison, with final optimization of XGboost parameters done

through the grid search cross-validation method on the balanced

dataset.

Computational validation of the machine learning

classification algorithms
To validate recovery of uncoded self-harm, we randomly mislabeled

half of the class 1 meta-visits in the balanced dataset as class 0 and

built the XGboost Mislabeled-data-model with 5-fold cross-

validation, reporting performance using the original labels. We re-

peated the converse of this experiment by changing label 0 to 1 in a

randomly selected half of the class 0 meta-visits. We also randomly

mislabeled half of the class 1 meta-visits in the full dataset as class 0,

building the XGboost Mislabeled-full-data-model with 5-fold cross-

validation, and reported performance using the original labels.

On average, there were 3.44 meta-visits per person in the full

dataset. To verify that our classification models did not overfit due

to within-individual information leakage, we built the XGboost Per-

person-model with 5-fold cross-validation on the dataset comprising

1 randomly selected meta-visit per person (6 037 479 meta-visits).

To ensure there was no overfitting within the Full-data-model,

the XGboost Validation-model was trained on a random 70% sub-

set of meta-visits of the full dataset and validated on the remaining

30%.

Clinician validation: creating a gold standard for

meta-visit classification
To contrast the ML-based and human-derived classification of pa-

tient encounters, a total of 200 meta-visits were selected based on

the Full-data-model probabilities (threshold of 0.5). Random selec-

tion from the full dataset could result in a very low number of self-

harm codes captured (either coded or imputed), as it was a rare

event. Thus, 50 meta-visits were randomly selected from each of 4

possible categories: with self-harm coded and imputed, coded but

not imputed, imputed but not coded, and neither coded nor im-

puted. Three clinicians manually classified these meta-visits as either

class 1 or class 0 by independently reviewing their features. Clini-

cians were aware of neither the self-harm code presence nor the ML

Figure 1. Study schema. The target dataset for phenotype imputation and self-harm incidence estimation was the full dataset. Machine learning (ML) approaches

were first explored using the balanced dataset, with which we assessed the ability to recover deliberately mislabeled meta-visits, compared the performance of 5

ML algorithms, and explored the importance of covariate classes. The XGboost ML method was chosen for all subsequent modeling. The Full-data-model was

used to characterize self-harm incidence, but several additional models were used to validate our approach and derive additional insight. The Mislabeled-full-

data-model assessed whether deliberately misclassified meta-visits could be recovered with class imbalance. The Per-person model ensured prediction perfor-

mance was not skewed by within-individual information leakage. The validation model verified that prediction performance was not explained by overfitting. The

gold standard comparison contrasted ML classification with that of clinical experts. The XGboost model was also used to identify the most important meta-visit

classification covariates, as well as features associated with uncoded self-harm via building the Coding-bias-model. ER: emergency room; MMI: major mental ill-

ness; SVM: support vector machine.
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classification, but knew that all patients were diagnosed with MMI.

Self-harm evidence was assessed based on the presence of poisoning

or open wound of wrist, forearm, neck, or body torso. Current sui-

cidal ideation or “accidents” were not sufficient conditions to label

a meta-visit as having “self-harm,” if coded alone. Some labeling

discrepancies among clinicians were related to recreational drug

overdose or poisoning, which, after discussion, were considered as

not being indicative of self-harm when used alone. Also discussed

were codes for cause of body part injury, such as evidence of iatro-

genic effect, body site inflammation, allergy testing etc. Classifica-

tion agreement was assessed between the XGboost model, each

clinician, and the gold standard consensus reached among experts

after joint discussion. The gold standard was not considered as abso-

lute “truth” relative to ML classification, but rather as an alterna-

tive judgement on the same data source.

Important covariates used by the XGBoost classifier
To identify covariates with the greatest contribution to Full-data-

model classification, we computed relative gain, relative weight, and

relative cover for each covariate.

We also performed a full-factorial analysis (Full-factorial-mod-

els) on the balanced dataset using 510 combinations of 9 covariate

classes to determine which contributed the most to model perfor-

mance. The only 2 combinations that were not tested were (1) no

class of covariate was selected and (2) only ancestors were selected

(at least 1 class of covariates is needed to have class ancestors).

Features associated with uncoded self-harm
To identify the features influencing the likelihood of a meta-visit be-

ing coded as self-harm, we selected all meta-visits with class 1 prob-

ability assigned �0.95 by the Full-data-model, and built an

XGboost model (Coding-bias-model) to classify whether these

meta-visits were coded or not. To assess the relative importance and

directionality (as a main effect) of a particular variable to coding

self-harm, a log-ratio score was calculated for the 100 variables with

highest gain scores. The log-ratio score indicates the degree of over-

or underrepresentation of a variable in class 1 vs class 0 meta-visits,

computed as: log((A*C/B), 2), where A is number of uncoded meta-

visits with the covariate divided by number of coded meta-visits

with the covariate, B is number of uncoded meta-visits, and C is

number of coded meta-visits.

Characterization of self-harm incidence and patterns re-

lated to patient features
The incidence of coded and imputed self-harm was computed as a

function of patient age, sex, meta-visit start year, state of residence,

and MMI type. The incidence of coded self-harm was computed as

the number of meta-visits with coded self-harm divided by the num-

ber of years of patient observation. The incidence of imputed self-

harm was the sum of class 1 probabilities of meta-visits predicted by

the Full-data-model divided by the number of years of patient obser-

vation.

To explore the observed sex-related differences in self-harm cod-

ing, we additionally compared the fraction of meta-visits with coded

psychotherapy and suicidal or harmful thoughts by sex. The respec-

tive codes were selected from the list of covariates

which contributed the most to the Full-data-model classification,

and were analyzed in all meta-visits, and in meta-visits with coded

self-harm.

RESULTS

Patient characteristics
The average patient age was 39.8 years for male individuals and

39.9 years for female individuals in the full dataset. The fraction of

patients with different types of MMI was: 85.94% major depressive

disorder, 5.37% bipolar disorder, 8.26% more than 1 MMI, 0.29%

schizophrenia, and 0.14% schizoaffective disorder.

Performance of machine learning classification models
Out of 20 783 244 meta-visits recorded over 29 799 203 years of pa-

tient observation, the XGboost Full-data-model probabilities of self-

harm (class 1) summed to 1 592 703 (7.66%), corresponding to an

overall imputed annual incidence of 5.34%. The annual coded inci-

dence was 0.28%. Of all �20 million meta-visits, 842 263 (4.05%)

had class 1 probability >0.5 and 246 511 (1.19%) had class 1 prob-

ability �0.95. Also, of 83 113 meta-visits coded for self-harm,

79 882 (96.11%) had class 1 probability >0.5 and 62 929 (75.71%)

had class 1 probability �0.95. Performance of the XGboost-based

ML models trained and tested on different datasets are shown in Ta-

ble 1. The performance of the 5 different ML classification algo-

rithms applied to the balanced dataset is shown in Table 2.

Comparison of machine learning meta-visits

classification with the gold standard
The pairwise agreement between the Full-data-model, individual

clinical experts, and the consensus gold standard is shown in Table 3.

Out of 200 meta-visits, 79 were categorized as class 1 by the

gold standard. Among 100 meta-visits with documented self-harm,

clinical experts labeled 52 as such, whereas in 100 meta-visits with-

out documented self-harm, clinicians classified only 27 as having

self-harm. The overall agreement between ML and gold standard

was 84%.

Important covariates used by the XGBoost classifier
Out of 185 234 covariates, only 2205 (1.19%) contributed to the

Full-data-model. The 15 covariates with the highest gain scores are

shown in Table 4.

Classification results of the Full-factorial-models are shown in

Supplementary Table S1. The model exclusively built with condition

covariates had only slightly worse performance compared with a

model built with all covariate classes (AUC 0.988 vs 0.991). Adding

higher-order ancestor concepts had a negligible effect on the model

performance, except for procedures, in which the AUC score in-

creased from 0.800 to 0.828 after adding the ICD-10-PCS ancestor

terms. When the uncommon and poorly predictive Device covariates

were used alone, the AUC and accuracy were 0.51, and the MCC

was 0.1.

Features associated with uncoded self-harm
The 100 covariates which contributed most to the Coding-bias-

model are in Supplementary Table S2. Among the factors associ-

ated with higher likelihood of self-harm coding were intoxication

and poisoning, accidents, asphyxiation, chest and head surgical re-

pair, wrist wound, self-harming thoughts, depression, and psycho-

therapy. Features associated with lower likelihood of coded self-

harm included substance dependence or abuse, heroin poisoning,

neurological disorder, brain visualization, vehicle accidents, and

falls.
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Characterization of self-harm incidence and patterns

related to patient features
Figure 2 shows the coded and imputed self-harm incidence by sex

from 2003-2016. Both coded and imputed self-harm rose from 2006

onward. The incidence of coded self-harm ranged from 0.09% to

0.54% for male individuals and from 0.11% to 0.49% for female

individuals throughout the observation period. The incidence of im-

puted self-harm ranged from 4.09% to 8.75% for male individuals

Table 1. Classification performance of different XGboost-based classification models on different sets of meta-visits in patients with major

mental illness

XGboost model Validation method Dataset Accuracy MCC AUC-ROC

Full-data-model 5-fold cross-validation re-

peated 10 times

Full dataset with �20 million

meta-visits

0.960 6 4 � 10�3 0.297 6 2 � 10�4 0.990 6 4 � 10�4

Per-person-model 5-fold cross-validation Full dataset subset of �6 million

meta-visits with 1 random

meta-visit per person

0.966 0.334 0.991

Validation-model 5-fold cross-validation on the

training set

70% random meta-visits from

the full dataset

0.964 0.298 0.991

Testing on the validation set Remaining 30% of meta-visits

from the full dataset

0.963 0.296 0.990

Balanced-data-model 5-fold cross-validation re-

peated 100 times

Balanced dataset with 166 000

meta-visits

0.964 6 2 � 10-4 0.928 6 4 � 10-4 0.991 6 4 � 10-4

Mislabeled-data-model 5-fold cross-validation.

Original labels of meta-vis-

its were used for assessing

performance

Half of the class 1 meta-visits

mislabeled in the balanced

dataset

0.962 0.924 0.989

Half of the class 0 meta-visits

mislabeled in the balanced

dataset

0.963 0.926 0.991

Mislabeled-full-

data-model

Half of the class 1 meta-visits

mislabeled in the full dataset

0.974 0.347 0.991

Coding-bias-model 5-fold cross-validation All meta-visits from the full data-

set with class 1. Probability

threshold �0.95

0.679 0.306 0.738

Full-factorial-models Balanced dataset; only condition

covariates

0.957 0.914 0.988

Balanced dataset; only hand-cu-

rated covariates

0.927 0.853 0.977

Balanced dataset; only billing

code position covariates.

0.788 0.577 0.875

Balanced dataset; only observa-

tion covariates

0.775 0.562 0.813

Balanced dataset; only procedure

covariates

0.708 0.440 0.800

Balanced dataset; only measure-

ment covariates

0.589 0.245 0.594

Balanced dataset; only drug

covariates

0.550 0.192 0.586

Balanced dataset; only device

covariates

0.516 0.099 0.514

The results for the Full-data-model and the Balanced-data-model are shown with 80% and 90% confidence intervals, respectively. AUC-ROC: area under the

receiver-operating characteristic curve; MCC: Matthews correlation coefficient.

Table 2. Classification performance of 5 different machine learning algorithms on the balanced dataset of patients with major mental illness,

using 5-fold-cross-validation with 100 repetitions and reported with 90% confidence intervals

Machine learning

model/performance

XGboost balanced-data-

model with

optimized parameters

XGboost balanced-

data-model with

default parameters

Logistic

regression

Random

forest

Decision

tree

LinearSVC

Accuracy 0.964 6 2 � 10-4 0.961 6 2 � 10-4 0.963 6 3 � 10-4 0.946 6 1 � 10-3 0.947 6 7 � 10-4 0.959 6 3 � 10-4

MCC 0.928 6 4 � 10-4 0.922 6 4 � 10-4 0.926 6 6 � 10-4 0.892 6 3 � 10-3 0.896 6 1 � 10-3 0.919 6 7 � 10-4

AUC-ROC 0.991 6 4 � 10-4 0.990 6 2 � 10-4 0.990 6 1 � 10-4 0.982 6 6 � 10-4 0.948 6 7 � 10-4 0.988 6 1 � 10-4

Optimized parameters for XGboost model: max_depth ¼ 6, base_score ¼ 0.5, gamma ¼ 0, max_delta_step ¼ 0, min_child_weight ¼ 2, objective ¼ ‘binary: lo-

gistic’, booster ¼ ‘gbtree’, subsample ¼ 0.6, scale_pos_weight ¼ total negative class/total positive class, colsample_bytree ¼ 1, colsample_bylevel ¼ 0.8, learnin-

g_rate ¼ 0.04
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and from 3.49% to 7.09% for female individuals. For each year, the

incidence for coded self-harm was comparable in both sexes, but the

incidence of imputed self-harm was consistently higher in male than

in female patients.

The patterns of coded and imputed self-harm in patients of differ-

ent age and sex are shown in Figure 3. In younger age groups (12-21

years), the incidence of coded self-harm was higher in female individu-

als than in male individuals. From 38 to 65 years of age, the incidence

Table 3. The pairwise agreement between the XGboost Full-data model consensus gold standard and 3 clinicians regarding the presence of

self-harm (with >0.5 probability) in 200 selected meta-visits of patients with major mental illness

Classifier Full-data-model Clinician 1 Clinician 2 Clinician 3 Gold standard

200 randomly selected meta-visits

Full-data-model 1.00 0.81 0.80 0.78 0.84

Clinician 1 0.81 1.00 0.77 0.88 0.88

Clinician 2 0.80 0.77 1.00 0.76 0.86

Clinician 3 0.79 0.88 0.76 1.00 0.87

Gold standard 0.84 0.88 0.86 0.87 1.00

50 meta-visits where self-harm was neither coded nor imputed

Full-data-model 1.00 0.98 1.00 0.96 1.00

Clinician 1 0.98 1.00 0.98 0.98 0.98

Clinician 2 1.00 0.98 1.00 0.96 1.00

Clinician 3 0.96 0.98 0.96 1.00 0.96

Gold standard 1.00 0.98 1.00 0.96 1.00

50 meta-visits where self-harm was not coded but imputed

Full-data-model 1.00 0.54 0.68 0.60 0.54

Clinician 1 0.54 1.00 0.70 0.78 0.76

Clinician 2 0.68 0.70 1.00 0.76 0.82

Clinician 3 0.60 0.78 0.76 1.00 0.90

Gold standard 0.54 0.76 0.82 0.90 1.00

50 meta-visits where self-harm was coded but not imputed

Full-data-model 1.00 0.74 0.64 0.66 0.88

Clinician 1 0.74 1.00 0.54 0.84 0.82

Clinician 2 0.64 0.54 1.00 0.50 0.68

Clinician 3 0.66 0.84 0.50 1.00 0.74

Gold Standard 0.88 0.82 0.68 0.74 1.00

50 meta-visits where self-harm was both coded and imputed

Full-data-model 1.00 0.98 0.88 0.88 0.92

Clinician 1 0.98 1.00 0.86 0.90 0.94

Clinician 2 0.88 0.86 1.00 0.80 0.92

Clinician 3 0.88 0.90 0.80 1.00 0.88

Gold standard 0.92 0.94 0.92 0.88 1.00

Table 4. Covariates from the Full-data-model contributing most to XGboost meta-visit classification for self-harm presence

OMOP concept ID SNOMED concept ID Covariate Relative gain Relative cover Relative weight

442562 75478009 Poisoning 0.3200 0.0273 0.0103

444100 46206005 Mood disorder 0.0359 0.0109 0.0142

440921 417746004 Traumatic injury 0.0226 0.0060 0.0026

— — External injury 0.0158 0.0062 0.0314

432586 74732009 Mental disorder 0.0139 0.0089 0.0163

73553 399269003 Arthropathy 0.0135 0.0041 0.0014

4168335 416462003 Wound 0.0099 0.0093 0.0047

438028 7895008 Poisoning by drug and/or medicinal substance 0.0082 0.0045 0.0116

4108646 283057008 Abrasion of upper limb 0.0079 0.0154 0.0005

444187 125643001 Open wound 0.0067 0.0051 0.0075

4130851 127278005 Injury of upper extremity 0.0063 0.0084 0.0059

4219871 399963005 Abrasion 0.0055 0.0014 0.0003

— — Psychiatric diagnosis 0.0048 0.0044 0.0012

4306645 83507006 Finding of thought content 0.0046 0.0014 0.0047

4111213 285261008 Dangerous and harmful thoughts 0.0042 0.0045 0.0075

The covariates are sorted by relative gain, which reflects the magnitude of covariate contribution to predicting the class of the meta-visit relative to other fea-

tures (relative gain ¼ gain of the covariate /
P

gain of all covariates). The weight indicates how many times the covariate was used to split the data across all trees

in the model (relative weight ¼ weight of the covariate /
P

weight of all covariates). The cover indicates the average number of observations in which the covariate

was used to split the data across all trees in the model (relative cover ¼ cover of the covariate �
P

cover of all covariates).

OMOP: Observational Medical Outcomes Partnership; SNOMED: Systematized Nomenclature of Medicine.
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Figure 2. Self-harm meta-visits in patients with major mental illness of different sex per year. The left graph shows the annual percentage incidence of coded self-

harm for male individuals (blue line) and female individuals (orange line); the right graph shows the annual percentage incidence of imputed self-harm for male

individuals (blue line) and female individuals (orange line).

Figure 3. Self-harm meta-visits in patients with major mental illness of different age and sex. The left graph shows the annual percentage incidence of coded self-

harm in male individuals (blue line) and female individuals (orange line). The right graph shows the annual percentage incidence of machine learning-imputed

self-harm by sex.
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of coded self-harm was comparable in both sexes; for the interval of

22 to 37 years of age, it was markedly higher for male than female

individuals. The incidence of imputed self-harm was higher in young

female vs male individuals 13-16 years of age, and higher for male

than female patients 17 years of age and older. The fraction of coded

self-harm was higher in young individuals vs older ones, and in female

vs male patients (Supplementary Figure S1). The incidence of coded

and imputed self-harm based on patient age, not differentiated by sex,

is shown in Supplementary Figure S2.

The fraction of meta-visits with coded “suicidal thoughts” was

higher for male than for female individuals (3.1% vs 1.9%). Male

patients also had more meta-visits coded with “dangerous and

harmful thoughts” (3.2% vs 1.9%). Both psychotherapy and sui-

cidal/harmful thoughts were coded at least 1.26 times more often in

Figure 4. The annual incidence of meta-visits with machine learning-imputed self-harm by category of major mental illness. The left graph shows the data for

male individuals and the right graph for female individuals.

Figure 5. Meta-visits with self-harm in patients with major mental illness residing in different states and territories of the United States. The blue plots show the

annual percentage incidence of meta-visits with imputed self-harm (blue dots) and coded self-harm (blue hatches). The red bars show the fraction of coded self-

harm events among the imputed ones. Due to MarketScan license restrictions, data for South Carolina were excluded from the figure. OT: others (includes DC,

Puerto Rico and other U.S. territories).
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male than female individuals when all meta-visits were analyzed.

However, among meta-visits with coded self-harm, these differences

were not observed (Supplementary Table S3).

The incidence of imputed self-harm by MMI category and pa-

tient sex is shown in Figure 4. The average percentage incidences of

self-harm by MMI category over all ages were as follows (male vs

female patients): >1 MMI: 14.11% vs 13.90%; bipolar disorder:

6.23% vs 5.68%; major depressive disorder: 5.25% vs 4.27%;

schizoaffective disorder: 4.75% vs 4.31%; schizophrenia: 4.95% vs

3.90%. More details on each disease category can be found in Sup-

plementary Figure S3.

The patterns of coded and imputed self-harm in different U.S.

states are shown in Figure 5. The annual incidence of coded self-

harm ranged from 0.13% to 0.84%, whereas imputed self-harm in-

cidence ranged from 3.40% to 7.99% among different states. All

but 2 U.S. states (Montana and Utah) coded <10% of the imputed

self-harm. The lowest incidence of coded self-harm (0.13%) was ob-

served in Massachusetts, where injury code reporting is mandated,13

whereas the highest incidence of coded self-harm (0.84%) was ob-

served in Montana, despite having no such mandates.

DISCUSSION

Self-harm events are underreported, but can be imputed using ML

algorithms. Underreporting varies by sex and age, evincing potential

coding bias. Self-harm incidence varies considerably across ages, by

sex, and within MMI categories. The performance similarity of the

Full-data-model with both the Validation-model and the Per-person-

model gives assurance that overfitting was not occurring. Addition-

ally, the near random performance of a model with sparse, low in-

formation content, device covariates, gives confidence that our

cross-validation processes were not compromised.

Recovering uncoded self-harm using the ML model
The Full-data-model probabilistically estimated the presence of

1 592 703 meta-visits with self-harm, whereas only 83 113 (5.22%

of the estimate) were coded. Multiple ML experimental approaches

demonstrated excellent performance. Even when half of the class 1

meta-visits in the full dataset were deliberately mislabeled, the ML

model recovered 95.10% of them. This shows the effectiveness of

ML models in recovering uncoded self-harm and supports earlier

findings that suicidality is vastly underreported in administrative

claims data.16,31

The overall agreement between the XGboost ML classification

and the gold standard was 83.5% for the selected 200 meta-visits.

Despite the fact the experts agreed with ML on only 54% of the

uncoded but imputed self-harm meta-visits, many of these cases

were not necessarily misclassified by the model given 10%-24% of

interexpert variability.

Important covariates used by the XGBoost classifier
Poisoning, mood disorder, and traumatic injury were the 3 covari-

ates with the highest contribution to the Full-data-model. Ingestion

of dangerous substances is known as one of the most common

means of suicide37,38; thus, it was expected to play an important

role in providers assigning self-harming motives to patients. The evi-

dence of intent underlying external injury remains a debatable

question and is influenced by story representation of patients

or witnesses. It is also a major source of discrepancies when comput-

erized discharge data are compared with expert opinion.9,10 Harm-

ful thoughts were the most direct indicator of self-harming motives.

Features associated with uncoded self-harm
Meta-visits with drug abuse are less likely to have self-harm coded,

presumably reflecting challenges distinguishing between accidental

substance overdose driven by patient desire to experience psychotro-

pic effect, and deliberate self-harming behavior. On the contrary,

poisoning with non-narcotic substances, which are not expected to

produce euphoric effects, were associated with higher probability of

coding self-harm. Accidents, asphyxia, and damage to body areas

commonly traumatized by self-harm (chest, head, wrist) can also be

perceived as alarming signs of self-inflicted injury and can foster

coding. Interestingly, vehicle accidents and falls were less likely to

be coded with self-harm, probably being less likely to arouse pro-

vider suspicion. Higher medical attention to mental health (recogni-

tion of harmful thoughts via detailed interviews, psychotherapy) is

associated with a higher likelihood of coding self-harm. This sup-

ports the common understanding that lack of psychological screen-

ing can lead to missed opportunities to discover patients in crisis and

provide them with care.

Characterization of self-harm incidence and patterns re-

lated to patient features
The estimated incidence of coded self-harm in mentally ill individu-

als in our study was higher than reported for the general U.S. popu-

lation (0.28% vs 0.14%).39 However, imputed self-harm incidence

was many times higher than both of these estimates, suggesting sig-

nificant underreporting. Statistics on the incidence and prevalence of

self-harm can be unreliable due to social taboo from disclosure40

and due to general electronic health record use caveats.41

The annual incidences for coded and imputed self-harm followed

a similar temporal trend, declining in 2006, then steadily rising each

year, with a small decrease observed in 2013. This finding is consis-

tent with reported suicide rate increases following the year 2006 in

the general population,39 and with rates of nonfatal self-harm in-

creasing from 2001 to 2017.39

Our findings support the evidence on higher incidence of self-

harm in adolescents and young adults,42. However, the fraction of

uncoded self-harm increased with age (Supplementary Figure S1),

and imputed self-harm incidence also increased in older individuals

(>58 years of age). Thus, although young people have the highest

risk of self-harming behavior, seniors are more vulnerable to self-

harm being uncoded in billing data.

There is evidence on self-harm coding discrepancies by sex: male

patients had a higher incidence of imputed self-harm than female

(except for 13-16 years of age), a longer plateau of self-harm inci-

dence maximum values, and a lower fraction of coded self-harm in

meta-visits with imputed self-harm. Thus, the problem of underre-

porting of self-harming behavior is especially relevant for the male

population with MMI, although this sex-related difference is hidden

from direct observation in the billing data. For instance, the CDC

reports lower age-adjusted rates of self-harm in male vs female indi-

viduals (118.39 vs 167.56 per 100 000).39 This sex-related coding

disparity could result from either patient or provider underreporting

of self-harming intentions. Contrary to other research,43,44 suicidal

thoughts were coded more often in male than female patients in our

study, suggesting potential provider assessment bias related to pa-

tient sex. Psychotherapy was also more commonly coded in male

patients; thus, our findings challenge the common generalization
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that male patients are less likely to disclose self-harm and seek psy-

chiatric and psychological help.

Psychiatric Axis I disorders are identified in >80% of individuals

presenting with self-harm.45 Our data provide additional evidence

that multiple comorbid MMI diagnoses are associated with several

times higher annual incidence of coded and imputed self-harm. The

poor prognosis of such patients may be a function of case complex-

ity, or early misdiagnosis leading to inappropriate treatment, fol-

lowed by subsequent rediagnosis.

Limitations
The findings from this study cannot be generalized to individuals

with MMI attending purely outpatient visits, or those with com-

pleted suicides—the latter are rarely recorded in claims data. Al-

though robust, data presented here are not representative of the

entire U.S. population. For example, patients over 65 years of

age were not included in the analyses. In addition, because Med-

icaid data were not available, a substantial population of severe

and disabled MMI cases were not present in the analyses. The

estimates of self-harm incidence reported here may, therefore, be

lower than the actual population of individuals seeking care

for mental health. An additional limitation of the study is the ab-

sence of clinical notes, which could limit the imputation

power of ML models and verification of self-harm labeling. Last,

yearly estimates of self-harm incidence could be impacted by

changes in patient demographics since the mix of insurer data in-

corporated into the MarketScan data changed (mainly increased)

over time.

CONCLUSION

• Only a small fraction (�1 of 19) of self-harm events comorbid

with MMI were reported in U.S. administrative claims data.
• Machine learning classification models can effectively recover

uncoded self-harm meta-visits, demonstrating excellent perfor-

mance on multiple experiments with claims data including ran-

dom meta-visit mislabeling.
• The incidence of imputed self-harm had 2 periods of elevation: at

adolescence or young adulthood and >58 years of age.
• Self-harm undercoding steadily increases with age.
• The incidence of self-harm peaks sooner and drops earlier in

young female vs male patients with MMI. However, male

patients are more likely to have self-harm undercoded at all ages,

indicating possible provider labeling bias related to sex stereo-

types.
• Psychiatric indicators of suicidality (depression, harmful

thoughts) and somatic events (poisoning, asphyxiation, chest,

head, wrist traumas) are associated with higher self-harm coding

in patients with MMI.
• Mentally ill individuals with comorbid substance abuse, includ-

ing opioids, and neurological findings are less likely to have self-

harm coded in their billing data.
• For all age groups, multiple comorbid MMI diagnoses were asso-

ciated with 2-fold higher self-harm incidence.
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