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Abstract

Objectives:This study aims todevelop and internally validate a low-dimensionalmodel

to predict outcomes (admission or discharge) using commonly entered data up to the

post-triage process to improve patient flow in the pediatric emergency department

(ED). In hospital settings where electronic data are limited, a low-dimensional model

with fewer variables may be easier to implement.

Methods:This prognostic study included ED attendances in 2017 and 2018. TheCross

Industry Standard Process for Data Mining methodology was followed. Eligibility cri-

teria was applied to the data set, splitting into 70% train and 30% test. Sampling

techniques were compared. Gradient boosting machine (GBM), logistic regression,

and naïve Bayes models were created. Variables of importance were obtained from

the model with the highest area under the curve (AUC) and used to create a

low-dimensional model.

Results: Eligible attendances totaled 72,229 (15%admission rate). TheAUCwas 0.853

(95% confidence interval [CI], 0.846–0.859) for GBM, 0.845 (95%CI, 0.838–0.852) for

logistic regression and 0.813 (95% CI, 0.806–0.821) for naïve Bayes. Important pre-

dictors in the GBM model used to create a low-dimensional model were presenting

complaint, triage category, referral source, registration month, location type (resusci-

tation/other), distance traveled, admission history, and weekday (AUC 0.835 [95% CI,

0.829-0.842]).

Conclusions:Admission and discharge probability can be predicted early in a pediatric

ED using 8 variables. Future work could analyze the false positives and false negatives

to gain an understanding of the implementation of these predictions.

1 INTRODUCTION

1.1 Background and importance

Emergency department (ED) overcrowding is a global health issue. Ris-

ing incidences of hospital overcrowding have led to an increase in
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studies attempting to tackle the problem by early prediction of ED

admissions using routinely collected data.1–3 Sinclair4 proposes the

most influential factor contributing to overcrowding in the pediatric

ED is the presence of hospital admitted patients (boarders). Inpa-

tient boarders in the ED treatment area increase the wait time for

other ED patients and can also cause less acute patients to leave.5

The implementation of a predictive analytics tool centered on poten-

tial admission predictions from the ED and rapidly forecasting patient
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disposition post triage may alleviate ED overcrowding by directly

improving ED patient flow.

Early studies on predicting admissions from the ED focused on clin-

ical judgment based prediction6–9 and comparing this judgment with

machine learning methods.10 More recent research has suggested a

combined approach using both machine learning and clinical judgment

would achieve the best results.11 Other studies centered on specific

patient cohorts,12–14 such as acute bronchiolitis, progressivemodeling

approaches were used,15 and others used natural language process-

ing to create predictors.16–18 Later studies derived scores from logistic

regression (LR) models to determine risk of admission.2,3

The implementation of models to predict admissions — discharges

fromtheEDusingelectronic health recorddatawill dependon the level

of information technology maturity specific to the technology, people,

and processes within each hospital environment. A low-dimensional

model with fewer variables may be simpler to implement in settings

that have limited data recorded in electronic format.

1.2 Goals of this investigation

The primary objective of this study is to develop and internally validate

a low-dimensional predictivemodel froma pediatric EDbased on a lim-

ited data set of input variables. We define a low-dimensional model as

including as few variables as possible while maintaining a good (com-

parable to previous studies) discrimination measure (area under the

curve [AUC]). A low-dimensional model will be developed, composed

of the most important predictors from the initial models (using all vari-

ables in the data set) to further demonstrate what can be achieved in

countries without a robust electronic health care record system. This

would highlight the important variables to focus on for the data col-

lection process. A model composed of data generated at triage will

provide early notice of ED patients requiring hospital admission and

those to be fast tracked for discharge. The initial models will be used

to compare different sampling strategies and machine learning algo-

rithms, with the best performing model being selected to develop the

final low-dimensional model.

2 METHODS

2.1 Study setting and design

ED data were analyzed from 1 acute tertiary pediatric multiuniver-

sity affiliated teaching hospital in the Republic of Ireland, which also

serves as a secondary care facility for the regional pediatric population,

with a yearly census of approximately 39,000 visits. This retrospective

study was approved by the Hospital Research and Ethics Committee

of Children’s Health Ireland at Crumlin (formerlyOur Lady’s Children’s

Hospital, Crumlin) (GEN/693/18).

The data mining methodology, Cross Industry Standard Process

for Data Mining (CRISP-DM) guided the study; consisting of business

understanding, data understanding, data preparation, modeling, evalu-

The Bottom Line

Overcrowding in pediatric emergency departments is a prob-

lem, and early anticipation of admissions and discharges

improves patient flow. This study predicted dispositions

using readily available data obtained at triage, creating a

model for use in healthcare systems with minimal electronic

health resources.

ation, and deployment.19 All data extraction and transformation were

carried out in Microsoft SQL Server Management Studio. Data under-

standing, model development, and evaluation were performed in R

Studio Version 1.1.456. The reporting guidelines for this prognostic

study, as set out by Transparent Reporting of a Multivariable Predic-

tion Model for Individual Prognosis or Diagnosis (TRIPOD),20 were

followed. A protocol was developed and published for this study.21

The performance of models developed using 3 different machine

learning algorithms and various sampling strategies were compared.

The top variables of importancewere selected from themodelwith the

highest AUC and used to create an additional low-dimensional model,

with a greater focus on generalizability.

2.2 Data collection and transformation

Attendances to the ED from 2017 to 2018, comprising routinely cap-

tured data entered up to post-triage (refers to the end of the triage

process where the patient is assigned to the next physical space [ED

location] and the type of clinician who will see the patient [clinician

type]) were included. Two years of data were selected to provide a

robust representation of variables and incorporate seasonal changes.

Based on previous studieswe excluded patients over 18 years of age,22

visits with a did not wait outcome (includes left before being seen

and left before completion of treatment) as their outcome was non-

deterministic should the patient have stayed,1,3,12,22–25 and patients

with missing data (sex, triage category,22 and health care record

number).26 As outlined in our protocol21 missing data were analyzed

to assess the most appropriate method to address; listwise deletion

was selected due to the small percentage and the assumption that data

was missing at random. Patients returning for specimen collection or

day case management were also excluded as their inclusion could be a

potential source of bias.

The data set creation, outcome variable (admission or discharge),

and initial variable selection are outlined in our protocol21 and con-

sisted of 34 variables extracted from 3 separate databases. The

outcome of “admission” included attendances with a discharge out-

come of “admission,” “transferred to another hospital for admission”

and “died in department.” The data set represents demographics, regis-

tration details, triage assessment (triage category was allocated using

the Irish Children’s Triage System27), hospital usage, past medical
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TABLE 1 Feature engineering tasks performed to transform variables

Variable Transformation description

Disposition (outcome variable) Transformed to 0 or 1, assigned a value of 1 for discharge outcome of “admission” or “transferred to

another hospital for admission”22,28,29 or “died in department.”3 All other discharge outcomes

defaulted to 0.

Age Split into 5 groups consisting of neonate (0–28 days), infant (28 days–1 year), preschool (2–5 years),

school age (6–12 years), and adolescent (13–18 years).

Registration hour Grouped into 4-hour intervals,25,30 0–4, 4–8, 8–12, 12–16, 16–20, and 20–24.

Arrival mode Recoded to “Ambulance,” “Private Transport,” and “Other.”

Referral source Grouped into “Self,” “Other Hospitals,” “General Practitioner,” “Clinic,” and “Other.”

Triage category Tomitigate against possible quasi-complete separation31 for triage 1 (most acute) and 5we grouped

triage into 3 categories: 1–2, 3, and 4–5

Presenting complaint To lower the cardinality that may impact model performance,32 presenting complaint categories were

reduced based on clinician expertise, from 177 separate categories down to 58.

Complex chronic conditions Eleven new binary variables based on pediatric complex chronic conditions.33 These were derived using

the ICD-10-AMdiagnosis from all previous admissions.

Diagnosis related groups Based on specific cohorts of patients frequenting this facility, the last 3 years admission diagnosis

related groups were included as binary variables. Blood immunology and digestive system groups

were created.

Distance travelled Calculated using the GPS coordinates from the patient’s address to the hospital site and grouped into

kilometer groupings of 0–2, 2–4, 4–6, 6–10, 10–20, 20–40, 40–60, 60–100, and 100+ kilometers.

Emergency department location First location the patient assigned to at the end of triage which was grouped into “Resuscitation” and

“Other.”

Clinician type Type of clinician patient assigned to post-triage grouped into “AdvancedNurse Practitioner” and

“Other.”

Infection control alert Encoded to 1 if value is present and 0 if absent.

Number of emergency department

attendances in the last year

Recoded into groups of 0, 1, 2, 3–4, and 5+ attendances.

Number of admissions in the last year Recoded into groups of 0, 1, 2, 3, 4, and 5+ admissions.

Admitted in last 7 days Encoded to 1 if value is present and 0 if absent.

Admitted in last 30 days Encoded to 1 if value is present and 0 if absent.

Admitted in last 3 years Encoded to 1 if value is present and 0 if absent.

Any previous admission Encoded to 1 if value is present and 0 if absent.

Abbreviation: ICD-10-AM, International Statistical Classification of Diseases, Tenth Revision, AustralianModification

history, first ED location allocated to post-triage (grouped into patients

going to resuscitation and “other” for all other ED spaces), and first

clinician type seen. The raw data set was analyzed using location, dis-

persion, and shape statistics for continuous variables and stacked bar

charts for categorical variables. After the data understanding process,

the final data set was formalized through feature engineering tasks

(Table 1). All continuous variables were converted to categorical after

an initial evaluation through a LR model using their original state, with

the decision to transform based onmodel performance.

2.3 Statistical analyses

Descriptive statistics consisting of the number of visits and percent-

age were used to analyze the data. χ2 statistics were used to assess

independence of each variable with respect to the outcome. Following

previous research1,12,22 the data were partitioned into approximately

70% training and 30% testing using random sampling, while maintain-

ing the relative ratios of the values in the variables. The training setwas

used inmodel creation and the test setwas used for internal validation,

providing an unbiased evaluation of the resulting models.

The 3 machine learning algorithms; LR,1,23,26,28,31,34 naïve Bayes

(NB),15,34 and gradient boosting machine (GBM)22,35,36 were selected

based on their use in previous research. Sampling approaches and

detailed configuration for the machine learning algorithms can be

found in Table SE1 (Appendix E1).

Evaluation of model performance using the test set was measured

primarily using AUC with 95% confidence intervals (CIs) using the

DeLong method. Sensitivity, specificity, accuracy, positive prediction

value (PPV), and negative prediction value (NPV) were used as the

secondary measurements with 95% CI. To compare the secondary

measurements across the different machine learning algorithms, the

method of threshold-moving by fixing the specificity at 90% was

applied. The variables of importance were obtained from the model
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F IGURE 1 Total visits to the emergency department in 2017 and 2018, summarizing exclusions and data partitioning between training and
test set

with the highest AUC, for the GBM model this was achieved by using

relative influence, based on the associated average decrease in mean

squared error. The top variables of importance from the GBM refer-

ence model were used to create an additional low-dimensional model

that could potentially be deployed as a decision support tool.30

3 RESULTS

3.1 Characteristics of study dataset

The combined ED census for 2017 and 2018 was 75,676. A total of

3447 attendances were excluded from this study. Most patients (66%)

who did not wait had left before triage or were low acuity (Cate-

gory 4–5). Attendances excluded solely due to missing data were 357

(less than 0.5%). The final data set had 72,229 attendances related to

44,944 unique patients. The admission rate at approximately 15%was

distributed between the training and test sets, emphasizing the class

imbalance between “admission” and “discharged” (Figure 1).

Neonates had the highest rate of admission at 34.4%, but lowest

rate of attendances to the ED (1.9%). Most admissions are infants at

35.5%. The admission rate increased according to the triage category,

showing a rate of 39.5% for triage 1–2 and down to 5% for triage 4–

5. Patients allocated at triage to one of the resuscitation bays showed

a high percentage rate of admission at 55.2%. The greater the dis-

tance the patient must travel to the ED, the more likely that this will

result in an outcome of admission, with admitting rates ranging from

9.9% for 0–2 km up to 29.3% for patients travelling 100 km or more.

Most patients arrive using private transport (94.6%), but those arriving

by ambulance have a higher admission rate (32.4%). Patients referred

from other hospitals have a greater rate of admission at 47.5%. Inter-

estingly 58.4% of the patient visits had no previous attendance to the

ED and 84.5% had no previous admissions, both applicable to within 1

year of the patient’s attendance; 63.2%of the EDvisits had no previous

admissions. The presenting complaint of “injury” had the highest num-

ber of attendances, making up 17.1% of the total, with a 5% admission

rate. Although, psychiatric presentations accounted for just 0.5%of the

attendances, the admission rate was the highest at 44.1% (Table 2).

The χ2 test for each variable produced a P < 0.001, except for

sex, weekday, month, and the Complex Chronic Condition of “Miscel-

laneous Other.” As a stepwise approach was taken to model creation

including these variables had no negative impact on performance, with

the Akaike information criterion reducing with the addition of each

variable (someof these steps arepresented inTable3). Further descrip-

tive statistics and results of the χ2 tests for significance are presented

in Table SE2 (Appendix E1).

3.2 Model generation and evaluation

We observed no significant improvement in AUC by applying the addi-

tional samplingmethods. TheGBMmodel achieved the highest AUC at

0.853 (95% CI, 0.846–0.859) and the highest sensitivity at 56.39 (95%

CI, 54.71–58.06), accuracy 85.07 (95% CI, 84.61–85.53), PPV 49.21

(95% CI, 47.63–50.79), and NPV 92.32 (95% CI, 91.93–92.69), making

it the best performing model based on AUC alone (Table 4). Results of

the application of additional sampling methods can be found in Table

SE3 (Appendix E1).

Incidentally, we also looked at the impact of removing patients pre-

senting with a psychiatric complaint from the LRmodel due to the high
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TABLE 2 Descriptive statistics for each variable with respect to the outcome

Admission Discharged

Variable Value No. visits % of visits No. visits % of visits P value

Age <0.001

0–28 days 479 4.5% 915 1.5%

28 days–23months 3818 35.5% 16,469 26.8%

2–5 years 2567 23.8% 17,830 29.0%

6–12 years 2564 23.8% 18,878 30.7%

13–18 years 1336 12.4% 7373 12.0%

Sex 0.036

Male 5926 55.1% 34,509 56.1%

Female 4838 44.9% 26,956 43.9%

Arrival mode <.001

Private transport 9515 88.4% 58,823 95.7%

Ambulance 1232 11.4% 2566 4.2%

Other 17 0.2% 76 0.1%

Referral source <0.001

Self 6771 62.9% 42,872 69.8%

Other hospitals 1072 10.0% 1184 1.9%

Swift/other clinic 119 1.1% 1073 1.7%

General Practitioner 2701 25.1% 16,019 26.1%

Other 101 0.9% 317 0.5%

Distance traveled <0.001

0–2K 723 6.7% 6566 10.7%

2–4K 1430 13.3% 11,852 19.3%

4–6K 1732 16.1% 9885 16.1%

6–10K 1638 15.2% 9480 15.4%

10–20K 1904 17.7% 10,223 16.6%

20–40K 1489 13.8% 7039 11.5%

40–60K 634 5.9% 2696 4.4%

60–100K 795 7.4% 2712 4.4%

100+K 419 3.9% 1012 1.6%

Triage category <0.001

0–1 5128 47.6% 7869 12.8%

3 4093 38.0% 24,495 39.8%

4-5 1543 14.3% 29,120 47.4%

Emergency department

location

<0.001

Resuscitation 2420 22.5% 1968 3.2%

Other 8344 77.5% 59,497 96.8%

Number of attendances in

last year

<0.001

0 6142 57.1% 36,063 58.7%

1 2093 19.4% 13,243 21.5%

2 1034 9.6% 5708 9.3%

3–4 925 8.6% 4206 6.8%

5+ 570 5.3% 2245 3.7%

(Continues)
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TABLE 2 (Continued)

Admission Discharged

Variable Value No. visits % of visits No. visits % of visits P value

Number of admissions in last

year

<0.001

0 8046 74.7% 53,022 86.3%

1 1353 12.6% 5595 9.1%

2 553 5.1% 1502 2.4%

3 289 2.7% 560 0.9%

4 171 1.6% 294 0.5%

5+ 352 3.3% 492 0.8%

Admission history <0.001

0 5682 52.8% 39,978 65.0%

1 5082 47.2% 21,487 35.0%

Presenting complaint (top 5) <0.001

Injury 611 5.7% 11,723 19.1%

Vomiting 1079 10.0% 3831 6.2%

Difficulty breathing 1101 10.2% 3572 5.8%

Abdominal pain 613 5.7% 3599 5.9%

Fever 644 6.0% 2916 4.7%

admission rate. This resulted in anAUCof 0.842 (95%CI, 0.835–0.849)

compared to 0.845 (95% CI, 0.838–0.852) for the model that included

psychiatric presentations.

Variables representing presenting complaint, triage category, refer-

ral source, registration month, first ED location after triage (resuscita-

tion or other), distance traveled, history of any admission, andweekday

were the top predictors from our GBMmodel (Figure 2). The rationale

for selecting the top 8 variables was based on the resulting AUC. The

top 7 variables, which excluded weekday, resulted in an AUC of 0.832

(95% CI, 0.825–0.838) and the top 9 variables (including registration

hour) produced an AUC of 0.833 (95% CI, 0.826–0.840). From the top

8 variables, a low-dimensional GBMmodel generated an AUC of 0.835

(95% CI, 0.829–0.842) and with a fixed specificity of 90%, produced

sensitivity of 52.61 (95% CI, 50.93–54.27), accuracy of 84.58 (95% CI,

84.12–85.03), PPV 47.16 (95% CI, 45.59–48.75), and NPV 91.80 (95%

CI, 91.41–92.17).

4 LIMITATIONS

Although, this researchwas limited to data from1EDof a tertiary stan-

dalone pediatric hospital in Ireland, our study shows that the variables

of importance consist of data that are routinely collected inmost hospi-

tals, therefore increasing model generalizability. Initial generalization

in our approach to developing a low-dimensional model was central.

We acknowledge data, such as serial age specific vitals, prehospital

interventions, pain scores, medications, anthropometrics, and tests

ordered could potentially improve model performance, but the objec-

tive of this study was to develop a model based on limited electronic

data availability. Outlined in our protocol,21 predictor-based limita-

tions include the lack of standardization of presenting complaints,

triage categories, and the grouping of ED location into “resuscita-

tion” or “other,” whose inclusion proved significant. Although, a strong

predictor in our model, the history of admission may contain past

admissions unrelated to the reason for presentation to the ED.

5 DISCUSSION

This study has created prediction models that are pedi-

atric focused,22–24 concentrating on low-dimensional early

prediction,1,28,37 comparing the performance of different machine

learning algorithms30,34,35 to identify the optimal model and proposed

utility for certain stakeholders (clinicians and bed flow managers).

Machine learning algorithms can predict the probability of admission

and discharge in the pediatric ED using routinely collected data

captured up to the post-triage process. We identified 8 key predictors

to create a further low-dimensional prediction model demonstrating

what can be achieved with a minimum data set, whose predictive

ability was not much different to themodel that included 33 variables.

Our GBM reference model with all predictors produced an AUC

of 0.853, which outperforms many other studies.1,2,34,37 Compared to

other pediatric studies,Gotoet al22 focusedonhospitalization at triage

predication and achieved an AUC of 0.80. Barak-Corren et al23 used

a progressive time approach and achieved an AUC of 0.868 after 10

minutes and 0.913 after 60 minutes; however, the study included data

volumes (6009 variables) that may not be available in many hospitals.

A lower number of variables may be more readily accessible and to
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TABLE 3 Stepwise approach to variable inclusion using logistic regression

Variables AIC Delta AIC AUC (95%CI)

Triage only (1,2,3,4,5) 0.745 (0.738–0.752)

Triage only (grouped 1–2, 3, 4–5) 36,207.7 4895.0 0.740 (0.734–0.747)

+Age group 35,986.3 4673.6 0.748 (0.739–0.757)

+Arrival mode 35,871.6 4558.9 0.757 (0.750–0.764)

+Referral source 33,931.4 2618.7 0.793 (0.785–0.799)

+Distance in kilometers 33,719.1 2406.4 0.800 (0.793–0.808)

+Admission history 33,363.2 2050.5 0.805 (0.799–0.812)

+Reattender (within 7 days) 33,115.3 1802.6 0.813 (0.806–0.820)

+ Presenting complaint 32,223.3 910.6 0.830 (0.823–0.837)

+ Emergency department location (resuscitation or other) 31,694.2 381.5 0.829 (0.822–0.837)

+Admitted in last 3 years 31,691.0 378.3 0.827 (0.820–0.834)

+Number of visits in last year 31,667.0 354.3 0.832 (0.826–0.839)

+Blood immunology group 31,595.2 282.5 0.837 (0.831–0.844)

+Digestive system group 31,579.5 266.8 0.835 (0.828–0.841)

+Admitted in last 7 days 31,547.4 234.7 0.834 (0.827–0.841)

+Admitted in last 30 days 31,529.5 216.8 0.835 (0.828–0.842)

+Number of admissions in last year 31,475.1 162.4 0.834 (0.827–0.840)

+Clinician type (ANP or other) 31,413.4 100.7 0.834 (0.828–0.841)

+ Infection control alert 31,409.8 97.1 0.835 (0.828–0.842)

+Complex chronic conditions 31,379.7 67.0 0.832 (0.825–0.839)

+Registration hour 31,347.6 34.9 0.838 (0.832–0.845)

+ Sex 31,326.2 13.5 0.834 (0.827–0.841)

+Weekday 31,320.3 7.6 0.834 (0.827–0.841)

+Registrationmonth (all variables) 31,312.7 0 0.845 (0.838–0.852)

Note: Delta AIC shows the difference in AIC between themodel with the best fit (lowest AIC) and the comparisonmodel.

Abbreviations: AIC, Akaike information criterion; ANP, advanced nurse practitioner; AUC, area under the curve; CI, confidence interval.

TABLE 4 Performance of machine learning algorithm at a fixed specificity of 90%, evaluated using the test set

Machine Learning Algorithm

AUC % Sensitivity %Accuracy % PPV %NPV

(95%CI) (95%CI) (95%CI) (95%CI) (95%CI)

Naïve Bayes 0.812 46.00 83.55 44.15 90.66

(0.805–0.819) (44.32–47.69) (83.07–84.02) (42.51–45.79) (90.24–91.06)

Logistic regression 0.845 55.28 84.91 48.71 92.14

(0.838–0.852) (53.60–56.96) (84.45–85.37) (47.13–50.30) (91.75–92.51)

Gradient boostingmachine 0.853 56.39 85.07 49.21 92.32

(0.846–0.859) (54.71–58.06) (84.61–85.53) (47.63–50.79) (91.93–92.69)

Abbreviations: AUC, area under the curve; CI, confidence interval; NPV, negative predictive value; PPV, positive predictive value.

generalize further, we followed the approach by Hong et al30 of iden-

tifying the top variables of importance from the best performingmodel

to create a further low-dimensional model.

The low-dimensional model was developed to demonstrate what

could be achieved with even fewer variables, the GBMmodel achieved

an AUC of 0.835. Apparent from this model is the exclusion of

patient age, which has been described as highly significant in many

studies,1,3,30 indicating a difference between general (adult and pedi-

atric) and exclusively pediatric settings. Age is a central component to

the Irish Children’s Triage System,27 and therefore it is still reflected

in the model. Also evident is the position of “admission history” as a

top predictor, pediatric patient history will be shorter and including an
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F IGURE 2 Variable importance according to the referencemodel for gradient boostingmachine. Importancemeasured by the average
decrease inmean squared error. Abbreviations: CCC, complex chronic condition; DRG, diagnosis related group; ED, emergency department

indication of any previous admissions proved significant. Other hos-

pitals with limited data may adopt a similar approach of discovering

useful variables that may differ from variables/characteristics used in

this and previous research to develop a predictionmodel.

Although the output of this prediction model could be used as a

binary score, the output as a probability would have far more use

in practice. For ED clinician use, instead of limiting the predictive

capabilities to admission or discharge, the probability output could

be used for streaming into “assessment for admission,” “fast track

for discharge,” and “senior review.”3 Compared to a non-streamed

approach, evidence has shown that grouping ED patients into work

streams results in a reduction in wait times and a shorter length of

stay in the ED, with limited evidence that grouping patients solely

based onwhether or not they are going to be hospitalized improves ED

patient flow.38,39 Sun et al37 proposed the model threshold should be

adjusted based on the intended use in practice (clinician or bed man-

ager). As our model produces a lower sensitivity, the 8-variable model

with the threshold set at 0.5 achieves a specificity of 97.27 and could

be used by clinicians to identify patients to “fast track for discharge”

or “assessment for admission.” For patients that achieved an inter-

mediate probability, these may be more appropriate for the “senior

review” stream as their decision to admit or discharge may be more

difficult to assess.3 In the ED, senior clinician review improves patient

safety and departmental flow by increasing the accuracy of disposition

decisions.3,40

For bed management use, a low threshold of 0.28 on our model

produces a sensitivity of 52.61. Thiswould assist bedmanagers in iden-

tifying patients to be admitted, therefore speeding up the advance

bed planning process. Summing the individual admission probabilities

would provide a total number of beds required, without over inflating.

Bed managers might also use this total bed demand to make decisions

like expediting inpatient discharges to create capacity.41

There are many different approaches to deploying the output of

themodel. Some researchers suggest embedding the prediction results

within the electronic medical record,1,15,30 which would be useful

as additional decision support information in ED patient tracking

systems.34 System alerts could be used to prompt triage nurses to

trigger a bed request for patients with a high probability of admis-

sion, while awaiting clinical decision making.37 A simpler approach

would be for the model to power a dynamic dashboard,23 the output
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of our prediction models could be displayed on a real-time dashboard

for clinician or bed management use. Many groups have highlighted

the benefit of using dashboards in the ED to visualize current status

and overcrowding,42–44 adding an indication of potential admissions

and patients to be fast tracked for discharge at an early stage could

significantly improve situational awareness expediting patient care.

Prototypes demonstrating the intended use are shown in Figures SE1

and SE2 (Appendix E1).

This study has developed a low-dimensional model that predicts

admissions and discharges from a pediatric ED using data collected

early in the patient’s journey. Future work could analyze both the false

positives and false negatives to gain an understanding of the imple-

mentation of these prediction models. Further research could expand

this study beyond 1 hospital site to a network of hospitals. This would

further the development of a robust and reliable model capable of

positively affecting the patient’s journey.
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