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Abstract

Aims Predicting the risk of malignant arrhythmias (MA) in hospitalized patients with heart failure (HF) is challenging. Ma-
chine learning (ML) can handle a large volume of complex data more effectively than traditional statistical methods. This study
explored the feasibility of ML methods for predicting the risk of MA in hospitalized HF patients.
Methods and results We evaluated the baseline data and MA events of 2794 hospitalized HF patients in the HF cohort in
Anhui Province and randomly divided the study population into training and validation sets in a 7:3 ratio. The Lasso-logistic
regression, multivariate adaptive regression splines (MARS), classification and regression tree (CART), random forest (RF),
and eXtreme gradient boosting (XGBoost) algorithms were used to construct risk prediction models in the training set, and
model performance was verified in the validation set. The area under the receiver operating characteristic curve (AUC) and
Brier score were employed to evaluate the discrimination and calibration of the model, respectively. Clinical utility of the
Lasso-logistic regression model was analysed using decision curve analysis (DCA). The median (Q1, Q3) age of the study pop-
ulation was 70 (61, 77) years, and 39.5% were female. MA events occurred in 117 patients (4.2%) during hospitalization. In the
training set (n = 1964), the AUC of the XGBoost model was 0.998 [95% confidence interval (CI) 0.997–1.000], which was higher
than the other models (all P < 0.001). In the validation set (n = 830), there was no significant difference in AUC of
Lasso-logistic model 1 [AUC: 0.867 (95% CI 0.819–0.915)], Lasso-logistic model 2 [AUC: 0.828 (95% CI 0.764–0.892)], MARS
model [AUC: 0.852 (95% CI 0.793–0.910)], RF model [AUC: 0.804 (95% CI 0.726–0.881)], and XGBoost model [AUC: 0.864
(95% CI 0.810–0.918); all P > 0.05], which were higher than that of CART model [AUC: 0.743 (95% CI 0.661–0.824); all
P < 0.05]. Brier scores for all prediction models were less than 0.05. DCA results showed that the Lasso-logistic model had
a net clinical benefit. Oral antiarrhythmic drug, left bundle branch block, serum magnesium, D-dimer, and random blood
glucose were significant predictors in half or more of the models.
Conclusions The current study findings suggest that ML models based on the Lasso-logistic regression, MARS, RF, and
XGBoost algorithms can effectively predict the risk of MA in hospitalized HF patients. The Lasso-logistic model had better
clinical interpretability and ease of use than the other models.
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Introduction

According to the latest epidemiological survey, the
prevalence of heart failure (HF) among Chinese adults
(aged ≥ 35 years) has risen to 1.3%, with an estimated 13.7
million people with HF and a mortality rate of 4.1% among

hospitalized patients with HF.1,2 Malignant arrhythmia, repre-
sented by persistent ventricular tachycardia or ventricular
fibrillation, is the primary cause of sudden cardiac death
(SCD) in hospitalized patients with HF, and its initiation and
maintenance are the result of a combination of many
factors.3 It is of important practical value to accurately and
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effectively predict the occurrence of malignant arrhythmia
and screen for the key predictors to guide clinical decisions
and improve the prognosis of patients.

However, SCD risk prediction for patients with HF is
currently mainly focused on the out-of-hospital follow-up
period.4,5 There is no effective prediction method for malig-
nant arrhythmia events during hospitalization. In addition,
the clinical data of patients with HF are structurally complex
and contain high-dimensional, interactive, multisource, and
non-linear data, which makes traditional hypothesis-driven
statistical analysis difficult to effectively perform.6 At present,
traditional HF risk prediction tools have modest predictive
power.7–9

In recent years, machine learning (ML) technology based
on data-driven decision-making has developed rapidly and
demonstrated great potential in the diagnosis, classification,
and prediction of HF.10,11 Whether the effective prediction
of malignant arrhythmia can be realized through ML urgently
needs to be explored.

In this study, we applied multiple ML algorithms to con-
struct a malignant arrhythmia risk prediction model in hospi-
talized HF patients. Meanwhile, regularization techniques
were combinedwith traditional logistic regression as contrasts
to screen out the optimal model and important predictors.

Methods

Study population and protocol

Data for this study were obtained from the Anhui HF cohort
(a prospective, multicentre, and observational clinical registry
study). The subjects were patients who were hospitalized for
HF in the Department of Cardiology of participating hospitals
during the period from December 2016 to October 2018. The
inclusion criteria were as follows: (i) age > 18 years old and
(ii) the diagnostic criteria for HF were met according to the
Chinese Guidelines for the Diagnosis and Treatment of Heart
Failure 201412 and the New York Heart Association functional
classification II–IV [left ventricular ejection fraction
(LVEF) < = 50% or LVEF > 50% but amino-terminal pro-brain
natriuretic peptide > 400 ng/L]. The exclusion criteria were
as follows: (i) acute myocardial infarction within the past
3 months and (ii) the patient was unable to communicate ef-
fectively or follow up as planned. The detailed study protocol
is available in the Chinese Clinical Trials Registry (Registration
number: ChiCTR-POC-16010100). The study protocol was in
accordance with the tenets of the Declaration of Helsinki
and approved by the Hospital Ethics Committee (Approved
No. of ethics committee: 2016-163).

This study extracted and analysed the baseline data of the
Anhui HF cohort study, and the study endpoint was malignant
arrhythmic events during hospitalization. Malignant arrhyth-
mias were defined as sustained ventricular tachycardia or

ventricular fibrillation requiring intravenous antiarrhythmic
medication or electrical cardioversion or defibrillation
intervention.

Data collection and preprocessing

Information about the patients’ demographics, medical his-
tory, history of cardiac surgery, vital signs on admission, first
electrocardiogram, echocardiography, laboratory tests (rou-
tine blood tests, blood biochemical tests, blood coagulation
tests, thyroid hormones, and some cardiac biomarkers), and
medication was collected in detail. Clinical features with
missing data in ≥30% of patients were removed, and features
with missing data for <30% of the patients were subjected to
multiple imputation, and sensitivity analysis was performed
on the imputed data (Supporting Information, Table S1). As
the range of different features varied widely and some of
the utilized algorithms required the data to be normalized,
Z-score normalization was performed after imputation.
Ultimately, 103 clinical features were used for model devel-
opment (Table S2).

Model development and evaluation

All the subjects were randomly divided into a training set and
a validation set at a ratio of 7:3. Model development and pre-
liminary evaluation were performed in the training set, and
model performance was verified with the validation set. The
risk prediction models were constructed using Lasso-logistic
regression, multivariate adaptive regression splines (MARS),
classification and regression tree (CART), random forest,
and the eXtreme gradient boosting (XGboost) algorithm.
Lasso regularization was applied to reduce the data dimen-
sion for 103 clinical features. Using 10-fold cross-validation,
logλ1 was obtained for the maximum area under the receiver
operating characteristic curve (AUC), and logλ2 was obtained
for 1 standard error from the maximum AUC (Figure S1). The
features screened out by Lasso regularization were included
in the multivariate logistic regression by the enter method,
and Lasso-logistic models 1 and 2 were constructed with
the features with P < 0.05. The optimal parameter settings
for the other ML models are shown in Table S3.

Receiver operating characteristic curves were drawn, and
the model discrimination was quantified by the AUC, which
was taken as the main index of model selection. Platt scaling
method was used to probabilistically calibrate the output of
the ML model, the calibration curves were drawn, and Brier
scores were calculated to evaluate the model calibration.
Brier score was defined as the mean squared difference
between the observed and the predicted outcomes (range,
0–1), with smaller values indicating better calibration of the
model. In addition, the clinical utility of the Lasso-logistic
model was evaluated by decision curve analysis.
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Statistical analysis

Continuous variables are expressed as the means ± standard
deviation or median (first quartile, third quartile). Categorical
variables are expressed as frequencies (percentages). Contin-
uous variables were compared between groups using Stu-
dent’s t-test or the Mann–Whitney U test. Categorical
variables were compared between groups using the χ2 test
or Fisher’s exact test. Delong’s test was used to compare
the discrimination of the prediction models. All statistical
tests were two-tailed, and P < 0.05 was set as the signifi-
cance level. R statistical software, Version 3.6.0 (The R Foun-
dation for Statistical Computing, Vienna, Austria), was used
for all statistical analyses.

Results

Participants’ characteristics

A total of 3107 patients from 16 participating hospitals were
enrolled in the Anhui HF cohort, and 313 patients were

excluded due to duplicate enrolment or missing electrocar-
diogram or echocardiography indicators. Finally, 2794
patients were included in this study for statistical analysis
(median age was 70 (61, 77) years, 39.5% female), including
1964 patients in the training set and 830 patients in the
validation set (Figure 1). The main baseline characteristics
of the patients are presented in Table 1. (Refer to Table S4
for complete information). A total of 117 patients (4.2%)
experienced malignant arrhythmia during hospitalization,
including 76 patients (65.0%) in the training set.

Important features and model performance

In this study, six risk prediction models, including
Lasso-logistic model 1, Lasso-logistic model 2, the MARS
model, the CART model, the random forest model, and the
XGBoost model, were established for the malignant arrhyth-
mia events of hospitalized patients with HF. The important
features and model performance of each prediction model
are shown in Table 2.

Figure 1 Flow chart of the study protocol. CART, classification and regression tree; ECG, electrocardiogram; Echo, Echocardiography; HF, heart failure;
MARS, multivariate adaptive regression splines; RF, random forest; ROC, receiver operating characteristic; XGBoost, eXtreme gradient boosting.
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Lasso-logistic model

Lasso regularization with logλ1 as the optimal parameter
screened out 13 potential predictors. After adjustment by
multivariate logistic regression, the following nine factors
were independent predictors of malignant arrhythmia in hos-
pitalized patients with HF: left bundle branch block (LBBB)
[odds ratio (OR) 14.99 (8.48, 26.50), P < 0.001], oral antiar-
rhythmic drug [OR 5.71(3.28, 9.93), P < 0.001], antithrom-
botic drug [OR 0.28(0.16, 0.50), P < 0.001], serum
magnesium (Mg) [OR 1.61 (1.37, 1.88), P < 0.001], LVEF
[OR 0.66 (0.49, 0.88), P = 0.006], cardiac metabolic drug
[OR 2.57 (1.36, 4.87), P = 0.004], D-dimer [OR 1.30 (1.13,
1.50), P < 0.001], body mass index [OR 0.56 (0.41, 0.79),
P < 0.001], and random blood glucose (RBG) [OR 1.40
(1.13, 1.73), P = 0.002]. Lasso regularization with logλ2
as the optimal parameter screened out four potential
predictors. After adjustment by multivariate logistic regres-
sion, LBBB [OR 13.57 (8.04, 22.93), P < 0.001], oral antiar-
rhythmic drug [OR 5.14 (3.07, 8.61), P < 0.001], Mg [OR
1.52 (1.30, 1.78), P < 0.001], and lactate dehydrogenase
[OR 1.28 (1.13, 1.45), P < 0.001] were all independent
predictors.

Other machine learning models

In other ML models, the contribution of clinical features to
outcomes was ranked. The MARS model consisted of 14
features, while the CART model consisted of five features
(Figure 2). Among the integrated algorithm models, random
forest and XGBoost, only the top 15 ranked features were
listed (Figures S2 and S3).

Model performance

Figure 3 shows the receiver operating characteristic curves
and AUC values for the models. In the training set, the AUC
value of the XGBoost model was the highest and was signifi-
cantly higher than that of the other models (all P < 0.001).
The MARS model followed, with higher AUC values than
Lasso-logistic models 1 and 2, the CART model, and the ran-
dom forest model (P = 0.049, P < 0.001, P < 0.001, and
P < 0.001, respectively). Third was Lasso-logistic model 1,
which had higher AUC values than Lasso-logistic model 2,
the CART model, and the random forest model (P = 0.037,
P < 0.001, and P < 0.001, respectively). Fourth was

Table 1 Main baseline characteristics of patients in the training and validation sets

Variable Training set (N = 1964) Validation set (N = 830) P value

Age (years) 70 (61,77) 69 (61,77) 0.237
Female 776 (39.5) 327 (39.4) 0.955
BMI (kg/m2) 23 (21, 26) 24 (21, 27) 0.039
Heart rate (beats/min) 78 (68, 90) 79 (70, 91) 0.370
SBP (mmHg) 128 (114, 143) 129 (115, 144) 0.190
Hospital stay (days) 9 (7, 12) 9 (7, 12) 0.345
NYHA class II 349 (17.8) 159 (19.2) 0.385
Coronary heart disease 898 (45.7) 374 (45.1) 0.748
Hypertension 1008 (51.3) 430 (51.8) 0.815
Atrial flutter or fibrillation 700 (35.6) 296 (35.7) 0.992
Diabetes mellitus 443 (22.6) 176 (21.2) 0.432
COPD 100 (5.1) 39 (4.7) 0.663
QRSd ≧ 120 ms 754(38.4) 302(36.4) 0.318
LBBB morphology 283 (14.4) 114 (13.7) 0.641
LVEF (%) 46 (33, 61) 44 (33, 60) 0.188
NT-proBNP (pg/mL) 2443 (1411, 4657) 2521 (1450, 4930) 0.537
Scr (μmol/L) 85 (69, 109) 84 (69, 108) 0.710
CRT/ICD 92 (4.7) 46 (5.5) 0.339
PCI/CABG 261 (13.3) 116 (14.0) 0.627
ARNI/ACEI/ARB 1287 (65.5) 547 (65.9) 0.849
Beta blocker 1268 (64.6) 523 (63.0) 0.435
Antisterone 1751 (89.2) 746 (89.9) 0.570
Loop diuretic 1829 (93.1) 766 (92.3) 0.432
Cardiotonic drug 1226 (62.4) 530 (63.9) 0.474
Nitrate 1058 (53.9) 457 (55.1) 0.564
Oral antiarrhythmic drug 452 (23.0) 200 (24.1) 0.537
Chinese medicine 144 (7.3) 55 (6.6) 0.508

ACEI, angiotensin converting enzyme inhibitor; ARB, angiotensin receptor antagonist; ARNI, angiotensin receptor neprilysin inhibitor;
BMI, body mass index; CABG, coronary artery bypass graft; COPD, chronic obstructive pulmonary diseases; CRT, cardiac resynchronization
therapy; ICD, implantable cardioverter defibrillator; LBBB, left bundle branch block; LVEF, left ventricular ejection fraction; NT-proBNP,
amino-terminal pro-brain natriuretic peptide; NYHA functional class, New York Heart Association functional class; PCI, percutaneous
coronary intervention; QRSd, QRS duration; SBP, systolic blood pressure; Scr, serum creatinine.
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Lasso-logistic model 2, with higher AUC values than the CART
model and the random forest model (P < 0.001 and
P = 0.004, respectively). AUC values were similar between
the CART model and the random forest model (P = 0.891).
In the validation set, the AUC value of Lasso-logistic model
1 was the highest, but there were no significant differences

in AUC values among Lasso-logistic models 1 and 2, the MARS
model, the random forest model, and the XGBoost model (all
P> 0.05), and the AUC values of these five prediction models
were higher than that of the CART model (P < 0.001,
P = 0.002, P < 0.001, P = 0.049, and P = 0.015, respectively).

Figure 4 shows the calibration curves for the models. Cali-
bration of the models was evaluated by the Brier score
method. The Brier scores of all models in both the training
set and the validation set were less than 0.05, indicating that
the predicted risk was in good agreement with the actual risk.

Figure 5 shows the decision curves of the Lasso-logistic
model. Both prediction models exhibited net clinical benefit
in the training set and validation set. When the threshold
probability was ≤40%, Lasso-logistic model 1 outperformed
model 2.

Discussion

In this study, based on the data of the Anhui HF cohort, mul-
tiple ML techniques were applied to construct a malignant
arrhythmia risk prediction model for the inpatient HF popu-
lation. Studies have shown that ML models can effectively
predict the risk of malignant arrhythmias in hospitalized HF
patients. Meanwhile, to overcome the shortcomings of
traditional statistical methods in feature selection and data
processing, we combined Lasso regularization with logistic
regression and found that the joint model had excellent
overall performance. In addition, some predictors of

Table 2 Important features and performance of different prediction models

Model Important features
Training set
AUC (95% CI)

Validation set
AUC (95% CI)

Training set Brier
score (95% CI)

Validation set Brier
score (95% CI)

Lasso-logistic model 1 LBBB, oral antiarrhythmic drug,
antithrombotic drug, Mg,
LVEF, cardiac metabolic drug,
D-dimer, BMI, RBG

0.905
(0.866–0.943)

0.867
(0.819–0.915)

0.027
(0.023–0.035)

0.042
(0.032–0.056)

Lasso-logistic model 2 LBBB, oral antiarrhythmic
drug, Mg, LDH

0.881
(0.844–0.918)

0.828
(0.764–0.892)

0.030
(0.026–0.039)

0.041
(0.031–0.054)

MARS LBBB, Mg, oral antiarrhythmic
drug, AST, antithrombotic
drug, TRPG, SPAP, D-dimer,
ALT, FS, WBC, RBG, globulin,
CO2

0.926
(0.896–0.955)

0.852
(0.793–0.910)

0.025
(0.020–0.032)

0.036
(0.027–0.049)

CART LBBB, myoglobin, oral
antiarrhythmic drug, FT4, LAD

0.773
(0.713–0.832)

0.743
(0.661–0.824)

0.026
(0.020–0.033)

0.042
(0.032–0.057)

Random forest (top15) Mg, LBBB, neutrophil, RBG,
CK, globulin, TP, MCV, CKMB, TSH,
LVEDD, WBC, LDH, MCH, CO2

0.779
(0.720–0.837)

0.804
(0.726–0.881)

0.034
(0.029–0.044)

0.040
(0.030–0.054)

XGBoost (top15) LBBB, Mg, oral antiarrhythmic
drug, CK, TSH, FT4, AST,
D-dimer, neutrophil, LAD,
MCV, SPAP, age, LVEF, LDL-C

0.998
(0.997–1.000)

0.864
(0.810–0.918)

0.005
(0.003–0.009)

0.037
(0.027–0.051)

ALT, alanine aminotransferase; AST, aspartate aminotransferase; BMI, body mass index; CK, creatine kinase; CKMB, creatine kinase MB
form; FS, fractional shortening; FT4, free tetraiodothyronine; LAD, left atrial diameter; LBBB, left bundle branch block; LDH, lactate dehy-
drogenase; LDL-C, low density lipoprotein cholesterol; LVEDD, left ventricular end diastolic diameter; LVEF, left ventricular ejection frac-
tion; MCH, mean corpuscular haemoglobin; MCV, mean corpuscular volume; RBG, random blood glucose; SPAP, systolic pulmonary
artery pressure; TP, total protein; TRPG, tricuspid regurgitant pressure gradient; TSH, thyroid stimulating hormone; WBC, leukocyte count.

Figure 2 Classification and regression tree (CART) analysis for malignant
arrhythmia. Below ‘Yes’ and ‘No’ in the boxes are the proportions of pa-
tients in each group with and without malignant arrhythmia. The ratios at
the bottom of the boxes represent the number of patients in each group
as a percentage of the study population. The colour of the boxes varies
with the incidence of malignant arrhythmias. LBBB, left bundle branch
block; LAD, left atrial diameter.
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malignant arrhythmias, such as oral antiarrhythmic drug,
LBBB, Mg, D-dimer, and RBG, were found in this study.

Malignant arrhythmias are the primary cause of SCD in pa-
tients with HF, and there is currently a lack of effective

prediction methods. In clinical practice, simple risk stratifica-
tion is mainly based on LVEF. However, the initiation and
maintenance of malignant arrhythmias are not only closely
related to the complex pathophysiological mechanism of HF

Figure 3 Receiver operating characteristic curves and AUCs of different prediction models. (A) Training set and (B) validation set. AUC, area under the
receiver operating characteristic curve; CART, classification and regression tree; MARS, multivariate adaptive regression splines; XGBoost, eXtreme gra-
dient boosting.

Figure 4 Calibration plots of predicted probabilities and actual proportions for different prediction models. (A) Training set and (B) validation set.
CART, classification and regression tree; MARS, multivariate adaptive regression splines; XGBoost, eXtreme gradient boosting.

Figure 5 Decision analysis curves of the Lasso-logistic models. (A) Training set and (B) validation set.
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but also influenced by many factors, including changes in au-
tonomic nervous system activity, metabolic disturbances,
electrolyte abnormalities, ischaemia, toxins, infectious
agents, and cardiac or noncardiac drugs, which makes the
predictive sensitivity of LVEF limited.3 Vaduganathan et al.
used multiple logistic regression to analyse over 30 baseline
characteristics of 4024 HFrEF patients in the EVEREST trial
to construct a 1 year SCD risk prediction model.8 Male gen-
der, black race, diabetes mellitus, and ACEI/ARB use were
found to be potential predictors, but the discriminatory
power of the model was poor (C-statistic 0.57). For the HF
with preserved ejection fraction population, Adabag et al.
used Cox regression to analyse the baseline characteristics
of 4128 patients in the I-PRESERVE trial to construct a 5 year
SCD risk prediction model.5 Age, gender, diabetes mellitus,
history of myocardial infarction, LBBB, and amino-terminal
pro-brain natriuretic peptide were found to be independent
predictors of SCD, and the model had moderate discrimina-
tory power (C-statistic 0.75). Considering the higher risk of
deaths from non-sudden causes in HF patients, Shen et al.
also used the I-PRESERVE trial as the derivation cohort and
adopted a competing risk regression model to predict the risk
of sudden death.9 Model performance was found to decline
in the external validation of the CHARM-Preserved trial (C-
statistic 0.68–0.69) and the TOPCAT trial (C-statistic 0.64–
0.73). Because traditional regression methods are difficult
to effectively handle high-dimensional interaction informa-
tion in large data sets, this mechanistically limits the model’s
ability to predict complex relationships.

Machine learning techniques can overcome these limita-
tions. In dealing with complex data relationships, ML does
not need to assume the type of data distribution and the lin-
ear or non-linear relationship between features. Modelling by
computationally intensive iterative algorithms rather than
manually selecting features can help identify potential pre-
dictors and improve the predictive accuracy of the model.
Currently, several prognostic prediction studies for hyperten-
sion, coronary heart disease, and HF have revealed that the
XGBoost model and random forest model have higher predic-
tive accuracy than traditional regression models.13–17 These
two ML models are based on the boosting and bagging of in-
tegrated algorithms to improve model performance by the
concatenation of parallel weak classifiers into strong classi-
fiers. In this study, both the XGBoost model and the random
forest model could effectively predict malignant arrhythmia
in hospitalized patients with HF, and the discriminatory
power of the XGBoost model has potential advantages, while
the random forest model is more robust. MARS is a combina-
tion algorithm of classical linear regression, spline function,
and binary regression that can flexibly construct linear and
non-linear models for high-dimensional data and simulate
the interaction between features.18 In this study, MARS was
used to explore the complex relationship between HF and
malignant arrhythmia, and the overall performance was

found to be close to that of the XGBoost model. CART is an
algorithm based on the recursive binary splitting technique,
which has been studied for risk stratification of in-hospital
mortality in acute HF and SCD risk prediction in chronic
HF.19,20 In this study, the CART model consisting of five pre-
dictors had lower discriminatory power than the other
models, but its tree structure was concise and comprehensi-
ble, which may facilitate rapid bedside evaluation of patients
with HF.

The great potential of ML lies in the ability to achieve au-
tomated, real-time data updates to continuously ‘teach’ the
model, thereby continuously improving its prediction accu-
racy. However, real-world applications require a sufficient
trade-off between model accuracy, interpretability, and ease
of use. In addition to clinical outcomes, both doctors and
patients pay more attention to the substantial risk posed
by the various predictors, which facilitates physician
decision-making and patient education to proactively correct
potentially reversible risk factors, thereby improving the
prognosis of patients and optimizing the use of medical re-
sources. In this study, we combined Lasso regularization with
logistic regression and found that model 2 (consisting of only
four predictors) had good accuracy, interpretability, and ease
of use and could be used for the admission assessment of pa-
tients with HF. When the risk of malignant arrhythmias was
≤40%, model 1, consisting of nine predictors, conferred
higher clinical benefit.

Oral antiarrhythmic drug, LBBB, Mg, D-dimer, and RBG
were determined to be risk factors in half or more of the
models, indicating their great value for the prediction of ma-
lignant arrhythmias. In the present study, 23% of patients
were prescribed oral antiarrhythmic drugs during hospitaliza-
tion, including amiodarone in 96% and mexiletine or
propafenone in 4%. Antiarrhythmic drugs are well known to
have potentially arrhythmogenic effects, and the result of
this study is a reminder to standardize antiarrhythmic drug
therapy in patients with HF. The result of previous studies
have confirmed that LBBB and diabetes are closely associated
with SCD,5,8,21,22 and the risk for SCD increases when glucose
tolerance is impaired.23 This study further revealed that LBBB
and RBG were independent predictors of malignant arrhyth-
mia. The relationship between serum magnesium and SCD
is still controversial. A retrospective study of CCU patients
showed that hypermagnesemia was an independent predic-
tor of increased in-hospital mortality, but serum magnesium
levels were not associated with SCD.24 However, our study re-
vealed a significantly increased risk for malignant arrhythmias
with increased serum magnesium levels. Differences in study
conclusions may be attributed to different study populations,
with 50.7% of patients with acute myocardial infarction in the
CCU study. The results of a meta-analysis of seven prospec-
tive studies suggested that in HF patients, hypermagnesemia
with serum magnesium ≥ 1.05 mmol/L was associated with
an increased risk for cardiovascular mortality and all-cause
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mortality.25 In addition, patients with HF have a high risk of
thromboembolism.26 In this study, D-dimer and antithrom-
botic drugs were risk factors and protective factors for malig-
nant arrhythmia, respectively, suggesting that the risk for
thromboembolism might be related to malignant arrhythmia.
Of course, this finding needs further verification in subse-
quent studies.

Limitations

The current study has the following limitations. First, there
was an imbalance in the proportion of patients with and
without events, which may limit the accuracy of model classi-
fication. Therefore, multiple ML classification algorithms
were employed in this study to evaluate the discrimination
and calibration of the model in the training set and validation
set, respectively. Second, excluding features with data miss-
ing in ≥30% of the patients [glycosylated haemoglobin, post-
prandial glucose, C-reactive protein, troponin, and QT interval
(atrial fibrillation, bundle branch block, or pacing rhythm af-
fected accurate measurements)] may have affected the pre-
diction accuracy of the model. Third, recent studies have
revealed that dynamic changes in clinical characteristics influ-
ence SCD risk prediction.20 Although only the baseline char-
acteristics of the patients were considered in this study, the
endpoint of this study was an in-hospital event rather than
long-term prognosis; thus, the impact was expected to be
limited. Finally, the clinical application of the ML model still
needs further validation in an independent external cohort.

Conclusions

In conclusion, our study demonstrates that ML models based
on the Lasso-logistic regression, MARS, random forest, and
XGBoost algorithms can effectively predict the risk of
malignant arrhythmias in hospitalized HF patients. The
Lasso-logistic model had better clinical interpretability and
ease of use than the other models. Oral antiarrhythmic drugs,

LBBB, serum magnesium, D-dimer, and RBG were significant
predictors of malignant arrhythmias.
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