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A B S T R A C T   

Noise pollution is one of the major health risks in urban life. The approach to measurement and 
identification of noise sources needs to be improved and enhanced to reduce high costs. Long 
measurement times and the need for expensive equipment and trained personnel must be auto-
mated. Simplifying the identification of main noise sources and excluding residual and back-
ground noise allows more effective measures. By spatially filtering the acoustic scene and 
combining unsupervised learning with psychoacoustic features, this paper presents a prototype 
system capable of automated calculation of the contribution of individual noise sources to the 
total noise level. Pilot measurements were performed at three different locations in the city of 
Ljubljana, Slovenia. Equivalent sound pressure levels obtained with the device were compared to 
the results obtained by manually marking individual parts of each of the three measurements. The 
proposed approach correctly identified the main noise sources in the vicinity of the measurement 
points.   

1. Introduction 

Noise is defined as any sound we hear that is annoying. Unlike other environmental factors (e.g., electromagnetic fields, air pol-
lutants), humans can perceive noise through their own (auditory) system, which is constantly stimulated by events in the acoustic 
environment. 

Noise causes agitation, irritability, disturbs sleep, affects psychophysical state, reduces performance, concentration, and learning 
ability, and can trigger changes in social behaviour, [1–4]. Prolonged exposure to noise can lead to cardiovascular disease, [5–9], and 
metabolic disorders, which can develop into a disease state such as type 2 diabetes, [10–14]. Noise agitation causes atrial fibrillation, 
[15,16], and contributes to the worsening of asthma symptoms in adults [17,18]. As a result, psychoactive medications are increas-
ingly used due to excessive noise, [19–21]. Prolonged exposure to noise and agitation due to noise, especially road noise, also increases 
the likelihood of obesity, [22], and a negative impact on cognitive abilities has been demonstrated, [23,24]. 

In Europe, adverse public health effects of noise also have negative economic impacts. The cost of noise pollution is estimated at 35 
billion euros for anxiety, sleep disturbance at 34 billion euros, ischemic heart disease at 12 billion euros, and cognitive impairment in 
children at 5 million euros. Monetary costs may also result from lower property prices, lost work days, and restricted land use op-
portunities, [25]. 

The time, amplitude, frequency, and location-dependent complexity of environmental noise, as well as the simultaneous operation 
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of various sources, make it difficult to determine and deal with the negative effects of noise pollution. Many studies have shown that 
traffic is one of the major sources of noise pollution, especially in urban areas, particularly in the form of road traffic, rail traffic, 
airports and port activities [26–32]. Furthermore, mechanized industry is one of the largest contributors to noise, affecting a large 
portion of the working population. Tonal and harmonic noises predominate in rotating and reciprocating machinery, and a wide range 
in fluid power systems. Residential areas are also affected by noise from nearby businesses, construction sites, and rooftop installed 
systems (heat pumps, air conditioners). Exposure to environmental noise is a time-dependent process. Many noise sources don’t 
operate periodically, resulting in sound pressure level variations on various time scales, from 1 s (impulse sound) on the one hand to 
meteorological seasons on the other, which are influenced by weather and human activities, [33,34]. In addition to the time domain, 
noise sources are also diverse in the frequency domain. Due to the different mechanisms of sound generation, road traffic is a typical 
example of a broadband noise source. Tonal and high-frequency noise is generated by various warning sirens, while specific examples 
include high-speed trains and jet overflights. In general, environmental noise is defined in many studies and books with a frequency 
range from 20 Hz to 10,000 Hz, [35–40]. 

2. Background 

A common task in conducting environmental noise measurements is to identify and evaluate each noise source and its contribution 
to the total noise level. Reducing noise pollution has been shown to be most effective at the source itself. Identifying the noise source in 
question becomes difficult if the sound pressure level it generates is lower than that of the other noise sources in the vicinity of the 
measurement point (Fig. 1). 

The operation and generation of noise is random most of the time. This requires the presence of personnel during measurements. 
Working conditions must be documented and random sound events must be excluded. Common measurement techniques include: a) 
listening to the entire recording in the laboratory, b) excluding the selected noise source, which allows indirect comparison and 
calculation of its contribution to the total level, and c) improving the signal-to-noise ratio (SNR) by getting closer to the selected noise 
source, [41,42]. 

Sometimes none of the three techniques can be used. Noise sources often cannot be shut down (large industrial plants, ports, train 
stations, refineries, airports, construction sites, etc.) and coincident operation of multiple sources has significant effects on the total 
noise level. In addition, more often than not, we unable to get to the noise sources as close as we would desire. Control measurements 
are required when modelling sound propagation. Only both approaches together provide a good assessment for evaluating multiple 
noise sources and their significance. Operating times, geometry, terrain topography, etc. must be carefully defined. Working with 
different software and different propagation models increases the uncertainty of the calculations, and the constant updating of 
standards and laws only deepens the problem. Therefore, the variability of the results is hidden at the administrative level, [29,43,44]. 
Several measurements must be made at different locations to extrapolate the values to a larger area using noise modelling, [43,45–52]. 
Continuous noise measurements are and always will be an important source of information. Unfortunately, the current approach is 
expensive due to long measurement times and sophisticated equipment. Only trained and experienced personnel can produce credible 
results. To reduce the cost of identification of noise sources, we need to automate environmental noise measurements. Exclusion of 
residual noise sources and background noise must become more efficient. We humans have evolved to the point where we can perceive 
and assess the acoustic scene quite easily. But the development of algorithms has allowed computers to better extract information to 
automate a variety of human tasks. An environmental noise classification system that mimics the actions of the human expert is the 
next logical step in reducing the cost of measurements. If we can automate the evaluation of different noise sources and their 
contribution to the total noise level, the fight against noise pollution can be greatly improved. People use sound pressure level (SPL) 

Fig. 1. Sound pressure levels from multiple sources. Measurements with a single microphone can only record the combined sound pressure level.  
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threshold, the direction of the noise source, and their knowledge and experience of different sounds to classify noise events in our 
environment. In the next sections, we describe our proposal to replicate the manual measurement process by using a microphone array 
for spatial filtering and unsupervised learning to identify different noise sources. 

3. Methods 

3.1. Source localization 

In recent years, the acoustic camera has become an indispensable device for localization and visualization of noise sources. Its 
popularity in various industries and acoustic research has spawned several variants of arrays for the detection of sound emission. Many 
versions are large and have a large number of sensors, which makes them unsuitable for continuous measurements, [53–59], especially 
in the low frequency range, [60–68]. Microphone arrays for environmental noise measurements are more or less limited to single use 
cases and for the purpose of increasing SNR by forming a synthesized signal from all microphones, [53–55,69–77]. Environmental 
noise measurements assume far-field conditions and sound wave propagation can be simplified because the low-frequency wave-
lengths are many times smaller than the distances between different noise sources and the measurement point. A two-dimensional and 
ground-parallel sound propagation is assumed and only the azimuthal direction of the sound events is enough for a sufficient detection 
of the arrival direction (DAO) (Fig. 3.a). A small horizontal 4-channel array with a diameter of 30 mm was developed and coupled to an 
analogue-to-digital converter with a 192 kHz sampling rate (Fig. 2.a). Pairing the device with a class 1 sound level meter (SLM), as 
shown in Fig. 2.b, provided us with calibrated sound pressure level values. 

The simultaneous acquisition of four sound signals is processed for the purpose of localizing the sound source on a two-dimensional 
plane. The simplicity of the delay-and-sum algorithm (DAS) and average square difference function (ASDF) enabled to combine all six 
pairs of microphones. The method of delay, subtract and sum (DSS) was developed by implementing the concepts of differential 
microphone arrays. By synergizing two different approaches, the algorithm allows the system to be computationally inexpensive while 
still detect the direction of sound emission in the frequency range of most of environmental noise sources. The combination of array 
size and algorithm performance have been tested in our previous studies, [42,78–81]. ASDF is applied to all individual microphone 
pairs, which are then summed up. The essence of the DSS algorithm is shown in Fig. 3. The individual microphone pairs provide a 180◦

mirrored ASDF (Fig. 3.b), but when we combine their results, we obtain a rather narrow beam in the direction of the most dominant 
source (Fig. 3.c). 

The known equivalent sound pressure level LA,eq,T is extended into the spatial domain by including the detection of DOA within the 
“fast” time constant t of 125 ms. It is applied as the sum of all noise sources from 0 to 2π near the measurement point in the time interval 
T. The most dominant direction (φ) of the noise immission is calculated and stored together with the value of the instantaneous SPL Lp 

in time t. The immission directivity describes the temporal-spatial dynamics of environmental noise, [42,78–81]. The inclusion of the 
spatial domain helps to reveal the details of the acoustic scene and allows the implementation of new features to better identify and 
classify the dominant noise sources. Eq. (1) defines the immission directivity: 

LA,eq,T = 10 log
[

1
T

∫ T

0

∫ 2π

0
10

Lp (t,φ)
10 dφdt

]

(1) 

The equivalent level LA,eq is not able to differentiate between scenarios where multiple sources are present near the measurement 
point. Therefore, the parameters currently used in environmental noise measurements are in some sense insufficient for the study of 
the acoustic scene. The immission directivity establishes a link between the location of sources and their contribution to the total noise 

Fig. 2. a) Microphone array in anechoic chamber, b) Prototype paired with calibrated SLM for noise measurements.  
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level. With its introduction, the lengthy, costly, and detailed measurements are no longer necessary. The concept of immission 
directivity does not require any post-processing. Three environmental noise scenarios with three different noise sources were simu-
lated. Their contribution to the total sound pressure level can be seen in Fig. 4. Although all three examples have the same LA,eq of 64 
dBA, the immission directivity polar plot reveals their differences. 

If we look at the lobes of the immission directivity from Fig. 4.a, we can see that the noise sources are relatively large and their 
individual contribution to LA,eq is comparable. On the other hand, the contribution of noise source 3 in the example in Fig. 4.b is very 
large. The narrow lobe indicates that the source is either very distant or very small with respect to the measurement point. With an 
operating probability of P = 0,85, the almost continuous operation outweighs the contributions of noise sources 1 and 2. The third 
example is shown in Fig. 4.c, where two noise sources operate with similar probability but different Lp at the immission point (mean 
value of 65 dBA for noise source 1 and 70 dBA for noise source 2). All parameters of the simulation are written in Table 1. 

The traceability of SPL to the units of SI is possible, since the immission directivity values are determined with a class 1 SLM. The 
coupling of the presented system with a calibrated instrument means that the results can be used as legally valid. 

The concept of immission directivity can be applied to another new feature: Source dominance Θ. With exclusion of LA,eq, the 
microphone array computes values from all observed directions within each integration time of 125 ms. Viewing all values simul-
taneously in the polar diagram of the immission directivity indicates how dominant the main noise source is compared to other noise 
sources or/and the acoustic scene as a whole. The polar diagram approaches a circular shape when all observed directions have similar 
values, which means that there is no obvious noise source around the measurement point. As the dominance of the noise source in-
creases, the beam becomes narrower and the shape of the polar plot diagram becomes more asymmetric. The source dominance Θ is 
calculated with Eq. (2): 

Θ= 1 −

∑D

i=1

∑
ASDF− 1

i∑
ASDF− 1

max

D
(2) 

The range of source dominance Θ is between 0 and 1. The maximum value within the observed directions is 
∑

ASDF− 1
max, and is used 

to normalize the feature Θ. The presence of a dominant noise source causes the value to approach 1, as does the sum in the right part of 
Eq. (2). In contrast, if there is no distinct noise source and only background noise is present, the sum of the 

∑
ASDF− 1 values for all 

directions is equal to the number of observed directions D and the value of Θ approaches 0 in this case. Exclusion of measurement 
sections without a dominant noise source is possible by spatial filtering. This significantly reduces irrelevant data and speeds up 
computation, identification and classification of noise sources. The calculation of their contribution to the total noise level can be 
automated. Signals from multiple microphones can be used to synthesize a signal for improved SNR, further enhancing feature 
extraction and thus classification of individual noise sources. Three different examples of noise source dominance Θ are shown in 
Fig. 5. The detected direction of dominant noise source and Lp plotted against time can be seen in Fig. 5.a. The beam pattern in example 
A is narrow and shows a very dominant source. When the beam pattern approaches a circular shape, there is no distinct noise source, 
bringing the value of Θ for example B close to 0. Compared to example A, example C shows a slightly less dominant noise source located 
in a different direction. In Fig. 5.b we can see the comparison of Θ values for all three examples that demonstrate how the introduction 
of spatial domain can be used to automate and improve the process of environmental noise measurement. 

3.2. Source classification 

So far, more or less all classification algorithms have been developed in combination with many different types of signal features. In 

Fig. 3. DOA detection with DSS algorithm: a) Plane sound waves are detected by a microphone array, b) ASDF is calculated for each pair of 
microphones, c) Beam pattern of the detected noise source is generated. 
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the early days of research, the goal was to develop a universal method for classifying all possible noise sources. However, this proved 
impossible, and ad hoc solutions were developed for specific types of environmental noise sources. Artificial neural networks (ANNs) 
have proven to outperform other classification algorithms in general, [82–89], but the learning process of the model requires a large 
amount of data if we want to fine-tune the classifier, [28,90,91], which is eventually developed mostly for a specific type of noise 
source, [92]. ANNs can be divided into two different groups: unsupervised and supervised. A variant of the unsupervised and 
competitive feed-forward types are self-organising maps (SOMs). They do not require training data for the learning process, as they 

Fig. 4. Three different scenarios with three different noise sources with different parameters and contributions to the total noise level at the 
immission point. 

Table 1 
Immission directivity simulation parameters.    

Noise source 1 Noise source 2 Noise source 3 

a) Lp 65 dBA ± 5 dBA 70 dBA ± 2 dBA 62 dBA ± 1 dBA 
Probability of occurrence P 0,3 0,15 0,2 
Direction of arrival 36◦ ± 6◦ 162◦ ± 18◦ 312◦ ± 12◦

b) Lp 65 dBA ± 5 dBA 70 dBA ± 4 dBA 62 dBA ± 2 dBA 
Probability of occurrence P 0,25 0,05 0,85 
Direction of arrival 36◦ ± 6◦ 162◦ ± 18◦ 312◦ ± 1◦

c) Lp 65 dBA ± 2 dBA 70 dBA ± 3 dBA 62 dBA ± 1 dBA 
Probability of occurrence P 0,25 0,2 0,1 
Direction of arrival 36◦ ± 3◦ 162◦ ± 6◦ 312◦ ± 9◦
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discover and thrive on presented data’s statistical similarities. The input space is then automatically clustered into different classes. A 
SOM consists of nodes or neurons and can be visualized as a grid-like neural network array. The radius of the neighborhood is 
determined by the number of neurons in the neighborhood of the best matching unit (BMU)/winning neuron. Each node is connected 
to weight vectors of the same dimension as the input space and at a specific position in the output space (map). Self-organising 
Kohonen neural networks have two layers, an input layer and an output layer, called the competitive layer. Each input neuron is 
connected to each neuron in the output layer, the latter being organized as a two-dimensional grid, [93]. 

The growing self-organising network (GSOM) uses automatic addition and subtraction of neurons and thus represents a more 
complex model of the fixed structure of the classical SOM. Thomas Villmann and Hans-Ulrich Bauer defined the GSOM in 1997, [94], 
and highlighted its main advantages in classifying the unknown structure of the input data. The topology of the output space is not 
fixed and is adjusted, similar to the neuron weights of the input space. 

Unsupervised learning has been shown to be comparable to other methods, citing real-time use as an advantage, since no pre-
liminary data needs to be introduced to the classifier, [95,96]. SOM has been used in a number of studies for fault diagnosis, [97–101], 
and has been shown to be a useful classification tool for vibration and acoustic signals. Based on a literature review of sound clas-
sification, unsupervised learning is not that commonly used because most recognition operations involve the classification of specific 
sounds. However, when working with larger datasets, unsupervised learning has been used to identify noise sources in water, [102, 
103], predict traffic noise, [104–106], and some research has been conducted on the general classification of noise sources in urban 
environments, [107–112]. In classification algorithms are only one half of an accurate classification system. The selection of appro-
priate features is equally, if not more, important. The science of human sound perception is called psychoacoustics and it studies the 
connection between the physical variables (physics) of sound and our sensory perception (psychology), [113]. Research on the use of 
psychoacoustics in the classification of environmental noise sources is very limited, [114–117], although its applicability and 
importance in this field has been demonstrated in recent years by many studies, [118–124], and its implementation in the standard 
ISO/TS 12913-2: 2018. 

The derivative and log dt/dp of the recorded sound included in this study provided an extended set of features. Newton’s difference 
quotient was used as a simple differentiation method, while the nonlinear transformation of the recorded signal in terms of log dt/dp 
was used as a decompressor. In this way, attenuation of large signal changes and amplification of smaller changes are achieved. Both 
techniques were presented and tested in one of our previous studies, [125]. Crest factor and zero crossings were added to the psy-
choacoustic features of loudness, sharpness, roughness, tonality, and fluctuation strength. These seven features were extracted from 
each input signal (original signal, its derivative, and log dt/dp) and formed a final vector with 21 values that represented the GSOM 
input space. 

3.3. Automation of measurements 

In recent years, we have done a lot of research on microphone arrays and environmental noise measurement. We have tried to 
mimic the human ability of acoustic spatial filtering as much as possible, [42,78–81,126,127]. The use of spatial domain offers great 
potential for better identification of individual noise sources and to better understand their temporal and spatial dynamics. 
State-of-the-art approach to the identification, evaluation, and classification of environmental noise sources is presented in this paper. 

Fig. 5. a) Sound pressure level and the detected direction of the dominant noise source plotted against time, b) Three different examples of source 
dominance Θ behaviour. 
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To mimic the human ability to spatially filter the acoustic environment (i.e., the Cocktail-Party effect), we have done much research 
and development in recent years in the area of microphone arrays for measuring environmental noise, [42,78–81,126,127]. The 
implementation of the spatial domain to environmental noise measurements offers exceptional potential for more efficient identifi-
cation of individual sources and clearer representation of the temporal and spatial dynamics of environmental noise. In this paper, we 
present a state-of-the-art approach for identifying environmental noise sources. 

The microphone array represents the use of our two ears, and simultaneous listening to all directions around the measurement point 
allows the calculation of the immission directivity and source dominance Θ. Reduction of data needed for correct noise source clas-
sification is possible through spatial filtering, while the synthesized signal from four microphones improves SNR, making noise source 
detection even more accurate. GSOM enables wide applicability of the device because noise sources vary in the environment, as each 
acoustic scene is different from another. Psychoacoustic features that directly describe human perception of sounds are perfect for an 
application where we want to mimic the actions of experts. The set of features is expanded by manipulating the acquired sound signal 
in the form of its derivative and log dt/dp, so that the input vector for the GSOM consists of 21 single-valued features. The reduced 
dimensionality of the input data enables real-time operation and speeds up the classification and identification environmental noise 
sources. 

The introduced elements of the device allow faster, more reliable, more objective and less expensive measurements. This is a step 
towards improving our health and the environment in which we live. Unsupervised learning, the use of spatial domain, psychoacoustic 
and other features allowed the development of an instrument that can determine the contribution of each noise source to the total noise 
level. By modernising the measurement process, indirect reduction of noise exposure is possible, resulting in less harmful effects on 
human well-being and health. The presented approach represents a paradigm shift in noise measurement and control. The proposed 
system was evaluated with three in situ measurements in the Slovenian capital Ljubljana. 

Fig. 6. a) Location of the measurement points in Ljubljana, b) Immission directivity for the measurement point near the railroad and the warehouse 
(MP1), c) Immission directivity at the parking lot of the Faculty of Mechanical Engineering (MP2), d) Immission directivity in the train station Moste 
(MP3), [128]. 
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4. Experimental results 

To properly test our system, described in chapter 3.1, three separate experiments were conducted in three different environments. 
Measurements were taken near different noise sources to represent the typical environmental noise assessment. The equivalent sound 
pressure levels of the noise sources were automatically determined by the apparatus and then compared to those of post-processing by 
a human expert. For each individual measurement, 5 h of data were collected, and classification took between 2 and 3 min to 
determine the number of classes (i.e., noise sources). The spatial resolution of the DOA detection was 6◦, resulting in 60 observed 
directions by the microphone array on a plane parallel to the ground. The presented system was coupled with a SLM Norsonic 140, 
which provided calibrated results of the sound pressure level. The three measurement points were located in the vicinity of the 
Slovenian capital Ljubljana (Fig. 6.a), and the experiments were conducted between 9 a.m. and 6 p.m. 

The measurement points (MP) seen in Fig. 6 were:  

• MP 1: Industrial zone Šǐska (46◦04′44′′ N, 14◦30′13′′ E),  
• MP 2: Parking lot – Faculty of Mechanical Engineering (46◦02′49′′ N, 14◦29′54′′ E),  
• MP 3: Vicinity of the train station Moste (46◦03′35′′ N, 14◦32′58′′ E). 

4.1. Industrial zone Šǐska 

The first measurement (MP1) took place in the immediate vicinity of the railroad and warehouses in the Šǐska industrial zone (IZ). 
In addition to trains and ventilation systems, noise was occasionally caused by unloading trucks and forklifts. The location of the 
measurement point and the calculated immission directivity is shown in Fig. 6.b. 

Immission directivity shows that practically all the noise came from the east in the direction of the railroad, the production and 
loading areas, and the warehouse of the industrial complex. The immission was more or less evenly distributed with slightly higher 
values at 330◦ and 342◦. Fig. 7.a shows the overall movement of the sound pressure level, the dominant direction and the source 
dominance as a function of time. All three parameters show the dynamics of the noise within the 5-h measurement. Short-term high 
sound level values were caused by passing trains. The increase in source dominance and the change in dominant direction are 
consistent with the change in Lp,A. Fig. 7.b shows a more detailed change of the recorded parameters. It can be clearly seen that a train 
came from the south side (at 270◦) and continued toward the north (0◦). The source dominance Θ reached a value above 0.4 when the 
train was closest to the measurement point. The stability of the determined dominant direction was affected because the apparatus was 
placed too close to the tracks. 

The individual sound events were then classified to determine the contribution or equivalent level value of each noise source in the 
vicinity of the measurement site. As a threshold for spatial filtering, we chose a value of 0.1 for the source dominance characteristic and 
an angle of 9◦ for the stationarity of the incident sound direction. These two boundaries were chosen based on the data in Fig. 7.a. The 
occurrence of individual classified groups is shown in Fig. 7.c. The eight identified classes roughly show the four different sections. 
Class 4 and 6 sound events were present during most of the measurement and included lower sound level values. The other two 
prominent sections of the measurement are classes 3 and 8 in the fourth hour of the measurement and 1 and 7 at the end of the first and 
beginning of the second hour of the measurement. 

The polar plot on Fig. 7.d shows the sound pressure level of individual classified data points in relation to their direction along with 
the immission directivity. Due to the spatial and temporal dynamics of noise at MP1, the large number of data points is also represented 
by their total number in each class, as can be seen in Fig. 7.e. We found that a large part of the data points were excluded from the 
classification and consequently from the calculation of the noise metrics due to nonstationarity of the sources because of their 
proximity (train) and the size of the source itself (industrial warehouse). 

Classes 4 and 6 contain the most datapoints and are directed towards the ventilation on the walls of the warehouses. Classes 2 and 5 
contained the fewest points, which were relatively scattered in the range from 315◦ to 45◦, indicating the noise of passing trains. The 
remaining four classes more or less pointed towards the southeastern part of the production areas, where the loading/unloading of 
trucks took place. 

Fig. 7. Recorded data of Lp,A, direction and source dominance Θ from MP1 of: a) The entire measurement, b) Train pass-by. Classified data points 
from MP1 plotted against: c) Time and Lp,A, d) Direction and Lp,A (together with immission directivity), d) direction by their total number in 
each class. 

Table 2 
Calculated values of LA,eq for each class from spatially filtered data recorded at MP1.  

Source LA,eq Source LA,eq 

Class 1 65,8 dBA Class 7 66,4 dBA 
Class 2 73,6 dBA Class 5 60,3 dBA 
Class 3 63,2 dBA Class 8 61,8 dBA 
Class 4 58,8 dBA Class 6 61,4 dBA 
All classes collectively 62,6 dBA Entire measurement 66,4 dBA  
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Summarizing the results presented in Fig. 7 and Table 2, the class 1 and class 7 data points can be attributed to the noise of 
unloading the load and the movement of the forklift. Class 2 covers the locomotive noise of the passenger train (lower number of data 
points, higher equivalent level value), while class 5 covers the noise of the railcars (directional scatter and higher number of data points 
compared to class 2). Classes 3 and 8 represent the noise of a truck and in some cases the diesel locomotive of a freight train, while 
classes 4 and 6 represent the ventilation of storage facilities/warehouses. 

Spatial filtering excluded 86% of the total measured data. From the classified data, we obtained an equivalent level almost 4 dBA 
lower than the measured one (Table 2), which is the result of eliminating points where the noise level was higher. The reason for this is 
the spatial filtering based on the stationarity of the direction, since it reaches a large dispersion in the presence of a passing train. We 
conclude that the detected direction with greater distance from the tracks would be more stationary, consequently bringing the 
equivalent level obtained with unfiltered datapoints closer to the measured equivalent level. 

4.2. Parking lot of Faculty of Mechanical Engineering 

The second measurement was performed in the parking lot of the Faculty of Mechanical Engineering of the University of Ljubljana. 
Noise sources, in addition to passing vehicles and people, were the compressor station and its ventilation system on the first floor of the 
Laboratory for Pumps, Compressors and Technical Acoustics, and the ventilation duct on the facade of the main building of the Faculty, 
north of the measurement location. The placement of the array in the parking lot can be seen in Fig. 6.c. 

It can be seen that the immission directivity has two prominent lobes to the east, exceeding the A-weighted equivalent level of 55 
dBA. The directions 354◦ and 18◦ and 24◦ mark the first floor window and the edge of the wall where the compressor station 
ventilation is installed. On the polar diagram with a much lower equivalent sound pressure level, other clear directions can be seen: 66◦

(ventilation duct on the facade of the main faculty building), 36◦ (intermediate direction between the two vents) and 318◦ (second slit 
of the obliquely opened window of the first floor). Although in this measurement there was no doubt about which source contributed 
the most to the total noise source, additional useful information can be obtained by analyzing the collected data of the whole mea-
surement. The noise level, dominant direction and source dominance Θ as a function of time can be seen in Fig. 8.a. 

Short-term drops in the recorded sound pressure level during the measurement clearly indicate that the compressor station was 
switched off. As a direct consequence, non-stationarity of the determined dominant direction is also observed, which, together with the 
decrease in the value of the source dominance Θ, indicates the absence of a dominant noise source. Fig. 8.b shows a part of the 
measurement where the detected dominant direction was stable and the sound pressure level was higher compared to the rest of the 
measurement. It can be seen that the noise source moved in the range of 90◦–270◦ and lasted less than half a minute, with single 
interruptions lasting about 1 s. 

The next step was to classify the individual sound events. Given the values of source dominance Θ of the entire measurement, as 
seen in Fig. 8.a, we chose a value of 0.2 as the threshold for spatial filtering. The stationarity angle of the sound incidence direction was 
the same as in the IZ ̌Sǐska measurement (9◦). The data points of the recorded sound pressure level, which were divided into six classes, 
are shown in Fig. 8.c, where three distinct regions can be seen. The data points of classes 1 and 6 occurred at the beginning of the 
measurement, i.e., in the first 15 min, and the points of classes 2 and 5 occurred essentially during most of the measurement. Class 3 
points occurred in two separate occasions, around the 80th and 190th minutes of the measurement. 

The polar diagram in Fig. 8.d shows the data points of each class as a function of direction and sound pressure level. It can be seen 
that the noise from class 3 from the range between 66◦ and 270◦, while the rest of the sound was captured from the range between 
0◦ and 66◦, with individual points between 270◦ and 0◦. 

Because of the large number of data points, Fig. 8.d is not particularly clear. It was necessary to display the individual classes 
according to the number of data points they contain. Fig. 8.e shows four polar diagrams. By far the largest number of data points were 
assigned to classes 2 and 5, i.e., the compressor station ventilation and the duct on the facade of the main faculty building. After 
listening to the recording, we identified class 4 as a scream that occurred at the beginning of the measurement and several times during 
the recording of the device to verify that the system was still working. Classes 1 and 6 represent speech coming from the compressor 
station area. Class 3 represents two specific moments in the measurement when the source was identified as murmurs from casual 
curious observers near the microphone array. 

Summarizing the results of the second measurement in the parking lot of the Faculty of Mechanical Engineering, we can conclude 
that the compressor station or its ventilation system on the first floor was responsible for most of the noise. We presume that if the 

Fig. 8. Recorded data of Lp,A, direction and source dominance Θ from MP2 of: a) The entire measurement, b) Train pass-by. Classified datapoints 
from MP2 plotted against: c) Time and Lp,A, d) Direction and Lp,A (together with immission directivity), d) direction by their total number in 
each class. 

Table 3 
Calculated values of LA,eq for each class from spatially filtered data recorded at MP2.  

Source LA,eq Source LA,eq 

Class 1 61,1 dBA Class 6 61,1 dBA 
Class 2 60,6 dBA Class 5 60,7 dBA 
Class 3 73,7 dBA Class 4 70,2 dBA 
All classes collectively 61,1 dBA Entire measurement 60,7 dBA  
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window was closed, the results would be different and the direction of the immission would be more balanced towards the ventilation 
system in the main building of the Faculty. However, this measurement allowed a clear distinction between each source based on 
spatial filtering and classification based on psychoacoustic characteristics. The determined equivalent level is also comparable to the 
measured one (Table 3), even though 73% of the measurement was filtered out due to the stationarity of the dominant direction and 
the source dominance Θ. Classes 2 and 5, which contain the most data points, had the same calculated and measured equivalent sound 
pressure level as the entire measurement, further confirming that the main noise source at MP2 was the ventilation system and 
compressor station itself. 

4.3. Train station Moste 

The third in-situ measurement was conducted near the Moste train station, where noise from passing trains, the Aquafil factory, and 
the container terminal could be heard. The measurement point was located on the gravel road, near the gardens and tool sheds used by 
local residents. 

Two separate directions can be distinguished by observing the immission directivity plot in Fig. 6.d. Most of the noise was emitted 
from directions of 24◦ and 270◦, and in general the majority of the noise came from the south and northeast. Short-term increases in 
SPL can be clearly seen in the data for the entire measurement in Fig. 9.a. This coincides with the scattered detection of the detected 
dominant direction and the increased source dominance Θ. These values are the consequence of gardening, unloading of containers 
and other impulse sound sources. Due to the low frequencies, the Θ values were generally the lowest compared to the other two 
measurements. Although the determined direction was quite non-stationary, we can conclude that most of the noise immission came 
from the northeast, as shown by the time course of the whole measurement. 

The time course of SPL, the dominant direction, and the feature Θ between the 262nd and 265th minutes of the measurement can be 
seen in Fig. 9.b. With the steady increase of SPL and Θ, the presence of a moving train south from the measurement point can be 
observed, as well as the impulse sound around the 262nd minute of the measurement. A value of 0.1 was chosen as the threshold for the 
source dominance feature Θ and an angle of 9◦ for the stationarity of the detected dominant direction. Fig. 9.c shows the allocation of 
the data into individual classes as a function of the measurement time. The data points of classes 5 and 8 dominate the section at the 
beginning of the measurement, while all briefly elevated SPL values are also clearly visible (mainly defined by class 7). 

As with MP1 and MP2, the results of MP3 had to be divided into four polar diagrams (see Fig. 9.d). Excluding direction 24◦, the train 
noise came from the range between 225◦ and 315◦ and was mostly classified into class 7. Some misclassifications resulted from other 
impulse noise and container terminal machinery noise. Most of the data were assigned to classes 2 and 4, representing container 
terminal noise. This was followed by classes 3 and 6, which were identified as low-frequency impulse noise from the tracks and also 
from the container terminal site after listening to the recording. 

When the value of Θ fell below 0.1, the data points with values of SPL were filtered out from the calculation of LA,eq, resulting in the 
equivalent level being 3.4 dBA higher than the value calculated from the whole measurement. If we omit classes 1 and 7, the other 
values in Table 4 are similar for both approaches. Noise most likely coming from the container terminal and Auqfil industrial complex, 
containing many low frequencies, was assigned to classes 5 and 8, and the lower dB values can be due to the A-weighting, which 
reduces their influence. Although the classification is not as clear as we had hoped, the immission directivity clearly indicates the two 
directions from which most noise arrived to MP3: south and northeast. 81% of the data were excluded due to spatial filtering, on par 
with cases MP1 and MP2 (86% and 73%, respectively). 

5. Discussion 

We compared the results of LA,eq of SPL to properly evaluate the prototype system and its assessment of different noise sources. The 
manual technique of listening and marking individual parts of each of the three measurements was very time consuming and also prone 
to errors due to the dynamics and noise of the acoustic environment. Comparing the time taken by the two techniques, the system 
required a maximum of 3 min, while the manual post-processing took more than an hour on average. The comparison of the results can 
be seen in Table 5. 

LA,eq discrepancies between results are inherent because it is impossible to obtain accurate values. In both the manual and auto-

Fig. 9. Recorded data of Lp,A, direction and source dominance Θ from MP3 of: a) The entire measurement, b) Train pass-by. Classified data points 
from MP3 plotted against: c) Time and Lp,A, d) Direction and Lp,A (together with immission directivity), d) direction by their total number in 
each class. 

Table 4 
Calculated values of LA,eq for each class from spatially filtered data recorded at MP3.  

Source LA,eq Source LA,eq 

Class 1 61,9 dBA Class 7 64,7 dBA 
Class 2 52,4 dBA Class 4 57,0 dBA 
Class 3 58,9 dBA Class 6 55,6 dBA 
Class 5 52,3 dBA Class 8 52,3 dBA 
All classes collectively 57,8 dBA Entire measurement 54,4 dBA  

J. Murovec et al.                                                                                                                                                                                                       



Heliyon 9 (2023) e12846

14

mated approaches, individual parts of the measurements are selected, which ultimately leads to data loss. In the manual filtering 
approach, the accuracy of selection and judgment is most important when listening to the entire 5-h recording, as the selection of 
representative parts is critical. On the other hand, the results obtained with the automatic method can be affected by quieter sources, 
(too) large sources, and fast-moving sources near the measurement point. The data is then consequently excluded from the calculation 
of the LA,eq. 

In the measurement at MP1 (IZ Šǐska), the determined equivalent level values (manually and with the system) of trucks and cargo 
unloading are comparable. There was a larger deviation for ventilation due to lower sound pressure levels and filtering based on the 
value of source dominance Θ. The largest deviation was for train noise. Due to the proximity of the tracks to the measurement point and 
the speed of the train, the system filtered out some higher values of the sound pressure level, resulting in a lower total equivalent level. 
If we also compare the differences in the total equivalent level (3.8 dBA), we can see that the train noise has a significant influence on 
the total sound level at MP1. 

For MP2, the largest deviations between manually and automatically determined values were for the residual sources (speech, 
murmuring, shouting). The immission directivity showed that the main source of noise in the parking lot of the Faculty of Mechanical 
Engineering, UL, was the ventilation of the compressor station. The difference between the marking of the data obtained with the 
prototype system and the manual marking is the smallest of all three cases, resulting in very similar equivalent levels of the total 
measurement (0.4 dBA). 

As a consequence of the low-frequency noise, the MP3 measurements showed the largest mismatch of LA,eq in the case of the Aquafil 
factory noise. The stationarity of the detected dominant direction was impaired, especially at low SPL. A similar observation can be 
made for the container terminal results. We can assume that these two sources are the main reason for the difference in LA,eq between 
the two approaches, which was 3.4 dBA. 

All in all, the results obtained with the presented system were comparable to those obtained manually. By combining the LA,eq 
values and the immission directivity values, it was possible to identify the main noise sources for all three measurements, thus 
achieving the main objective of the research. The prototype device and the approach based on the use of spatial domain suggest that 
conventional measurements may soon be replaced. The evaluation of noise sources will be less costly, time consuming and prone to 
human error. 

6. Conclusions 

Noise is an increasing pollutant and represents a major health risk, especially in urban life. For this reason, the approach to 
identifying noise sources needs to be improved because current approaches are costly, time-consuming, and prone to human error. Due 
to the dynamic nature and complexity of environmental noise, long measurement times and the need for expensive equipment and 
trained personnel are required. Simplifying and automating the identification of the main noise sources and excluding residual and 
background noise enables more effective measurements. 

The effectiveness of the proposed system for determining the contribution of each noise source to the total noise level was 
demonstrated. Long-term measurements provided comparable values for LA,eq, and with the implementation of a new concept of 
immission directivity, correct identification of the main noise sources for all three measurements was possible. 

This study shows that the inclusion of spatial domain extends the possibilities of automatic identification of environmental noise 
sources. Imission directivity and the feature of source dominance Θ proved to be of great value. Therefore, automatic calculation of 
equivalent sound pressure levels is faster, more reliable, more objective, and less expensive. The combination of localization, spatial 
filtering, use of psychoacoustic (and other) features, and unsupervised learning proved effective in mimicking the behaviour and 
experience of trained personnel. 

The effect of low-frequency noise on dominant direction detection and consequently on source dominance feature calculation and 
immission directivity has to be investigated futher. Implemented algorithms need to be adjusted and laboratory experiments con-
ducted. It is expected that an improved localization algorithm will be implemented while maintaining low computational costs so that 
future versions of the system will still be practical and economical. Further test measurements are planned for will be performed in 
different acoustic scenarios and together with a detailed the investigation of stationarity of the detected dominant direction of the 

Table 5 
LA,eq values extracted from MP1, MP2 and MP3.  

MP1 IZ Šǐska LA,eq MP2 Faculty of Mech. 
Eng. 

LA,eq MP3 Train station Moste LA,eq 

System Manually System Manually System Manually 

Cargo handling (C1 
& 7) 

67,0 
dBA 

66,2 dBA Speech (C1 & 6) 61,1 
dBA 

63,5 dBA Train (C1 & 7) 64,7 
dBA 

64,9 dBA 

Train (C2 & 5) 68,2 
dBA 

73,4 dBA Ventilation (C2 & 5) 60,6 
dBA 

61,3 dBA Aquafil (C5 & 8) 55,8 
dBA 

51,6 dBA 

Truck (C3 & 8) 62,6 
dBA 

61,0 dBA Curious observers (C3) 73,7 
dBA 

71,4 dBA Container terminal (C2 & 4) 56,4 
dBA 

53,0 dBA 

Ventilation (C4 & 6) 60,4 
dBA 

56,7 dBA Yelling (test) (C4) 70,2 
dBA 

72,0 dBA Low frequency impulse noise 
(C3 & 6) 

52,3 
dBA 

52,9 dBA 

Entire measurement 62,6 
dBA 

66,4 dBA Entire measurement 61,1 
dBA 

60,7 dBA Entire measurement 57,8 
dBA 

54,4 dBA  
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sound immission. Nevertheless, the presented device is a step in the right direction to reduce noise pollution more effectively by 
continuous measurements to identify noise sources. 

The results of the presented pilot measurements at different locations in the city of Ljubljana, Slovenia, provided us with excep-
tional results and a great starting point for further improvements regarding the possibility of automatic identification of environmental 
noise sources and calculation of their equivalent sound pressure levels. 
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