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Food safety issues are inextricably linked to people’s lives and, in extreme cases, endanger public safety and social stability. People
are becoming increasingly concerned about food safety issues in a modern society with high-quality economic development.
People’s incomes are increasing day by day as the economy continues to grow, and the tourism industry has grown by leaps and
bounds. However, many problems arose, such as the issue of food safety in tourism. Tourism food safety issues affect not only the
development of the food industry but also the development of tourism. Food safety oversight of tourist attractions has always been
a relatively concerning issue in the country, and it is also something that the general public is concerned about. It can be said that
food safety supervision of tourist attractions is the most important thing in food safety supervision. In this context, it becomes an
important task to evaluate the safety of tourist food. This work proposes a multiscale convolutional neural network (AMCNN)
combined with neural networks and attention layers to realize the safety and quality evaluation of tourist food. The algorithm uses
the lightweight Xception network as a basic model and utilizes multiscale depth-separable convolution modules of different sizes
for feature extraction and fusion to extract richer food safety feature information. Furthermore, the convolutional attention
module (CBAM) is embedded on the basis of the multiscale convolutional neural network, which makes the network model focus
more on discriminative features.

1. Introduction

Tourism has become an important part of people’s daily
lives, and holiday travel has become a very important way of
consumption for people to meet their daily needs. China not
only has a large population but also is very rich in tourism
resources. Tourism includes play, food, accommodation,
shopping, and many other aspects and plays an important
role in promoting the development of the national economy.
Food in tourist attractions is an important part of tourism,
and food has always played an important role as an element
in the process of tourism. Particularly, now, a lot of tourism
activities are themselves food-centric. For example, various
food festivals and beer festivals are often held all over the

country, and the purpose of tourism is to consume various
foods, so the importance of food safety in tourism is obvious.
Food safety is a priority for most people. Food safety in
tourist attractions not only is related to the health of every
tourist but also highlights the image of a region as well as the
economic development and social stability of the region. In
the tourism income of domestic tourists, the proportion of
the main tourism of the six elements of food, accommo-
dation, travel, shopping, and entertainment is not large, and
the scenic spot ticket income only accounts for 2.37% of the
total tourism income. However, the income from eating,
accommodation, transportation, shopping, entertainment,
and so on generated by its drive accounted for 97.63%, and
food consumption accounted for a large proportion [1-5].


mailto:20120892@stumail.hbu.edu.cn
https://orcid.org/0000-0001-5152-5948
https://orcid.org/0000-0001-5742-2122
https://orcid.org/0000-0002-4194-2761
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/9493415

Tourism food safety mainly covers the following points:
first, the catering services that tourists receive in restaurants,
tourist attractions, and the means of transportation they
take; second, buying special food products in tourist at-
tractions and on the way; third, the catering services, food
shopping, and picking activities that tourists receive during
the travel process that may have food safety problems.
Particularly in some tourism products centered on food,
such as some food festival tourism and snack square tourism,
it is more likely to become the source of food safety
problems. First of all, the country has a large population and
a large tourist population base. Once a tourist food safety
problem occurs, its control and investigation are extremely
difficult. Second, consumers are highly mobile, and some
specific travel groups may even travel across multiple
provinces or even countries or regions along the travel
agency’s established routes. As a result, food safety incidents
can be far away from where they occur and where they are
discovered. Then, there is a big difference in the number of
tourists in the peak and low seasons of tourism. This results
in the neglect of food safety issues due to the increase in the
number of receptions during the peak tourist season, thereby
increasing the chance of food safety issues. Finally, the
economic base of tourist destinations varies widely. Some
tourist destinations with poor economic foundations have
relatively weak food safety awareness and food safety su-
pervision. At the same time, limited by the local equipment
and sanitary conditions, it is difficult to provide a scientific
and effective food safety guarantee for tourists [6-10].

The main reasons for the safety and quality of tourism
food are as follows. First, the potential food safety crisis in
the tourism food industry chain is a complex system, and the
links included in the industry chain vary with the type of
tourism food. Generally speaking, the main components of
the tourism industry chain include six major links: planting
(breeding), processing, storage, transportation, sales, and
consumption. Any problem in any link will have a negative
impact on the health and food safety experience of tourists.
Since the tourism food industry chain is long, problems in
each link will have an impact on the safety of the final
tourism products, further increasing the probability of
tourism food safety problems. At the same time, it also
increases the difficulty for the regulatory authorities to in-
vestigate and supervise food safety incidents. Second is the
information asymmetry in the tourism food industry chain.
Particularly between tourists and tourist food producers and
operators, there is a high degree of information asymmetry.
Tourists have little knowledge of local tourist food infor-
mation after entering a specific tourist area. However, travel
agencies and tourist food operators often transmit infor-
mation on the quality and safety of tourist food through
selective filtering from the perspective of their own interests,
which misleads tourists’ consumption choices to a certain
extent. Third, the scale of the tourism food industry chain is
not large. Due to the remote location of most tourist at-
tractions and weak food supervision capabilities, small
workshops and self-employed individuals are the main
forces in the production and operation of tourist food. These
practitioners lack safety and hygiene awareness and have not
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received relevant food safety training. In the market com-
petition, the strategy of sacrificing quality to reduce prices is
often chosen, which brings serious hidden dangers to the
food safety of tourist attractions [11-15]. These issues
motivated us to devise a novel approach to evaluate food
safety and quality using intelligent methods. The major
contributions of this paper are as follows:

(i) Studying the evaluation of food safety and quality
extensively.

(ii) Designing a deep learning-based method for eval-
uating food safety and quality using the AMCNN
method.

(iii) Performing detailed experimentation to support the
effectiveness and efficiency of the proposed system
compared with existing algorithms.

The remainder of the paper is structured as follows.
Section 2 discusses the state-of-the-art works related to food
safety and quality. Section 3 shows the proposed AMCNN
method. Experimental results for the evaluation of food
safety and quality using AMCNN with comparative analysis
are presented in Section 4. Section 5 concludes the research
work with future directions.

2. Related Work

Tirado et al. [16] studied the causes of food safety problems
from the perspective of market information and derived the
theory of information asymmetry. It is believed that because
food producers and operators have more food safety in-
formation than consumers, they may conceal, distort, or
mislead consumers under the drive of their interests,
resulting in information asymmetry between producers and
consumers in the food market. Carvalho [17] believes that
information should be collected correctly to ensure accurate
information, and accurate information should be shared
among government agencies, scientific research institutions,
food production and processing enterprises, and consumers
to increase information transparency. Srey et al. [18] divided
food safety and quality information into two categories; the
first is incomplete and asymmetric information, and the
second is incomplete but symmetric information. The
government’s supervision of food safety can improve the
efficiency of information transmission and completeness of
information. Jacxsens et al. [19] believe that regulation is the
government’s use of legal deterrence to restrict the free
choice of individuals and organizations, and its purpose is to
restrict the decision-making behavior of economic subjects.

Havelaar et al. [20] established a food safety risk analysis
system covering the entire food chain, and it is one of the
countries with the most complete food safety guarantee
measures. These perfect laws, regulations, and specific
regulations cover all food categories, and at the same time,
they involve all links in the production and circulation of
food safety. That is, the whole process of supervision from
farmland to dining table is realized. King et al. [21] analyzed
the food safety system, and the specific content includes the
connection between the public and the individual food safety
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supervision system, various options for public food safety
standards, policy methods to regulate food safety, and do-
mestic food safety supervision methods. Ortega et al. [22]
combined Rosen’s competitive enterprise production quality
differential product model and Waldman’s quality-adjusted
cost function model and proposed a food safety supervision
theory closely related to benefits. Panghal et al. [23] believe
that currently, countries in the world have roughly formed
two different food safety supervision modes. One is a mode
in which multiple ports are jointly responsible for man-
agement, and the other is a mode in which a single inde-
pendent port performs unified management.

Nguyen-Viet et al. [24] conducted a systematic study of
the food safety supervision systems in developed countries
and clearly pointed out that the unified legislative system
and law enforcement system formed in food safety in de-
veloped countries lack food safety. Kotsanopoulos and
Arvanitoyannis [25] combined the relevant theories of the
benefit mechanism to conduct research on the distribution
of benefits among food safety-related subjects. And it an-
alyzes how the mode of food safety regulation can realize the
optimal allocation of social resources. Lu et al. [26] em-
phasize that relevant subjects will actively interfere with food
safety in order to obtain greater economic benefits. How-
ever, the current food safety management system ignores the
interest mechanism of the relevant subjects and fails to
effectively coordinate the interests of the subjects. Langiano
et al. [27] analyzed the processing system and effects of food
safety incidents and highly affirmed the role of the food
safety early warning system in the food safety assurance
system and believed that the construction of the food safety
guarantee system should be based on the early warning
mechanism, establish corresponding mechanisms and
methods, and introduce relevant professionals.

Belluco et al. [28] systematically analyzed the success of
the food safety assurance system and consumer trust system
and believed that the construction of the food safety as-
surance system had played a role in promoting the overall
development of the national economy. Barlow et al. [29]
affirmed the achievements in food safety testing at this stage
but also pointed out the defects in this aspect and believed
that improving food safety-related testing technology is the
basic premise to ensure the implementation of the food
safety system and that capital investment and policy guid-
ance in relevant aspects should be increased. Feng and Sun
[30] systematically analyzed the current situation and trend
of the construction of food safety assurance systems.
Combined with the current situation, it is proposed that the
construction of the food safety guarantee system is an im-
portant aspect involving people’s livelihoods, and any defect
may have an impact on people’s lives and health. Doyle and
Glass [31] carried out a study based on the current devel-
opment status of the food safety guarantee system and
systematically elaborated on tourism food, food hygiene, and
other aspects. They believe that the government plays an
important role in food safety assurance, and the govern-
ment’s punishment for hidden food safety hazards is directly
related to the occurrence of food safety problems. However,
it cannot fundamentally prevent the occurrence of food

safety and hygiene incidents. Combining government su-
pervision, control with market behavioral norms, and the
mass participation of the people is the basic premise for
maximizing the function of the food safety guarantee system.
Table 1 presents the summary of the state-of-the-art
approaches.

3. Method

This work combines the safety and quality of tourism food
with neural networks and proposes an AMCNN to realize
the safety and quality evaluation of tourism food.

3.1. Basis of Convolutional Neural Networks (CNN). The
convolutional neural network is developed from the mul-
tilayer perceptron, which overcomes the defect that the
multilayer perceptron network is difficult to extract high-
dimensional feature information from. The CNN method is
widely adopted in several applications, such as hand-gesture
recognition [32] and sign language detection [33]. The input,
convolutional layer, pooling layer, fully connected layer, and
output layers make up the bulk of a convolutional neural
network. A nonlinear feature extraction capability is im-
proved by adding an activation function between the con-
volution layer and the pooling layer, which are continually
superimposed for the purpose of extracting image features.
To complete the sample classification, the collected features
are transferred to the fully connected layer.

The convolutional layer uses the local connection to
extract local information, which is the basic unit. Each
convolution layer is composed of a certain number of
convolution kernels and bias items of the same size, and local
perception and feature extraction are performed on image
features through multiple convolution kernels. The initial
part of the convolutional layer mainly extracts local infor-
mation such as edges and textures, while the second half of
the convolutional layer can iteratively abstract and integrate
local features so as to extract global features with better
discrimination. During network training, the BP is utilized
to continuously adjust the parameters of the convolution
unit to obtain the best extraction effect. And by changing the
number, size, stride, and other convolution parameters of
the convolution kernel of the convolution layer, one can get
different feature maps. The convolution operation is as
follows:

x;.":f<2x?”*wg-’l+b;">. (1)
j

The pooling layer is mainly located between the two
convolutional layers, and its function is to reduce the di-
mension of features while preserving useful information as
much as possible. It can extract main features, remove ir-
relevant information, and reduce the parameters of the
model. The pooling process is invariant to rotation, trans-
lation, scaling, and so on and reduces the size of the orig-
inally large feature map. This greatly reduces the parameters
in the next layer, reduces the amount of parameter
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calculation, and avoids the occurrence of overfitting.
Commonly used pooling layers include an average pooling
layer and a maximum pooling layer. Average pooling is to
select all elements in a specified rectangular area and take the
average value as a new feature value. Maximum pooling is to
select all elements in the specified rectangular area and take
the maximum value as the new feature value. The pooling
operation is as follows:
K= f(ﬁ x down (xzn_l) + b;“) (2)
The FC layer, as the name indicates, links two neurons
with weights, and the fully connected layer is often located at
the end of the convolutional neural network. To extract
features from the data, a convolution and pooling process
are used. After that, all of the newly acquired feature in-
formation is transferred to the sample space via the com-
pletely linked layer, allowing the samples to be fully feature
classified. The FC operation is as follows:

-1 -1
X7 =f lem wwy o +b ). (3)
1

The activation function is generally used after the
convolution and pooling operations, and the basic convo-
lution modules composed of the same convolution layer and
pooling layer are continuously stacked to complete the
feature extraction. Among them, the convolution operation
extracts features, the pooling operation completes data di-
mensionality reduction, and the activation function intro-
duces nonlinear mapping. All the three are progressive. This
enables the convolutional neural network to approximate
any nonlinear function curve, extract complex and diverse
nonlinear features, and solve complex practical problems.

Sigmoid (x) = ﬁ,
Tanh (x) = % )
(e"+e™)

ReLU (x) = max (0, x).

The Sigmoid function maps the input value to a fixed
interval and performs well in multiclassification problems,
but the function has obvious shortcomings. First, if the input
is far to the left or right of the origin, the gradient value
passed will be wirelessly close to 0. This results in slow
parameter updates, long network training times, and, worse,
gradient explosion and gradient vanishing problems. Sec-
ondly, the function contains exponential exponentiation,
which requires a large amount of computation and slow
training. Finally, its mean is not 0, and the resulting gradient
is always positive or negative. The center point of the Tanh
function image is 0, and the output value ranges from -1 to
1. This function is very similar to the Sigmoid function, but it
has a wider sensitive area and is easier to train. The function
still has the problem of saturation and exponentiation, so the
disappearance of the gradient is also an inevitable disad-
vantage of a large amount of calculation.
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The ReLU function is only derivable in the positive
interval, and the derivative is always 1, which effectively
solves the problem of vanishing gradients in back-
propagation calculations. And the function structure is very
simple; the positive and negative intervals are linear func-
tions, the calculation amount is extremely small, and the
calculation speed and convergence speed are very fast. The
output of the negative interval of the function is always 0,
and the neurons in it will not be trained. This makes neurons
more sparse, reduces the interference of irrelevant infor-
mation, and helps to better extract relevant features. The
disadvantage of the ReLU function is that the gradient of
some neurons may always be 0, which makes the neurons
inactivated, and some parameters cannot be learned.

3.2. Xception Structure. On the basis of Inception V3, the
Xception network model integrates depthwise-separable
convolution into the network model. As part of the In-
ception network, the convolution calculation procedure is
broken up into numerous distinct processes in order to fully
decouple spatial correlation and cross-channel correlation.
For the Inception module, cross-channel and spatial cor-
relations are initially addressed. The standard Xception
structure is shown in Figure 1. Subsequent research removes
the average pooling in the standard Inception module in
Inception V3 and simplifies it to only use a 3 x 3 convolution
kernel. A further refinement module uses 1 x 1 convolution
to perform spatial convolution.

The higher the channel blocks, the more plausible the
assumption of complete decoupling of spatial and cross-
channel correlations. With the above analysis, Xception is
proposed. It first maps the cross-channel correlation
through a 1x1 convolution and then maps the spatial
correlation in a separate space on the output channel of the
convolution. Xception can realize that each channel cor-
responds to one block, making the convolution separable. In
Xception, a connection structure similar to ResNet’s residual
structure is used, which greatly speeds up the convergence
speed while using depthwise-separable convolution to in-
crease the network width. Xception is demonstrated in
Figure 2.

In the evaluation of tourism food safety quality, Xception
not only reduces the number of network model parameters
but also improves representation for the network and im-
proves performance for tourism food safety quality
evaluation.

3.3. CBAM Mechanism. From a mathematical point of view,
the attention mechanism is essentially a weighted operation
and the distribution of weights. For the critical and effective
part of the feature information, a relatively large weight will
be assigned to the part. For the feature information that is
not useful, a relatively small weight is assigned. The purpose
is to strengthen effective information and suppress useless
information.

All CNNs may use CBAM, which is an efficient and
straightforward module. The module is gradually merged
into an attention map in spatial and channel dimensions in
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F1GURE 1: The pipeline of Inception.
Previous layer
Conv 1x1
Feature
Conv 3x3 Conv 3x3 Conv 3x3 Conv 3x3 Conv 3x3
Concat
FIGURE 2: The pipeline of Xception.
. . C . . .
the intermediate feature map. A multiplier is used to in M. (F) = a(W, (W, (Fsap)) @ W, (W (Forp)))s
crease the number of optimal features based on the input (5)

feature map and attention map.

The connection between feature channels is used by the
channel attention module to produce a channel attention
map. Each channel for the feature map is a detector, so
spatial dimension is reduced to further increase computa-
tional efficiency. The most common method for aggregating
spatial data is to use average pooling. More precise channel
attention may be obtained using maximum pooling, which
primarily extracts another unique object characteristic clue.
As a result, the employment of both max and average
pooling layers can greatly boost the network model’s ca-
pacity to represent data. It is typically not recommended to
utilize two pooling layers alone.

F.=FoM..

The spatial attention module forms a spatial attention
map based on spatial relationships. The difference from
channel attention is that spatial attention focuses on loca-
tion. When computing spatial attention, average pooling
and max pooling are used first. These two functions are
combined to form feature descriptors, and pooling opera-
tions are applied along the channel axis to make the in-
formation regions more prominent.

M, (F)=0o(f (Ff;Ap; FE‘MP))’

(6)
F,=FaM,.
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FiGure 4: The structure of AMCNN.

CBAM mainly consists of two steps. First, in terms of
channel dimension, two channel descriptors are pooled
using max pooling and average pooling, and the two channel
descriptors are merged by channel dimension at the same
time. Second, the information is compressed into one
channel descriptor using global average pooling and global
max pooling in the spatial dimension of the merged channel
descriptors. The weight matrix aggregated in the compres-
sion operation is calibrated, and the dependencies between
pixels are modeled on the basis of the above operations. The
feature map is then convolved with a hidden layer con-
taining a single convolution kernel to generate the final
weight calibration.

3.4. Multiscale Convolutional Unit. This research develops
the Xception network model for the quality of tourism food
safety by widening the receptive field and extracting crucial
and richer information to improve the evaluation perfor-
mance. Depth-separable convolution is the foundation of
the Multiscale Convolutional Unit (MCU). Figure 3 depicts
the three depth-separable convolution modules, each with a
distinct kernel and residual structure.

The MCU replaces the original single convolution kernel
with 3 x 3, 5x5, and 7 x 7 convolution kernels, respectively.
They can extract different features, and the fusion of their
features can generate richer feature information, improve
representation for network models, and thus improve the
performance.

3.5. AMCNN Pipeline. The network structure of the atten-
tion-based multiscale lightweight network (AMCNN)
designed in this paper is illustrated in Figure 4.

First, the data is input into two 3 x 3 convolutions with 8
channels for shallow feature extraction. Then, the features of
tourism food safety and quality data are extracted by MCU.
The number of channels is 16, and the step size is 2. A total of
48 output channels may be generated from the fusion of
characteristics derived from separate receptive fields. This is
followed by four depthwise-separable convolution modules,
which extract features from the fused data and build up a
multiscale Xception model. As a final step, the attention
module is implanted into the final network model, which
selects the most important aspects from the data and
eliminates all other nonessential ones. Then, global average
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pooling is performed and sent to softmax for tourism food
safety and quality assessment.

Machine learning and deep learning-based methods are
widely used in food safety review, food processing moni-
toring, foreign object recognition, and other domains. These
approaches offer researchers and businesses faster and more
efficient working systems and make it possible for customers
to acquire safer food. The systems’ processing capacity can
be enhanced to a large extent, especially when using machine
learning or deep learning methods.

4. Experiment

4.1. Experimental Detail. This work uses a self-made dataset
for related experiments, which contains a total of 29,038
training samples and 12,031 test samples. The input feature
of each sample is an 8-dimensional feature, and the specific
information is shown in Table 2. To accommodate the input
of the CNN, it is replicated to a size of 256 x 256, and the
tourism food safety quality is divided into four levels. The
software and hardware environment used in the experiment
is shown in Table 3, and the performance indicators are
accuracy and recall.

4.2. Experiment on Training Loss. Firstly, the extremely
important training process in the neural network is ana-
lyzed, and the change in the training error of the network is
illustrated in Figure 5.

In the beginning, as the amount of training increases, the
loss decreases rapidly. After reaching a certain number of
iterations, the loss no longer decreases significantly, indi-
cating that the convergence state has been reached.

4.3. Experiment on Method Comparison. To verify the ef-
fectiveness and advancement of the AMCNN method in this
work, it is compared with other methods. The experimental
results are illustrated in Table 4.

AMCNN can achieve 93.7% accuracy and 91.1% recall,
corresponding to the best performance in the table. Com-
pared with the CNN method, 1.6% accuracy improvement
and 1.5% recall improvement can be obtained.

4.4. Experiment on Xception. To verify the effectiveness of
using the Xception structure in this work, we compared it
with the performance when using Inception. The rest of the
parameters of the network remain the same, and the ex-
perimental results are illustrated in Figure 6.

Compared with using the traditional Inception structure,
using Xception can achieve 1.8% accuracy and a 1.4% recall
improvement. This verifies the validity of using the latter in
this work.

4.5. Experiment on CBAM. To verify the effectiveness of this
work using the CBAM attention mechanism, we compared it
with the performance without CBAM. The rest of the ex-
perimental parameters remain unchanged, and the experi-
mental results are illustrated in Figure 7.

9
TaBLE 2: The information of data feature.
Index Feature
X, Mycotoxin
X, Industrial source pollutant
X, Phytotoxin
X, Unbalanced diet structure
X5 Algal toxin
X, Microbial contamination
X, Food additive
X Chemical pesticide residues
TaBLE 3: The experimental platform.
Item Name
Operating system Ubuntu 18.04
GPU GTX 1080Ti
Memory 32GB
Framework TensorFlow
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FIGURE 5: The training loss of AMCNN.
TABLE 4: Result of method comparison.
Method Accuracy Recall
SVM 87.9 86.2
BP 90.4 87.6
CNN 92.1 89.6
AMCNN 93.7 91.1

Compared with not using the CBAM attention module,
we can get a 2.3% accuracy improvement and a 1.8% recall
improvement after using this module. This proves that
CBAM can guide the network to learn more discriminative
features, thereby improving model performance.

4.6. Experiment on MCU. To verify that the multiscale
features extracted by the MCU module can promote model
optimization, the performance without MCU is compared
with the evaluation performance after using MCU. The
experimental results are illustrated in Figure 8.

Compared with not using the MCU attention module,
we can get a 2.6% accuracy improvement and a 2.4% recall
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improvement after using this module. This shows that
multiscale features can effectively improve network
performance.

4.7. Experiment on Activation Function. This work compares
the effects of different activation functions on network
performance, and the compared methods are Sigmoid, Tanh,
and ReLU. The rest of the experimental parameters are set
unchanged, and the experimental results are illustrated in
Table 5.

Compared with the Sigmoid and Tanh activation
functions, the ReLU activation function can achieve the best
performance improvement. Therefore, in this work, ReLU is
uniformly used for nonlinear processing of features. The
proposed model can be enhanced by devising distributed
neural networks, which works in a decentralized structure
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TaBLE 5: Comparison of different activation functions.

Activation function Accuracy Recall
Sigmoid 92.4 89.1
Tanh 93.1 89.9
ReLU 93.7 91.1

[34, 35]. The distributed neural networks can be trained
using two methods such as parallelism and model paral-
lelism. In data parallelism, the data is segmented into par-
titions, where the number of partitions is equal to the total
number of nodes in the compute cluster. In model paral-
lelism, the model is divided into various parts that can run
simultaneously in different nodes, and each one will run on
the same data.

5. Conclusion

Tourism food safety refers to various safety problems that
may be caused by the food consumed by tourists in the
process of tourism. It includes the main aspects of tourists
eating in vehicles or scenic spots during the travel process,
purchasing various local specialty foods, or picking their
own food during the travel process. Due to the rapid increase
of the current national income level, tourism has become the
main consumption mode of people in modern society and an
important part of the national economy, and the food safety
associated with tourism has also attracted attention.
Therefore, it becomes an important task to evaluate the
safety of tourist food. This work combines it with neural
networks and proposes an AMCNN to realize the safety and
quality evaluation of tourist food. First, this work selects
Xception as the base network. Secondly, in order to extract
more abundant features of information about tourism food
safety and quality, the depthwise-separable convolution in
the network has improved. It uses depth-separable modules
with different convolution kernels to extract data features at
multiple scales and, at the same time, fuse the extracted
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multiscale feature information. Finally, the convolutional
attention module is introduced on this basis to strengthen
the effective feature information in channel and space and
suppress the useless feature information. Extensive experi-
ments verify the feasibility of the AMCNN method for food
safety and quality evaluation. The proposed model can be
enhanced by devising distributed neural networks, which
works in a decentralized structure. The accuracy of the
model can be further improved by utilizing optimization
methods.
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