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In recent years, brain–computer interface (BCI) is expected to solve the physiological and
psychological needs of patients with motor dysfunction with great individual differences.
However, the classification method based on feature extraction requires a lot of prior
knowledge when extracting data features and lacks a good measurement standard,
which makes the development of BCI. In particular, the development of a multi-
classification brain–computer interface is facing a bottleneck. To avoid the blindness
and complexity of electroencephalogram (EEG) feature extraction, the deep learning
method is applied to the automatic feature extraction of EEG signals. It is necessary to
design a classification model with strong robustness and high accuracy for EEG signals.
Based on the research and implementation of a BCI system based on a convolutional
neural network, this article aims to design a brain–computer interface system that can
automatically extract features of EEG signals and classify EEG signals accurately. It can
avoid the blindness and time-consuming problems caused by the machine learning
method based on feature extraction of EEG data due to the lack of a large amount of
prior knowledge.

Keywords: rehabilitation treatment, motor dysfunction patients, deep learning, brain–computer interface
technology, EEG

INTRODUCTION

Brain–computer interface (BCI) is a communication control system established between the brain
and external devices (computers or other electronic devices) through signals generated by brain
activity. The system does not depend on muscles and nerves other than the brain and establishes
direct communication between the brain and the machine (Wang et al., 2020). It is a new, high-
end way of human–computer interaction. The complete BCI system includes four parts: signal
acquisition part, the feature extraction part, pattern recognition part, and control command output
part (Turgut et al., 2018). The brain’s thinking activity mainly depends on the central nervous
system. When human beings carry out different thinking activities, the neural activity patterns
in the brain are altered, and the signals generated by the neural activity are different. In theory,
the BCI system can monitor the signals generated by neural activities through a variety of sensors
and other signal acquisition equipment. Through the analysis and processing of the signals, that
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is, feature extraction and pattern recognition in the following
section, the signals are classified according to separate thinking
activities to generate corresponding control commands to
complete the interactive tasks between users and external devices.
Feedback is not necessary. It is usually used in online BCI systems
so that users can see their thinking corresponding to the control
results as shown in Figure 1. If the consequences are different
from expectations, users can adjust their thinking in time and
have a better user experience.

The activities of the nervous system in the brain are very
complex, including electrophysiological activities, neurochemical
reactions, and metabolic phenomena in the central nervous
system, such as action potential, postsynaptic potential,
neurotransmitter release, oxygen metabolism, and so on. During
this period, there are a variety of signals, including electrical
signals, magnetic signals, chemical signals, and so on. According
to the way of signal acquisition, the BCI system can be divided
into two categories: intrusive and non-invasive (Arndt et al.,
2017). For the detection of chemical signals, such as the changes
of oxygenated hemoglobin or other physiological parameters, it
is generally necessary to use an invasive BCI system, that is, to
record signals in the brain by implanting sensors into the skull.
For magnetic signal detection, magnetoencephalography (MEG)
(Zesiewicz et al., 2018) can be utilized, which is a non-invasive
device, but it has the advantages of large size, high price, and
low time resolution. For the detection of electrical signals,
there are two commonly used methods: electrocorticogram
(electrocorticography) and electroencephalogram (EEG).
Among them, electrocorticogram is an invasive acquisition
method (Earnshaw et al., 2019; Levy et al., 2019; Tian et al.,
2019), which extracts electrical signals from the cortex by
implanting a microelectrode array into the cerebral cortex. The
amplitude of the signal extracted by this method is large and
the signal-to-noise ratio is high, but because of the craniotomy.
The risk coefficient is high. EEG is a non-invasive acquisition
method, which detects weak EEG signals by placing electrodes
on the scalp, filters and amplifies them, and records the changes
of scalp electrical signals during brain nerve activity. The
equipment is light and portable, the price is relatively low and
easy to operate, but because the process of EEG transmission

FIGURE 1 | Schematic diagram of brain information processing.

from the cerebral cortex to the scalp will be greatly weakened,
the signal-to-noise ratio of the extracted signal is very low,
which increases the difficulty of subsequent feature extraction.
At present, the most studied BCI system is the one which
collects scalp EEG as the source signal in a non-invasive way.
With the continuous maturity of BCI, the BCI system will
gradually come into people’s everyday life. Considering multiple
factors such as dangerous, maneuverability, price, and so on,
collecting EEG through wearable equipment will become the
main development direction of this technology and get the most
extensive application.

Although human beings have mastered some knowledge
about medicine, physiology, and pathology of the brain, for
such a complex brain, these are only the tip of the iceberg;
anthropological understanding of the brain is not very clear.
Through the study of BCI and the analysis of the signals
generated by the human brain, it can indirectly help human
beings to explore the brain and understand the structure,
working principle, and cognitive law of the brain. The knowledge
obtained can not only promote the study of the brain–computer
interface in turn but also be combined with other scientific
directions such as computer and chemistry to promote the
development of related disciplines. For example, the law of
human brain vision cognition obtained through the study of
vision-evoked brain–computer interface has inspired researchers
to improve computer vision models and greatly promoted the
research progress in the field of machine vision. CI technology
is widely used in the medical field, mainly focused on the
research and development of medical rehabilitation aid. For
patients with epilepsy, a medical device can be designed to
identify abnormal brain activity (Shulman et al., 2020). When
abnormal brain activity is detected, a pulse signal is directed
to destroy the prerequisite for seizures. For patients with
insomnia, wearable devices can be developed to improve sleep
quality (Drew et al., 2017), to understand the current sleep
state by detecting EEG and to introduce auditory stimulation
to guide patients into a deep sleep. For people with muscle
paralysis, devices such as wheelchairs or robotic arms controlled
by EEG signals can be improved to help people with motor
disabilities complete movements that they cannot achieve and
improve their ability to take care of themselves. Based on the
research and implementation of a brain–computer interface
system based on a convolutional neural network, this article
aims to design a brain–computer interface system that can
automatically extract features of EEG signals and classify EEG
signals accurately. It can avoid the blindness and time-consuming
problems caused by the machine learning method based on
feature extraction in feature extraction of EEG data due to the
lack of a large amount of prior knowledge. The purpose of this
article is to explore the extension of the intense learning method
to the field of brain–computer interface. The classification
and recognition of EEG signals are the core focus of the
development of BCI. Without the classification of EEG signals,
the development of BCI is impossible. Therefore, to explore
how to use the innate learning method to design an efficient
classification model for the classification and recognition of
EEG signals under the new situation is helpful to promote
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the development of BCI (Jiang et al., 2017). At the same
time, exploring the classification method of EEG signals based
on a multilayered neural network plays an important role in
promoting the practicality of the brain–computer interface. In
this article, the left-handed and right-handed motor imagination
EEG classification model based on convolution neural network
developed by Google machine learning framework contraflow
achieves 75.3% classification accuracy on the test set of BCI
Competition IV common data set, Data set 2b, and it can be
transplanted to mobile phones, computers, tablets, and other
terminal devices, used in brain–computer interface technology,
in medical rehabilitation in the field of healthcare. For some,
physical disabilities but normal brain function, such as muscle
atrophy, spinal injury, and limb paralysis, provide a certain
degree of convenience in life.

The rest is organized as follows. In Section 2, we review
some related works. In Section 3, we state our data and
method. In Section 4, we show the experimental results and
discuss the results. Lastly, we conclude our study and indicate
our future studies.

RELATED WORK

Classification of EEG Signals Based on
Machine Learning Method of Feature
Extraction
In 1990, Kole proposed the common space template (CSP)
method based on the eigenfunction method of Hjorth and
Rodin. Kole uses the CSP method to process EEG data, which
can distinguish whether the tested object is a patient or not.
The accuracy of the test results is between 71% and 85%.
Based on Kole’s proposal, Gerking, Herbert, and Ramoser put
forward the method of solving the optimal value of the spatial
template (Ferragut-Garcías et al., 2017). In 2010, Subasi used
a new classification method based on his original research
results, absorbed the support vector machine (SVM) theory, and
introduced independent principal component analysis (ICA),
principal component analysis (PCA) and other methods in
feature extraction. The accuracy of EEG classification has been
improved to more than 98%. In 2011, Deepa used a combination
of instance-based (IB1) and alternating decision tree (tree) to
classify human EEG signals, using EEG energy data calculated by
GS-FHT method, and Chebyshev filter was used for initial signal
processing. Deepa confirmed that using the GS-FHT method is
3–4% points more accurate than the FHT method used. Wu
Linshang and others have done a lot of research in this area, which
shows that in extracting the features of the data, through the CSP
(ordinary spatial pattern) method, when classifying the data, the
LDA (linear recognition analysis) method is used to get about
80% of the 2 classification results of the motion imagination data.
Huang uses the feature extraction methods of surface Laplace
transform (SLD) and power spectral density (PSD), combined
with the classification method of support vector machine (SVM)
to recognize motion imagination EEG data, and applies its results
to the control of the two-dimensional mouse. We used a common
spatial pattern (CSP) for feature extraction, then used linear

discriminant (LDA) for motion imagination data classification,
and achieved good results.

Classification of EEG Signals Based on
Deep Learning Method
In recent years, with the arrival of the big data era and the
popularity of GPU parallel computing, deep learning has received
unprecedented attention, and its related theories have been
continuously improved and developed. Nowadays, the model
built by deep learning method has won the championship in
many competitions between pattern recognition and machine
learning and has brought breakthroughs in the fields of image
recognition, speech recognition, and natural language processing.
Deep learning is developed from machine learning and is very
good at automatic feature extraction from complex unstructured
data. In the early days of artificial intelligence, traditional
algorithms such as logical regression and Bayesian classification
already have the ability of machine learning, but these algorithms
do not learn from the original data but require manual feature
representation of the input data. For example, for the problem
that the input is X and the expected output is Y, the researchers
should first design the Feature (X), and then learn the mapping
F from the traditional algorithm to make the Y-shaped feature
F. The disadvantages of this kind of methods are obvious,
and how to extract the features effectively has become a new
problem to be solved. On this basis, representation learning
arises at the historic moment (Pin-Yeh and Qiang, 2017). For
the problem that the input is X and the expected output is Y,
the mapping function is constructed, and the features that need
to be extracted manually are also automatically learned by the
algorithm through machine learning. Self-encoder belongs to this
kind of algorithm, this kind of calculation not only saves manual
time and energy, but also the features obtained often have better
expression performance than those selected by hand. For some
very complex problems, the shallow features obtained by learning
can no longer meet the needs of the problem, so deep learning
begins to develop. This kind of method constructs complex
features through simple features, abstracts them step by step, and
finally extracts the high-level features that can solve the problem
through multi-layer representation, that is, the process of solving
the problem. Although the increase of depth makes the deep
learning algorithm have more powerful feature representation
ability, it also makes the process of training optimization easily
fall into the local extremum and produce the phenomenon of
gradient disappearance, and the effect is not ideal. BP network
is an example. Later, Hinton and others put forward the concept
of deep belief network in 2006, successfully introduced the pre-
training process and fine-tuning technology, and used greedy
strategy to train the deep architecture composed of restricted
Boltzmann machine layer by layer (Barfod et al., 2020; Smith
et al., 2020), which not only solved the convergence problem of
the depth model but also greatly reduced the time needed for
deep network training, which started the wave of deep learning.
Nowadays, researchers all over the world have done a lot of
research in this field, and deep learning algorithms have been
greatly expanded and developed, including convolutional neural
networks, cyclic neural networks, stacked self-coding networks,
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and deep belief networks. Deep Boltzmann machines have made
breakthroughs and have been widely used in different fields.
Combined with the characteristics of EEG signals, this article
chooses a convolution neural network (convolutional neural
networks, CNN) and long-term short-term memory circulation
neural network (long short-term memory networks, LSTM)
for in-depth research. The following article will focus on the
principle, advantages, and reasons for choosing this algorithm.

The convolution neural network model is the first neural
network based on the concept of the local receptive field
constructed by Fukushima in 1984. This model is inspired by
the process of human visual abstraction and is widely used in
image and video recognition. In the 2012 Image Net competition,
previous work won the competition by relying on the five-
layer convolution network model Alex Net constructed by the
convolution neural network algorithm and achieved a good result
of 1000 classification error rate of 100000 images with an error
rate of 15.3% (Zhang et al., 2017). In recent years, through
the continuous efforts of a large number of researchers and
improving the 152-layer Res Net model designed by He K and
others, the error rate has been reduced to 3.6% (Kubota et al.,
2019), which makes the image recognition ability of machines
surpass that of human beings. In Telles et al. (2019), Deng et al.
used CNN to extract different kinds of features from EEG signals.
A complete convolution neural network model usually consists of
an input layer (picture), multiple alternating convolution layers
and pooling layers, a full connection layer, and a final output
layer. And the distributed system for the neural network process
timing sequence can be seen in Figure 2.

The structure of a neuron in the neural network model is
shown in Figure 3. The first difference between the convolution
neural network and the traditional neural network lies in the
choice of the activation function σ. In the traditional neural
network, σ is usually selected as the sigmoid function or tanh
function, while the activation function σ of the convolution
neural network is the real function.

Additionally, some deep ensemble methods are also used for
EEG classification. For example, Zhang et al. (2019d) proposed a
deep view-reduction TSK fuzzy system for epileptic EEG signals

FIGURE 2 | Distributed system for neural network process timing sequence.

recognition. It is a deep ensemble method in which 0-order TSK
fuzzy systems are linked in a stacked manner so as to improve the
classification performance.

Research on Visual Driving Potential
System
Visual evoked potential (VEP), also known as visual evoked
potential (VEP), is one of the evoked BCI EEG signals. Its
principle is to produce measurable potential changes in the
visual cortex through visual stimulation (flicker stimulation,
change of stimulus brightness, color alternation, etc.). According
to the frequency of stimulation, VEP can be divided into
transient evoked potential (transient visual evoked potential,
TVEP) and steady-state evoked potential (steady state visually
evoked potentials, SSVEP). The frequency of TVEP stimulation
is low, and the next stimulation will not be carried out until the
response produced by a single stimulation in the cerebral cortex
disappears, while the stimulation frequency of SSVEP is high, and
the next superimposed stimulation will be carried out directly
before the response produced by a single stimulation in the
cerebral cortex has disappeared (Bober et al., 2018; Whyte et al.,
2019). In the BCI system with VEP as the paradigm, there are
more researches on the use of SSVEP stimulation, and the system
of this paradigm is also the fastest among the non-invasive BCI
systems at present. American Calhoun G.L. Using steady-state
visual evoked potentials to complete the task of brainwave control
to simulate aircraft (Jiang et al., 2017; Zhang et al., 2019b,d)
the BCI system based on the SSVEP paradigm developed by,
previous work realized the functions of the mind control switch,
mobile dialing and so on (Lopes et al., 2017). Because the stimuli
and visual evoked potentials have the same rhythm, it is easier
to determine the subjects’ gaze commands, the EEG signals
generated by this paradigm have good stability, high signal-to-
noise ratio, and a large number of identifiable classifications.
However, this paradigm requires subjects to look at the screen
for a long time, which is easy to feel tired, and the scheme needs
to select targets with the help of the subjects’ eye movements, so
it cannot be applied to blind and completely paralyzed patients.
The evoked potentials generated based on the SSVEP paradigm
were distributed in the occipital lobe of the scalp, the frequency
was between 1 Hz and 300 Hz, and the duration was about 200 ms
(Skolasky et al., 2020). The evoked potentials were recorded with
1 to 8 electrodes. The EEG power spectrum analysis method
commonly used in the single-lead acquisition is (Power Spectral
Density, PSD) to extract frequency domain features (Zhang et al.,
2018, 2019a, 2020a; Zhao et al., 2019; Zheng et al., 2019), and
the typical correlation analysis method (canonical correlation
analysis, CCA) in multi-lead acquisition EEG is commonly used
to extract spatial features (Pereira et al., 2019). Before feature
extraction, it is necessary to filter and fuse the original EEG
signal to improve the signal-to-noise ratio (Stan et al., 2019).
We use wavelet denoising for preprocessing, and the processing
process of pattern classification by CCA achieves 85% accuracy
in four classifications. Literature (Dong et al., 2017) adds the
processing step of channel selection, which increases the accuracy
to 87.5%. Literature (Bai and Fong, 2020) proposes a method of

Frontiers in Neuroscience | www.frontiersin.org 4 October 2020 | Volume 14 | Article 595084

https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/neuroscience#articles


fnins-14-595084 October 16, 2020 Time: 19:3 # 5

Wang et al. Rehabilitation Treatment Based on Deep Learning

FIGURE 3 | The structure of a neuron in the neural network model.

combining independent component analysis with Hilbert-Huang
transform, which can effectively extract features but takes a long
time. Literature (Schneider et al., 2017) uses principal component
analysis to improve CCA to ensure accuracy and improve the
speed of signal recognition at the same time. Previous work
(Bober et al., 2020) uses a wavelet packet to improve CCA as
shown in Figure 4, which improves accuracy by about 5% and
gets 82% accuracy. In the literature, a power spectrum Gaussian
method based on empirical mode decomposition is proposed to
achieve 84% accuracy.

Convolutional Network and Recurrent
Neural Network
Convolution Network
The traditional fully connected network has many disadvantages.
Taking the problem of image recognition as an example, if we
take a picture of 1000 × 1000 pixels as the input of the network
and set the number of neurons in the first hidden layer to
100, then only the first layer has 100 biases (b) and 100000000
weights (w) need to be trained, the number of parameters of
the network is too many, the training is extremely difficult.
On the other hand, the convolution network makes full use of
the correlation difference of image pixels in different positions
and adopts three methods: local receptive field, weight sharing,
and downsampling, which provides an effective solution to the
problem of image recognition. For the pixels in the picture,
the relationship between the adjacent pixels is larger, and the
relationship between the distant pixels is smaller, so it is not
necessary to connect the neurons with each pixel in the input
image. We only need to connect the local of the previous layer,
scan and extract the features in blocks, and then synthesize
the local features at a deeper level to get the global features.
This process is very similar to the visual process. In the human
visual system, each neuron corresponds to a part of the visual
domain. In the convolution model, each convolution nucleus

is only connected to the part of the neurons in the previous
layer to extract a local feature. The connection between neurons
through the local receptive field has reduced the parameters by
a large part, and weight sharing can further reduce the number
of parameters. Take the input picture of 1000 × 1000 pixel as
an example, if the convolution kernel size of the first layer is
10× 10, the meaning of weight sharing means that the weight of
10× 10 on the convolution kernel is the same to the 1000× 1000
input layer neurons, that is, there are only 100 parameters of
the weight, and the weight trained in a certain location is still
valid in other locations. In theory, the features extracted by
the convolution kernel can be directly used in the training of
the classifier, but the high dimension of the feature vector is
not conducive to training, and it is easy to produce over-fitting
phenomenon. The convolution network puts forward the process
of adding downsampling after convolution, and aggregates and
statistics the features of different locations. This process, also
known as pooling, can not only reduce the dimension of features
to improve training efficiency but also prevent overfitting. The
specific pooling methods include maximum pooling, average
pooling, and so on. The maximum pooling only retains the
maximum value of the pooling window, while the average pooling
retains the average value of the pooling window. Although the
convolution neural network model is inspired by the visual
abstraction process and has made brilliant achievements in the
field of picture recognition and computer vision, however, this
does not mean that convolution neural networks can only be
applied to the recognition and processing of vision-related signals
such as pictures and videos. Through the above analysis of
the principle and method of the convolution neural network
model, it is reasonable to think that the model can also be
applied to the feature extraction and classification of EEG signals.
Because the convolution neural network model is proposed for
the problem of taking pictures as input, the structure of the model
is very beneficial to the feature extraction and classification of
two-dimensional or multi-dimensional matrix inputs. The EEG
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FIGURE 4 | The visual and feedback signals for different dates.

signal collected by the subject is two-dimensional matrix data,
which satisfies the input form of a convolution neural network.
The use of convolution network not only solves the training
difficulties caused by the high dimension of EEG signals but
also gives full play to the shape advantage that EEG signals
are two-dimensional matrix (Zhang et al., 2016, 2019c, 2020b;
Polkey et al., 2018). The structure of the network model is very
clear. The convolution network uses the local receptive field
to solve the problem of too many parameters of the network.
The premise of this method is that the closer the pixel in
the picture is, the larger the relationship is, and the farther
the distance is, the smaller the relationship is. If the cerebral
cortex is regarded as a picture, and the voltage collected by the
electrode placed on the cortex is regarded as a pixel, then the
EEG signal has a position relationship similar to that of the
picture pixel. Therefore, the method of the local receptive field
in the convolution network can be used to process EEG signals
without losing features (Pavlova et al., 2017). The weight sharing
strategy adopted by the convolution neural network makes the
network translation invariant, which is shown in the picture,
although the extracted feature position has changed after the
translation operation of a picture. But the network can still
correctly identify the picture. It is shown in the EEG that if
the electrode cap used in the collection is not worn, there is a
deviation in the distribution position of the conductive electrode,
or due to the slow response of the subjects, the acquisition
equipment is not sensitive and other factors such as time-shift
(Kim et al., 2019) will not affect the classification results of
EEG signals. This is consistent with the actual demand, so

the weight sharing strategy in the convolution network is also
suitable for EEG signal processing. The pooling layer in the
convolution network reduces the feature dimension extracted by
the convolution layer and aggregates the features in different
positions of the image. According to the calculation principle
of average pooling, it is known that this method makes the
network have certain distortion invariance, that is, a certain
amount of distortion operation on the input image will not
affect the recognition of the image. The EEG signal has the
characteristics of high noise and strong randomness. The motion
imagination EEG signal of different people or even the same
person at a different time is different every time. Pooling
operation can filter noise and increase the robustness of the
algorithm to a certain extent. To sum up, although EEG is a
voltage signal and image is pixel information, they have many
common characteristics, they can share local information, and
the features and features are homogeneous. Also, the convolution
neural network algorithm has the advantages of fast training
speed and strong ability of spatial feature extraction, so the
convolution neural network algorithm (CNN) is selected for an
in-depth study of MI EEG signals.

Recurrent Neural Network
The recurrent neural network (RNN) model was proposed by
Paul Werbos in 1988. To better deal with the sequence data,
the concept of loop is added to the structure to persist the
information. The unique loop structure of the algorithm enables
the network to remember the previously input information and
apply the useful information in the memory to the calculation
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of the subsequent output, which is very suitable for text, voice,
and video. This model has made great achievements in many
fields of time series analysis, such as speech recognition, natural
language processing, machine translation, and so on. It is called
the two most popular deep learning algorithms together with a
convolution neural network.

The core of the RNN model lies in the ring structure on the
left side, which expands the network in the timing direction and
can learn the sequential relationship between the input samples
by itself. In RNN, the input X of each hidden layer meets the
following conditions:

8(Y) =
∑
i

∑
j

wijXj − Xi

2

(1)

xk+1
i =

∑
j

wijxkj (2)

xk+1
i =

2
Ds

∑
j

wijxkj (3)

where xj represents an element of Xj, wij represents the weight
between xi and xj. It can be seen in Figure 5 that the network
can theoretically look forward to any number of input nodes,
but in the actual deep learning project, the basic cyclic neural
network model cannot well deal with long input sequences. The
main reason is that in the backpropagation training process of the
RNN network loop layer, the longer the input sequence, the faster
the error increases or decreases, and the corresponding problems
such as gradient explosion or gradient disappearance lead to the
network cannot be trained. To solve this problem, a large number
of scholars have improved the basic RNN model, among which
the most successful one is the long-term and short-term memory
network model (LSTM), which was proposed by Hochreiter and
Schmidhuber in 1997. It not only perfectly solves the problem of
long-term dependence, but also improves the speech recognition
performance of Google by nearly 50%.

DATA AND METHODS

Data
The EEG signals used in this subject are from the BCI
competition in 2005 and the other part is collected by the
laboratory itself. The selection of subjects will have a certain
impact on the universality and reliability of the experimental
results. The EEG signals used in this study come from 2 women
and 3 men, respectively. The subjects are all healthy, mental, and
right-handed students. According to the previous physiological
knowledge of cerebral cortical division, we can know that the
cerebral cortex activated by imagining hand movement is larger
and easier to detect, so this experiment stipulates that the subjects’
imagination task is left-hand finger movement and right-hand
finger movement. Because of the characteristics of low signal-
to-noise ratio, strong randomness, some matters must be paid
attention to in the process of EEG acquisition.

Electroencephalogram signals are affected by blood glucose
factors, so subjects are not recommended to conduct experiments
on an empty stomach or in a full stomach, as shown in Figure 6.
The subjects should wash their hair in advance. Too much
scalp oil will lead to excessive scalp resistance and distortion
of the acquisition waveform. EEG signals are extremely weak
and easy to interfere with, so the process of data acquisition
should be far away from electromagnetic interference and ensure
a quiet collection environment. Internal factors can also be
the interference source of EEG signals, so subjects should not
carry out any exercise in the process of collection, keep muscles
relaxed and minimize blinking, eye movement, saliva swallowing
and other behaviors, to reduce the interference of EMG and
ophthalmogram. The acquisition process of BCI competition is
described as follows: subjects sit quietly in front of a computer
wearing an electrode cap and imagine the movement of their
left hand, right hand or right foot according to the on-screen
graphics. Each subject had a total of 280 exercise imaginations,
of which 140 were left and right.

In the experiment, the EEG voltage of the scalp was collected
with a 118 conductive electrode cap. The position distribution of

FIGURE 5 | Distributed system for aggregation timing sequence.
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FIGURE 6 | Communication module for different sensors.

the 118 conductive electrodes in the cerebral cortex was shown
above. The acquisition frequency was 100 Hz. The EEG signals
of all the above processes were collected by the system, so the
obtained EEG signals were five matrices with 118 rows 280 mm 7
columns, among which the effective EEG signals of each subject
for motor imagination task were 118 rows 280 mm 3.5 column
matrices. The EEG data collected by the laboratory use different
acquisition equipment, and the rest of the process is similar to the
above description, but only imagine the movement of the left and
right fingers and use fixed arrows to minimize the eye movement
interference of the subjects. The equipment used in the laboratory
conducts electricity as much as 32 conductors, and the acquisition
frequency is 250 Hz. Although the acquisition equipment is
different, the principles of data preprocessing, classifier design
and training are all the same. Therefore, in the latter description,
all of them take BCI competition’s 118derivative data set as
an example to explain the preprocessing and classifier network
structure, and the operation process of 32-lead data is similar.

Methods
Physiological Basis of Brain–Computer Interface
The structure of the human brain can be divided into left and
right hemispheres, and each hemisphere can be divided into four
lobes according to its location, namely frontal lobe, temporal
lobe, parietal lobe, and occipital lobe. The lobar region contains
nerve centers that can undertake different tasks, thus forming a
phenomenon of zoning specialization in the cerebral cortex.

In the different regions of the cerebral cortex, the somatic
motor area and somatosensory area are closely related to motor
imagination as shown in Figure 7. The somatosensory area is
located in the frontal lobe near the central sulcus, which is mainly
used to control the movement of the contralateral body. The

FIGURE 7 | Distribution 0–2 (D0, D1, D2) changes with time.

somatosensory area is located in the parietal lobe near the central
sulcus, which is mainly used to receive the sensation of the
contralateral body. Although the subjects do not have real body
movement in the process of motor imagination, the phenomena
and characteristics that occur in these two regions are the same.
There are mainly the following three points: (1) The two regions
control and feel the contralateral body, that is, the somatomotor
area of the left brain controls the movement of the right half of
the body, and the somatosensory area of the left brain feels the
sensation of the right half of the body, and vice versa. (2) The
two areas control and feel the inverted body, that is, the upper
part of the body motor area controls the movement of the lower
limbs, the middle controls the movement of the upper limbs,
the lower part controls the movement of the head, and so does
the somatosensory area. (3) The area of different parts of the
body mapped to the two areas is inversely proportional to the
degree of flexibility and sensitivity of the part. For example, the
hand and mouth can complete very complex movements, and
their flexibility is much higher than that of the torso. Therefore,
their area in the body movement area will be much larger than
that of the torso.

There are more than 100 billion neurons in the human
brain. When humans are thinking, these neurons will produce
synchronous discharges. These potential changes can be collected
by placing electrodes on the scalp, which is called EEG signals.
The signal can be regarded as the superposition of waves with
different frequencies, amplitudes, and phases produced by a large
number of neurons. Brain waves can usually be divided into δ

waves, θ waves, α waves, β waves, and γ waves. Because the EEG
generated by motor imagination belongs to spontaneous EEG,
and the frequency of spontaneous EEG is generally between 1 Hz
and 30 Hz, so the γ wave can be filtered out directly without
considering γ wave in BCI research. Among the five kinds of
brain waves mentioned above, the α wave and β wave are closely
related to the study of BCI. Specifically, they are the alpha wave
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in the middle-frequency band (mu rhythm) and the β wave that
appears near the central sulcus. The frequency of mu rhythm is
about 10 Hz, if classified according to frequency and amplitude,
it can be classified as α wave, but mu rhythm has nothing to do
with the state of eye closure, it is a kind of EEG signal which
is closely related to somatic motor area. B waves are distributed
near the frontal lobe and central sulcus, but the β waves related
to mu rhythm often appear near the central sulcus (Mudiganty
et al., 2017; Torres-Rodríguez et al., 2018; van Yperen et al., 2018).
Therefore, in the study of BCI, we usually focus on the β waves
near the central sulcus.

Motion-Dependent Synchronization Phenomenon
Event-related synchronous (ERS) / desynchronized (ERD)
phenomenon is an electrophysiological phenomenon that can
be used as a feature of motor imagination EEG signals. The
specific manifestation of ERD phenomenon is as follows: when
the unilateral limb is imagined or the real movement occurs, the
somatic motor area and somatosensory area of the contralateral
cerebral cortex will be activated, and the increase of blood flow
and the acceleration of metabolism in this area will occur the
decrease of α wave frequency and amplitude (α wave blocking
phenomenon) (Belash et al., 2018). Correspondingly, the ERS
phenomenon is shown as follows: because the somatic motor
area and somatosensory area of the ipsilateral cerebral cortex
are not activated, the frequency and amplitude of α wave will
increase (Maceira-Elvira et al., 2019). ERD and ERS phenomena
are closely related and can influence each other. Studies have
shown that once the ERD phenomenon begins to occur in a
certain region, it is accompanied by the ERS phenomenon in
the adjacent cortex, and with time, the ERD phenomenon will
gradually spread to the somatosensory motor areas on both sides.
It shows the ERD/ERS phenomenon. C3 is the guide electrode
placed in the somatic motor area of the left hemisphere, and
C4 is the guide electrode in the somatic motor area of the right
hemisphere. It can be seen that during the left-handed motor
imagination task, the energy of alpha wave (12 Hz) in the somatic
motor area (C4) of the right hemisphere decreased significantly.
Also, this phenomenon can be calculated by the quantitative
formula (2−1) (Telles et al., 2019), where E is the energy value
of the α-wave band after motion imagination, and R is the
energy value of the α-wave band before motion imagination. If
ERSERD0/ occurs, the ERD phenomenon occurs, otherwise, the
ERS phenomenon occurs.

RESULTS AND DISCUSSION

In this section, we will report our experimental settings and
results. Our experiments are conducted on a PC with Intel i7-
9700 CPU @3.00 GHz, 32G memory, and RTX 1080ti 11G. All
parameters in our method are determined by 5-CV.

Rehabilitation Treatment of Motor
Dysfunction
The EEG signals in the previous section are classified according
to different motor imagination tasks, in which there are 5140,700

samples of imagining left finger movement and imagining right
finger movement, and each sample is a matrix with a dimension.
First of all, we make an intuitive time-domain analysis of
the EEG signal, and in this process, by observing the average
voltage of each guide electrode in different experiments, we can
roughly judge the effectiveness of the EEG signal. If there is
an obvious difference in amplitude or frequency between the
EEG data collected in a certain experiment and the EEG data
in most experiments, it can be considered that the EEG data is
abnormal in the process of collection and is an invalid sample.
After the abnormal data are put forward through macroscopic
analysis, the specific electrodes can be further analyzed. The C3
conductive pole located in the somatic motor area of the left
hemisphere is taken as an example. The primitive EEG signals
collected during left-hand movement imagination and right-
hand movement imagination are shown below. It can be seen
that the event-related synchronization phenomenon (ERS), with
the increase of α-wave amplitude at the (CLASS1) C3 electrode
during the left-hand motion imagination and the event-related
desynchronization phenomenon (ERD), with the decrease of the
α-wave amplitude at the (CLASS2) C3 electrode during the right-
hand motion imagination, are consistent with the physiological
phenomena introduced before.

Then the EEG signal is analyzed in the frequency domain,
and the periodic graph method is used to estimate the power
spectrum. The Fourier transform of discrete-time series [x (1),
x (2), ..., x (n)] is calculated as equation (4), and the power
spectral density function P (w) is shown as equation (5). When
the signal sequence is of finite length, the expectation and de-
limit operation of the omission formula (6) get the periodic
graph estimation.

P(w) =
∑
i

∑
j

wijX1 − X2

2

(4)

F(w) =
∑
i

q(n)e−jwn (5)

P(w) =
∑
i

(
1
N i

(x1 − x2)

)2
(6)

The power spectral density obtained from the power spectrum
estimation of the 118-channel EEG signal is shown in Figure 8.
From this image, we can directly see the distribution of EEG
signals on 0–50 Hz, but the result is contrary to the theory in
above section. In theory, the delta wave at 0–4 Hz is only visible
in deep sleep, while the delta wave shown in the picture accounts
for a large proportion in the EEG, even exceeding the alpha wave
in the 8–14 Hz band as a feature. Thus it can be seen that a
large number of low-frequency noise and 50 Hz power frequency
interference in the original EEG data collected cannot be directly
used for subsequent feature extraction and classification, so we
should first carry out pre-processing operations such as noise
reduction or reconstruction.

In this experiment, the sampling frequency of the EEG signal
is 100 Hz. According to the Nyquist theorem, the maximum
frequency retained in this signal is 50 Hz. Combined with the
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FIGURE 8 | Power spectral density for P(w), F (w), and Q(w).

classification of 2.1.2 EEG signals according to frequency, the
useful information in EEG signals is mainly concentrated in the
middle and low-frequency band of 6.5 Hz–25 Hz. The frequency
above 25 Hz can be regarded as high-frequency noise, and the
frequency below 6.5 Hz has little to do with motor imagination.
Therefore, the subject uses the fast algorithm of orthogonal
wavelet transform Mallat algorithm for multi-resolution analysis
of EEG signals, this algorithm only decomposes the low-
frequency part of each layer, and the high resolution in the
low-frequency band meets the needs of EEG band classification.
After a large number of experiments, the subject uses the db6
function of the Daubechies wavelet system to decompose the
original EEG signals in three layers, and the high-frequency and
low-frequency parts of each layer are segmented as shown in
above section, namely EEG = D1+D2+D3+A3. In the process
of EEG reconstruction, only the two main frequency bands, D2
in the second layer and D3 in the third layer, are retained, and the
wavelet coefficients of A3 in the low-frequency band and D1 in
the first layer are set to 0 to achieve the purpose of noise reduction
and enhancement of the signal, as shown in Figure 9. Taking the
EEG signal collected by the C3 guide electrode during left-hand
motion imagination as an example, wavelet analysis is carried
out. The decomposed high-frequency coefficient d1murd3 and
low-frequency coefficient A1-A3 results are shown above. The
delta wave and theta wave between 0 Hz and 6.5 Hz, the α wave
between 6.5 Hz and 12.5 Hz, the β wave between 12.5 Hz and
25 Hz, and the γ wave above 25 Hz are reconstructed by wavelet
coefficients as shown below.

The above α-wave and β-wave are selected for reconstruction,
and the EEG signal with the main frequency band of 6.5–25 Hz is
obtained. The EEG signal after the above preprocessing operation
is in the frequency domain, and the time domain analysis chart
is shown. It can be seen from the picture that the signal is
indeed consistent with the prior knowledge in brain theory. There
is an obvious ERD/ERS phenomenon in time domain analysis,
and the main components in frequency domain analysis are α

wave and β wave as shown in Figure 10. Therefore, compared
with the original data, the EEG preprocessed by wavelet analysis
reduces the noise and enhances the features, and can be used for
subsequent feature extraction and classification.

FIGURE 9 | The signal peaks occur after 10000 s.

FIGURE 10 | The ERD/ERS domains for α wave and β wave.

Evaluation of Rehabilitation Effect
Through functional electrical stimulation of muscles that are out
of nerve control, muscles can contract and can replace or correct
the lost motor functions of organs and limbs. Because the nervous
system has a certain ability of self-repair and reorganization,
according to the principle of human neurophysiology, electrical
stimulation of nerves and muscles is used to stimulate afferent
nerves and train movement information repeatedly. It will
be introduced into the central nervous system, which can
form exciting traces in the cerebral cortex and play a great
role in promoting the recovery of lost motor function. Limb
stroke rehabilitation system is generally divided into upper
limb rehabilitation and lower limb rehabilitation, which can be
detected by MRI mapping as shown in Figure 11. It is very
important for the functional rehabilitation of the upper limb,
especially for the wrist to complete the activities of the daily life
of stroke patients. Therefore, in our experiment, the repeated
stimulation of the upper limb is mainly aimed at the wrist flexion
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FIGURE 11 | The MRI signal for limb stroke rehabilitation system.

and wrist extension, while the lower limb is mainly aimed at the
ankle dorsiflexion and metatarsal flexion.

Brain–computer interface technology is a research field
that has attracted wide attention and developed rapidly in
the past 15 years. With the application of brain–computer
interface technology, without relying on the transmission
of intermediate neurons, a reliable information transmission
channel can be established directly between the brain and
external devices, to realize the direct control of EEG information
to external devices. By decoding the electrical activity of
cortical neurons, brain–computer interface technology provides
a new interactive way for people with dyskinesia to acquire
the motor ability and environmental control ability. Functional
electrical stimulation has been widely used in the field of
stroke rehabilitation and has been paid attention to by the
majority of rehabilitation workers. Proper FES can cause the
contraction of the corresponding muscles, so it can compensate
for the lost limb movement. At the same time, the degree of
satisfaction for different users is also uploaded to the afferent
nerve and finally mapped to the advanced nerve center, which
promotes the reconstruction of limb motor function as shown
in Figure 12. This article makes an exploratory study on the
design of a stroke rehabilitation system with the combination of
brain–computer interface and functional electrical stimulation,
which can show the feasibility of its realization. The EEG
signals used in this subject are from the BCI competition in
2005 and the other part is collected by the laboratory itself.
The selection of subjects will have a certain impact on the
universality and reliability of the experimental results. The EEG
signals used in this study come from 2 women and 3 men,
respectively. The subjects are all healthy, mental, and right-
handed students.

Usually, for stroke hemiplegic patients, they lose the ability of
spontaneous movement because the motor nerve cannot receive
motor signals, but the muscles they dominate still have the
ability of motor contraction, and the upper motor neurons of
hemiplegic patients are damaged, losing the ability to control

FIGURE 12 | The degree of satisfaction for different users.

random movement and showing spastic paralysis, but the lower
motor neurons are normal, so the pathway exists and has
stress function. At this time, appropriate FES can contract the
corresponding vision imaging and compensate for the loss of
limb motor function as shown in Figure 13. At the same time, the
stimulation is also uploaded to the afferent nerve and mapped to
the higher nerve center through the spinal cord, which promotes
the reconstruction of limb function and the recovery of mental
state. Too much scalp oil will lead to excessive scalp resistance
and distortion of the acquisition waveform. EEG signals are
extremely weak and easy to interfere with, so the process of data
acquisition should be far away from electromagnetic interference
and ensure a quiet collection environment. Internal factors can
also be the interference source of EEG signals, so subjects
should not carry out any exercise in the process of collection,
keep muscles relaxed and minimize blinking, eye movement,
saliva swallowing and other behaviors, to reduce the interference
of EMG and ophthalmogram. The acquisition process of BCI
competition is described as follows: subjects sit quietly in front of
a computer wearing an electrode cap and imagine the movement
of their left hand, right hand or right foot according to the
on-screen graphics. Each subject had a total of 280 exercise
imaginations, of which 140 were left and right.

FES can be used for central paralyzes, such as hemiplegia,
cerebral palsy, paraplegia, multiple lateral sclerosis of the spinal
cord, and paralysis caused by spinal cord injury. It can also be
used to relieve pain, treat epilepsy, spinal deformity, urinary
incontinence, respiratory dysfunction, but also has the effect
of visual aid, hearing aid, and even can be used in midwifery
in the process of delivery. For the poor performance of LSTM
classifier in the classification of motor imagination EEG signals,
one of the reasons for the low accuracy of the test set may
be that the experiment did not design a correct network, or
did not effectively preprocess the data, wrong preprocessing
methods, an insufficient amount of data and so on. Another
reason may be that the characteristics of motor imagination
EEG itself have little to do with time. Although the imaginative
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FIGURE 13 | The vision imaging interacted with pixel generation.

process of the subjects was sequential, the original principle of
EEG classification by imagining left-handed and right-handed
movements was: changes in the energy distribution and intensity
of brain waves caused by the ERD/ERS phenomenon in the
process of imagination.

ERD/ERS =
E− R
R
× 100% (7)

That is to say when you imagine the movement of the right
hand, the energy in the left brain region increases, and the
energy in the right brain region decreases, while when you
imagine the left-hand movement, it is just the opposite. These
two features are mainly frequency domain features and spatial
domain features, while the time domain features are relatively
weak, so the classification effect of time series features learned
by the LSTM algorithm in the training process is not as obvious

FIGURE 14 | The signal intensity for different types.

as that learned by CNN algorithm. For the phenomenon that
the classification accuracy of LSTM classifier when subjects are
trained separately is not significantly higher than that when all
subjects are trained together, but the accuracy of CNN classifier
is quite different under these two methods, this article speculates
that the frequency and spatial characteristics of EEG signals may
be different because different subjects have different brain shapes
and different ways of thinking. There are great differences in
many types, such as different active parts of the brain, that is, the
characteristics of EEG signals extracted by CNN of single-person
network vary from person to person, while the time sequence
characteristics of EEG signals are relatively fixed and are not
affected by the above-mentioned factors, and the difference may
be small among different signal types. The signal intensity for
different types can be seen in Figure 14. For convolution neural
network, the data of different subjects can be trained together
because the essence of deep learning is to find commonness in
massive data to fit it, so even if there are individual differences
in the characteristics of motion imagination among different
subjects, the CNN of the multi-person network can also find
commonness and extract more universal ERD/ERS features.

CONCLUSION

Electroencephalogram has the characteristics of low signal-to-
noise ratio, vulnerable to interference, and obvious differences
between different individuals, which makes it difficult for
traditional classification methods to find good differentiation
and representative characteristics to design a classification model
with excellent performance. With the above characteristics,
brain–computer interface technology is expected to solve the
physiological and psychological needs of patients with motor
dysfunction with great individual differences. However, the
classification method based on feature extraction requires a lot of
prior knowledge when extracting data features and lacks a good
measurement standard, which makes the development of brain–
computer interface technology. In particular, the development
of a multi-classification brain–computer interface is facing a
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bottleneck. However, in recent years, with the characteristics
of layer-by-layer automatic learning data features, step-by-step
abstraction, and good generalization ability, deep learning has
achieved great success in the field of image and speech. To
avoid the blindness and complexity of EEG feature extraction,
the deep learning method is applied to the automatic feature
extraction of EEG signals. It is necessary to design a classification
model with strong robustness and high accuracy for EEG signals.
Based on the research and implementation of a brain–computer
interface system based on a convolutional neural network, this
article aims to design a brain–computer interface system that
can automatically extract features of EEG signals and classify
EEG signals accurately. Avoid the blindness and time-consuming
problems caused by the machine learning method based on
feature extraction in feature extraction of EEG data due to the
lack of a large amount of prior knowledge.

This study has several limitations. For example, overfitting
often occurs during the classification procedure. Therefore, in our
future work, we will try to overcome this problem to improve the
generalization ability of our model.
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