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ABSTRACT: The operating performance of a process may
degenerate due to process interferences and operation errors, which
cancel the benefits of technology design and economic production.
Traditional operating performance assessment methods are either lack
of real-time due to the post-analysis or difficult to distinguish
performance grades for process data with weak differences and strong
noise interferences based on shallow learning structures. In this paper,
a new layer attention-based stacked performance-relevant denoising
auto-encoder (LA-SPDAE) is proposed for the operating performance
assessment of industrial processes. It overcomes the defect that the
original SDAE ignores task-relevant information in training and only
uses the feature of the last hidden layer to complete special tasks. In
this study, the original SDAE is improved by optimizing the cross-
entropy loss of the performance grade labels in the layer-wise pretraining, which is named stacked performance-relevant denoising
auto-encoder (SPDAE), and the performance-relevant features can be extracted under supervision. Moreover, for making good use
of performance-relevant features of each layer, they are fused by adaptive weights based on the layer attention mechanism. In the
case study of cyanide leaching, the assessment accuracy of the proposed LA-SPDAE model is up to 99.85% under the corrupted
proportion of 20%, and the advantage is still maintained as the proportion increases to 80%, which demonstrates the superiority of
LA-SPDAE compared with conventional deep neural networks and shallow learning structures.

1. INTRODUCTION
With increasing competition for marketing and shortage of raw
material resources, modern enterprises pay more attention to
maximizing comprehensive economic benefits by optimizing
operation and production management,1 and the operating
performance assessment of industrial processes has received
considerable attention in applications and academia during the
past decades.2,3 Through the real-time assessment of the process
operating performance, the enterprise can grasp the operation of
the production timely and make adjustments at the initial stage
of performance degradation4 so as to avoid unnecessary
economic loss and ensure the improvement of benefits.
Being different from process monitoring, which is to

distinguish between normal and fault,5 the process operating
performance assessment is to identify the performance grades,
such as optimal, fine, general, and poor, under the normal
conditions. The potential problem posed by this difference is
that the differences among different performance grades are
significantly less than those between normal and fault
conditions, so that the methods with stronger feature
discrimination may be more suitable for the process operating
performance assessment. Additionally, due to complex

production environment and control strategy, the actual
industrial data are often disturbed by serious noise,6 which
significantly increases the difficulty in distinguishing different
performance grades. As a result, both the weak differences and
strong noise interferences bring great challenges to evaluating
the operating performance of industrial processes.
With continued advancements of sensors and data storage

equipment, a large amount of process data can be obtained more
easily, and many data-driven assessment methods with respect
to the process operating performance have been developed on
the basis of multivariate statistics and data distribution
description techniques. For linear industrial processes, i.e., the
correlation between process variables is linear or nearly linear,
some traditional multivariate statistical analysis methods were
improved to accurately extract the features related to the
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performance index7,8 and applied to the process operating
performance assessment.9,10 However, complex process mech-
anism and fluctuating external environment often lead to non-
linear correlation between process variables, making those linear
assessment methods perform poorly, and some nonlinear
assessment methods came into being.11,12 As a result of the
load change, feedstock variation, and parameter drift, many
industrial processes are multimodal, and operating performance
assessment methods based on data distribution description were
sequentially proposed to handle this characteristic.2,13 Con-
cerning the process dynamic characteristics, some conjoint
analysis assessment methods were proposed to capture the
representative features from industrial data.14,15 In practice
production, some qualitative information described by state
descriptions or semantics is the useful information in improving
the performance of assessment models. In light of that, both of
the qualitative and quantitative information were used to
evaluate the operating performance of industrial processes.16 All
of the aforementioned methods provide important solutions for
the operating performance assessment of various process
characteristics and have achieved satisfactory results in the
cases where data of different performance grades are significantly
different. However, from the perspective of model structure,
these assessment methods are shallow learningmethods because
the features are only extracted once. It is hard to meet the
requirements for the assessment task in terms of the noise
reduction capability and feature extraction depth, posing a
challenge for extracting discriminative and representative deep
features from the process data with weak differences and strong
noise interferences.
As one of the most brilliant branches in machine learning,

deep learning (DL) methods have thrived in recent years.17,18 A
growing number of researchers try to extract deep features from
different kinds of information based on DL technologies,
including convolutional neural networks,19 stacked auto-
encoder (SAE),20 long short-term memory,21 and so on.
Among numerous DL methods, SAE is widely used in deep
feature extraction because of its strong abilities to deal with the
nonlinearity and reveal the low-dimensional essence structure of
high-dimensional data. As a modified version of SAE in
robustness, the stacked denoising auto-encoders (SDAE) were
developed.22 SDAE is stacked by multiple denoising auto-
encoders (DAEs) hierarchically. Because the SDAE learns to
remove noise and recover input data from their corrupted
version, the intermediate features extracted by SDAE- are more
robust than those extracted by SAE-. Since SDAEs was
proposed, it has been applied in many different areas, including
process monitoring,23 fault isolation,24 defect recognition,25 and
so on.
Nevertheless, SDAE seeks to reconstruct the input data rather

than working on representing special tasks through unsuper-
vised learning, so it is unable to learn task-relevant features
completely, and many task-irrelevant features may be extracted.
The irrelevant information could spread to higher layers during
the construction of a deep neural network (DNN). To improve
the network performance, the guidance of task information is of
great significance, and some semi-supervised and supervised
SAE emerged.26−28 However, due to ignoring data corruption in
the pretraining process, these methods still have weak abilities to
deal with industrial data disturbed by strong noise.
Another noteworthy issue is that although a higher hidden

layer tends to extractmore abstract features, the features of lower
hidden layers still have utilization values. That is to say, features

of different hidden layers of a DNN are characterizations of
input data at different levels, having different contributions for
special tasks. To make rational use of features of each hidden
layer, evaluating the contributions and controlling the amount of
information are very important. The attention mechanism is a
common means to measure the importance of information. It
can be considered as to screen out critical information from the
input data and focus on it for making an effective decision. So far,
the attention mechanism has been applied to a wide variety of
tasks, such as speech recognition,29 industrial soft sensing,30

classification problem,31 and so on.
For the operating performance assessment of industrial

processes, not all process information is closely related to the
process operating performance. Conversely, some information
may be useless and even interferes with distinguishing
performance grades. Moreover, since the actual industrial data
are easily polluted by noise, a robust feature extractionmethod is
needed to improve the anti-interference of the assessment
model. In addition, although the feature of the last hidden layer
is the high abstraction and conciseness of the input data, features
of other hidden layers still have valuable information for
performance assessment. Given the above, a novel assessment
strategy called layer attention-based stacked performance-
relevant DAE (LA-SPDAE) is proposed for the operating
performance assessment of industrial processes. First, by
optimizing the cross-entropy loss of performance grade labels
in the layer-wise pretraining procedure, each performance-
relevant DAE (PDAE) extracts the features closely related to the
process operating performance from input data under super-
vision. At the same time, by corrupting a fraction of input data,
PDAE gives a more robust feature expression of original inputs
and enhances the ability for feature extraction. After that,
multiple PDAEs are stacked to form the stacked PDAEs
(SPDAE). The performance-relevant features extracted by the
former PDAE are used as the inputs of the later one, so that deep
performance-relevant features are extracted gradually. After the
pretraining procedure, instead of utilizing the performance-
relevant feature of the last layer, layer attention weights are
calculated tomake full use of performance-relevant features of all
layers, and the assessment results are given based on their
adaptive integration.
The contributions of this paper are three-fold: (1) a novel

supervised network structure introducing the performance grade
labels into DAE is proposed and named PDAE; (2) by stacking
multiple PDAEs layer by layer, a SPDAE model is constructed,
having the ability of extracting deep performance-relevant
features; and (3) the attention mechanism is adopted for fusing
performance-relevant features of every hidden layer of the
SPDAE adaptively, which improves the performance of the
assessment model.
The rest of this paper is organized as follows. In Section 2, the

original SDAE and the principle of the attention mechanism are
introduced briefly. Then the LA-SPDAE-based operating
performance assessment method is proposed in Section 3,
which includes the model structure and training strategy. In
Section 4, the effectiveness of the proposed assessment approach
is illustrated by a case of gold cyanide leaching process, and its
superiority is also verified as opposed to some related models.
The conclusions and potential future development are
elaborated in Section 5.
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2. RELATED WORKS
2.1. Stacked Denoising Auto-Encoders. SDAE is a DNN

constructed by stacking several DAEs layer by layer. It is a
variant of the original SAE in terms of robustness. DAE is an
unsupervised network including one encoder and one decoder.
It is trained to reconstruct a clean “repaired” input from its
corrupted version. The common types of corruptions include
additive isotropic Gaussian noise, masking noise (force some
elements to zero randomly), and salt-and-pepper noise (set
some elements to their maximum or minimum randomly).22

The structure of the DAE is shown in Figure 1.

Take an SDAE network with K hidden layers as an example.
= [ ] ×X x x x R, , ..., N

T N J
1 2

x is the training data with N
samples and Jx variables, and

×x Rn
J 1x is the nth sample of

X. The training of the SDAE contains two procedures, i.e.,
pretraining hierarchically and global fine-tuning. In the
procedure of the pretraining, the input data X are first corrupted
as = [ ] ×X x x x R, , ..., N

T N J
1 2

x. Then, the encoder maps X̃ to
t h e h i d d e n l a y e r t o o b t a i n t h e f e a t u r e s

= [ ] ×H h h h R, , ..., N
T N J1

1
1

2
1 1 h1, where Jh1

is the number of
hidden layer nodes of the first DAE, and the decoder implements
self-reconstruction from H1 to the output layer to obtain the
reconstructed input data = [ ] ×X x x x R, , ..., N

T N J1
1
1

2
1 1 x de-

termined by the information loss.
The encoder and decoder processes in the first DAE are listed

as follows

= + =h W x bf n N( ), 1, 2, ...,n e n e
1 1 1

(1)

= +x W h bg( )n d n d
1 1 1 (2)

where f(·) and g(·) are activation functions; the sigmoid,
hyperbolic tangent, and rectified linear unit (ReLU) are
common activation functions in a neural network;

×W Re
J J1 h x1 and b Re

J1 h1 are the weight matrix and bias vector
connecting the input and hidden layers of the first DAE;

×W Rd
J J1 x h1 and b Rd

J1 x are the weight matrix and bias vector
connecting the hidden and output layers of the first DAE. Then,
the parameter set of the first DAE is denoted as

= { }W b W b, ; ,e e d dDAE
1 1 1 1 1 , which can be learned by minimizing
the reconstruction error loss function with the backpropagation
(BP) algorithm as follows

=
=

x xL
N

( )
1

.
n

N

n nDAE
1

DAE
1

1

2

(3)

When the first encoder converges, it is fixed temporarily. Then,
the first-layer hidden features H1 are corrupted as

= [ ]H h h h, , ..., N
T1

1
1

2
1 1 and used as the inputs to train the

s e cond DAE fo r ob t a i n i ng the pa r ame t e r s e t
= { }W b W b, ; ,e e d dDAE

2 2 2 2 2 and the second-layer hidden features

= [ ]H h h h, , ..., N
T2

1
2

2
2 2 . As an analogy, all K DAEs can be

pretrained progressively.
After all layers have been pretrained, the parameter set

= { }W b W b W b, ; , ; ...; ,e e e e e
K

e
K

SDAE
1 1 2 2 is used as the initializa-

tion of the SDAE network. Then, a BP-based global fine-tuning
is implemented to adjust the network parameters simulta-
neously. In this way, because the parameters are pretrained, the
network falling into local extremum can be largely avoided.32,33

Once an SDAE has been built, final features of the raw input data
are obtained from the last hidden layer and used as the input of
stand-alone supervised learning algorithms for complex practical
tasks.
2.2. Attention Mechanism. Recently, attention mecha-

nism-based technologies are more and more widely used for
various industrial applications. Attention itself can be seen as a
soft selection over the input. In this way, the model can focus on
inputs that are important for special tasks. As a consequence, the
model can handle inputs with a certain degree of redundancy
without reducing performance.
An attention network is actually a kind of fully connected

neural network, whose input is a vector and the output is a real
value between 0 and 1 or a real vector with values between 0 and
1. Mathematically, the attention values can be expressed by eqs
4−6 as follows

= =h xf m M( ), 1, 2, ...,m (4)

= · +v Wh be tanh( )m m (5)

=
| |

| |=

w
e

e
m

m

j
M

j1 (6)

where hm represents the mth feature extracted from input data x
through a network f(̃·); tanh(·) is the hyperbolic activation
function of the attention network; v,W, and b are the parameters
to be learned; em is the attention value of feature hm and between
0 and 1; and wm is the normalized attention value and named
attention weight here. Then, all features extracted from x can be
integrated by attention weights as follows

=
=

h hw
m

M

m m
1 (7)

In eq 7, the more critical the feature is, the greater the attention
weight is.

3. LAYER ATTENTION-BASED STACKED PDAE FOR
PROCESS OPERATION PERFORMANCE
ASSESSMENT

The SDAE can robustly learn the high-level features which are
considered as abstract representations of raw input data. For the
operating performance assessment, however, not all input
information is related with the process operating performance.
Since the goal of SDAE is to reconstruct the input data rather
than the representation of process operating performance due to
its unsupervised pretraining, it is difficult to learn discriminative
performance-relevant features, and some performance-irrelevant
features may still be retained in the extracted features. These
performance-irrelevant features may spread to the higher layers
along with the layer-wise pretraining and degrade the perform-
ance of the assessment model. In order to improve the ability of
operating performance assessment, an excellent assessment
model should have the ability to identify the performance-

Figure 1. Structure of DAE.
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relevant features and remove performance-irrelevant ones
accurately. Moreover, the performance-relevant features of
different layers are exactly different representations and
abstractions about the operating performance at different levels.
Those features play different roles in operating performance
assessment and should be used rationally with a tendency.
However, SDAE only uses the last layer hidden feature to
implement the outputmodeling task. There is still much space to
improve the utilization of the information in different layers of a
DNN, helping to better evaluate the process operating
performance. In light of that, the LA-SPDAE is proposed for
process operating performance assessment in this section. In
each PDAE, its difference from the DAE is that the performance
grade labels are added to the output layer and used for guiding
the feature extraction instead of reconstructing the input data,
which produces the performance-relevant features from its input
data under the constraint that the performance grade should be
well estimated. Furthermore, through stacking multiple PDAEs
layer by layer, hierarchical performance-relevant features are
consecutively extracted from the raw input data. To make full
use of performance-relevant features of different layers, the layer
attention mechanism is imposed on them automatically. With
the layer attention weights, performance-relevant features of
different layers are further integrated to obtain the final features
for the operating performance assessment.
3.1. Performance-Relevant Denoising Auto-Encoders.

The PDAE is composed of the input, hidden, and output layers,
whose network structure is shown in Figure 2. Assume that there

are C performance grades, and the performance grade label is

denoted as = [ ]y y y y R, , ..., C
T C

1 2 . For a sample of perform-

ance grade c, c = 1, 2,..., C, its label is [ ]
c

0, ..., 0, 1, 0, ..., 0 T

th . Use

{ }W b,e
P

e
P and { }W b,d

P
d
P to separately represent the parameters

in the encoder and decoder of the PDAE. The encoder of the

PDAE is the same as that listed in eq 1, and the decoder is listed

as follows

= +y W h bg( )d
P

d
P (8)

where g̃(·) is the activation function.
For the multiple performance grades problem, the SoftMax

function is usually used as the activation function and given

below

= =

= |

= |

= |

=
=

Ä

Ç

ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ

É

Ö

ÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑ

Ä

Ç

ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ

É

Ö

ÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑÄ

Ç

ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ

É

Ö

ÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑ

x

h

h

h

h

h

h

h

g

y

y

y

p y

p y

p y C

( )

( 1 , )

( 2 , )

( , )

1
exp( )

exp( )

exp( )

exp( )

C

c
C

c
T

T

T

C
T

1

2

SM

SM

SM

1

1

2

(9)

where = = | = =h h hy p y c( , ) exp( )/ exp( )c c
T

c
C

c
T

SM 1 de-
notes the posterior probability of h belonging to the cth
performance grade; = [ ], , ..., ,T T

C
T T

SM 1 2 is the parameter
set of the SoftMax classifier, and = [ ]y y y y, , ..., C

T
1 2 .

For the training data X, the performance grade labels are
d e n o t e d a s = [ ] ×Y y y y R, , ..., N

T N C
1 2 , w h e r e

= [ ]y y y y, , ...,n n n n
C T1 2 , and then the parameter set of the

PDAE, i.e., = { }W b W b, ; ,e
P

e
P

d
P

d
P

PDAE , is trained by the BP
algorithm through minimizing the following cross-entropy loss
function

=
= =

L
N

y y( )
1

log( )
n

N

c

C

n
c

n
c

PDAE PDAE
1 1 (10)

where = [ ] ×Y y y y R, , ..., N
T N C

1 2 are the posterior proba-
bilities of X belonging to each performance grade, and

= [ ]y y y y, , ...,n n n n
C T1 2 .

Compared with the DAE, PDAE changes the focus of feature
representations from reconstructing input data to learning
unique characteristics of each performance grade, which is
helpful to improve the discrimination ability of the assessment
model.
3.2. Stacked Performance-Relevant Denoising Auto-

Encoders. Considering the fact that a single PDAE is not
enough to extract deep performance-relevant features from the
input data with strong noise, several PDAEs will be stacked
hierarchically to constructed the SPDAE network.
Suppose that there are K layers in a SPDAE network. Initially,

input data X and performance grade labels Y are used to pretrain
the first PDAE, and then the first-layer performance-relevant
features = [ ]H h h h, , ...,P

P P
N
P T1

1
,1

2
,1 ,1 are obtained, where hn

P,1

presents the performance-relevant feature extracted from xn.
= [ ]Y y y y, , ..., N

T1
1
1

2
1 1 denote the posterior probabilities esti-

mated by the first PDAE.
The loss function of the first PDAE is as follows

=
= =

L
N

y y( )
1

log( )
n

N

c

C

n
c

n
c

PDAE
1

PDAE
1

1 1

1,

(11)

where = { }W Wb b, ; ,e
P

e
P

d
P

d
P

PDAE
1 ,1 ,1 ,1 ,1 is the parameter set of

the first PDAE, and yn
c1, is the cth element of =y n N, 1, 2, ...,n

1 .
Then, the first-layer performance-relevant features HP

1 and
performance grade labels Y are used to pretrain the second
P D A E , o b t a i n i n g t h e p a r a m e t e r s e t

Figure 2. Structure of PDAE.
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= { }W Wb b, ; ,e
P

e
P

d
P

d
P

PDAE
2 ,2 ,2 ,2 ,2 and the second-layer per-

formance-relevant features = [ ]H h h h, , ...,P
P P

N
P T2

1
,2

2
,2 ,2 .

Assume that all the first k PDAEs have been pretrained
already, and the k-layer performance-relevant features are
denoted as = [ ]H h h h, , ...,P

k P k P k
N
P k T

1
,

2
, , , which will be further

adopted to construct the k + 1th PDAE. The relationships
among the input, hidden, and output data are as follows

= +

=

+ + +h W h bf

k K

( ),

1, 2, ..., 1
n
P k

e
P k

n
P k

e
P k, 1 , 1 , , 1

(12)

= ++ + + +y W h bg( )n
k

d
P k

n
P k

d
P k1 , 1 , 1 , 1

(13)

w h e r e hn
P k, i s t h e c o r r u p t i o n o f h n

P , k ;
= { }+ + + + +W Wb b, ; ,k

e
P k

e
P k

d
P k

d
P k

PDAE
1 , 1 , 1 , 1 , 1 is the parameter set

of the k + 1th PDAE, and = [ ]+ + + +Y y y y, , ...,k k k
N
k T1

1
1

2
1 1 are the

posterior probabilities estimated by the k + 1th PDAE.
Thereafter, it is pretrained through minimizing the cross-
entropy loss function of the k + 1th PDAE as follows

=+ +

= =

+L
N

y y( )
1

log( )k k

n

N

c

C

n
c

n
k c

PDAE
1

PDAE
1

1 1

1,

(14)

where +yn
k c1, is the cth element of +yn

k 1.
A f t e r K P D A E s h a v e b e e n p r e t r a i n e d ,

= { }W W Wb b b, ; , ; ...; ,e
P

e
P

e
P

e
P

e
P K

e
P K

SPDAE
,1 ,1 ,2 ,2 , , is used as

initial parameters to construct the SPDAE network. What needs
to be specified is that, in the layer-wise pretraining, the input
corruption of each individual layer is only applied in initial
denoising-training for learning useful feature extractors. Once

Figure 3. Structure of LA-SPDAE.
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parameters are obtained, they will be used on uncorrupted
inputs. In addition, the fundamental task of SPDAE is not to
denoise per se. On the contrary, denoising is advocated as a
criterion to learn more informative features.
3.3. LA-SPDAE for Operating Performance Assess-

ment. In each layer of the SPDAE, performance-relevant
features represent a certain level of the characteristics of the
input data associated with the process operating performance.
Here, the layer attention mechanism is introduced to the
SPDAE, termed LA-SPDAE, to determine the importance of the
performance-relevant features of each layer adaptively and
integrate them reasonably. The structure of the LA-SPDAE is
shown in Figure 3.
Since the dimensions of hn

P,1, hn
P,2,..., hn

P,K are usually unequal
according to the structure characteristic of the SPDAE, these
features need to be synchronized before integrating. Refer to the
performance-relevant feature with the largest dimension, the
vacancies of other features are padded with zeros from both
ends. The synchronized performance-relevant features are

recorded as ×h h h R, , ...,n
P

n
P

n
P K J,1 ,2 , 1h correspondingly, and

Jh is the maximum dimension of the performance-relevant
features. For example, if the dimensions of hn

P,1 and hn
P,2 are eight

and five, the synchronized versions are =h hn
P

n
P,1 ,1 and

= [ ]h h0, , 0, 0n
P

n
P T,2 ,2T .

Attention mechanism allows the model to capture the most
important performance-relevant features for operating perform-
ance assessment. It can assign an adaptive weight rather than a
fixed one to each layer performance-relevant feature. For input
xn, the layer attention mechanism assigns attention weight wn

k to
the k-layer performance-relevant feature according to its
potential relationship with the process operating performance.
The structure of the layer attention model is as follows

= · +v W h be tanh( )n
k

A A n
P k

A
,

(15)

= | |
| |

= =
=

w
e

e
k K n N, 1, 2, ..., , 1, 2, ...,n

k n
k

j
K

n
j

1

(16)

where × ×v WR R,A
J

A
J J1 h h h and ×b RA

J 1h are the param-
eters to be learned of the layer attention model and enk is the

corresponding attention value of hn
P k,
. The normalized value wn

k

calculated by eq 16 is called layer attention weight of the k-layer

performance-relevant feature hn
P k,
. All parameters in eq 15 form

the parameter set = { }v W b, ,A A A A , which can be learnt
through the BP algorithm in training the whole LA-SPDAE
network. Then, all performance-relevant features of xn are
integrated by the layer attention weights as follows
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=
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,

(17)

After that, a SoftMax function is added to the top layer to set
up the LA-SPDAE-based operating performance assessment
model. It is shown as follows
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where = =h hy exp( )/ exp( )n
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, 1 , is the posterior

probability of hn belonging to the c th performance grade, and
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, ; = { }, , ..., ,O O

T
O
T

O C
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,1 ,2 , is the parameter set
connecting the top layer and the output layer.
For training the LA-SPDAE network, the pretrained

parameter set θSPDAE is used as the initial parameters. In
addition, the parameter sets θO and θA are initialized randomly.
Then, a BP-based global fine-tuning is put into effect to train
these parameters simultaneously with the following loss function

=
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To evaluate the operating performance of a new sample xnew
using LA-SPDAE, the forward propagation is performed as
follows
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where hnewP,k and h
P k

new
,
are k-layer performance-relevant feature

and the synchronized one; wnew
k is the layer attention weight of

h
P k

new
,
; yO c

new
, is the posterior probability of xnew belonging to the cth

performance grade, and that with maximum posterior
probability is determined as the final performance grade for
xnew, i.e.,

= { }c yarg max
c C

O c

1 new
,

(26)

where c̃ is the performance grade of sample xnew belonging to.
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4. CASE STUDY
In this study, the proposed LA-SPDAE-based assessment model
will be tested on a gold cyanide leaching process in Shandong,
China. The simulation configurations are as follows: operating
system: 64-bit Microsoft Windows 10; CPU: Intel i5-11300H
(3.10 GHz); RAM: 16GB; Software: Python 3.8.
4.1. Process Description.Cyanide leaching is an important

process in hydrometallurgy. Figure 4 is the flowchart of the gold
cyanide leaching process, consisting of four cascaded pneumatic

mixing tanks, a buffer tank, a leaching solution tank, and an air
compressor. Cyanide and oxygen are important reactants in the
cyanide leaching. Sodium cyanide (NaCN) is a commonly used
reagent, and the oxygen provides the oxidation-reduction
potential to promote the reaction. Although the gold is inert
to oxidation, it is widely accepted that pure gold cyanide is an
electrochemical process, and the oxidation of gold is a
prerequisite for its dissolution in the alkaline cyanide lixiviant.
Then, the cyanogen gold complexes, [Au(CN)2]−, are
synthesized in the pulp. To avoid the generation of hydrogen
cyanide (HCN), pH is controlled at about 12 by adding calcium
hydroxide (Ca(OH)2) to the pulp.
Leaching rate is the crucial index for evaluating the operating

performance of the cyanide leaching process. It is generally
believed that the higher the leaching rate is, the better the
process operating performance is. However, the leaching rate
cannot be measured online and can only be analyzed offline with
a certain time delay. The process variables of the gold cyanide
leaching process are shown in Table 1. Known from expert
experience and process mechanism analysis, the concentration
of HCN is mainly used to ensure production safety and has little
effect on the leaching rate. Moreover, in actual production, the
airflow is usually large enough to make the dissolved oxygen in a
saturated state; thus, both the airflow and the concentration of

Figure 4. Flowchart of the gold cyanide leaching process.

Table 1. Process Variables of the Cyanide Leaching Process

no. variable description units

1 NaCN flow in the first pneumatic mixing tank m3/s
2 NaCN flow in the second pneumatic mixing tank m3/s
3 NaCN flow in the fourth pneumatic mixing tank m3/s
4 concentration of the pulp wt %
5 air flow in the first pneumatic mixing tank m3/s
6 air flow in the second pneumatic mixing tank m3/s
7 air flow in the third pneumatic mixing tank m3/s
8 air flow in the fourth pneumatic mixing tank m3/s
9 concentration of dissolved oxygen mg/L
10 CN−concentration in the first pneumatic mixing tank mol/L
11 CN−concentration in the fourth pneumatic mixing tank mol/L
12 concentration of HCN mg/m3

ACS Omega http://pubs.acs.org/journal/acsodf Article

https://doi.org/10.1021/acsomega.3c00414
ACS Omega 2023, 8, 14583−14596

14589

https://pubs.acs.org/doi/10.1021/acsomega.3c00414?fig=&ref=pdf
https://pubs.acs.org/doi/10.1021/acsomega.3c00414?fig=fig4&ref=pdf
https://pubs.acs.org/doi/10.1021/acsomega.3c00414?fig=fig4&ref=pdf
https://pubs.acs.org/doi/10.1021/acsomega.3c00414?fig=fig4&ref=pdf
https://pubs.acs.org/doi/10.1021/acsomega.3c00414?fig=fig4&ref=pdf
http://pubs.acs.org/journal/acsodf?ref=pdf
https://doi.org/10.1021/acsomega.3c00414?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


the dissolved oxygen have little effect on the leaching rate in the
circumstances. On account of the above reasons, variables 5−9
and 12 are used to simulate the interferences of performance-
irrelevant features in this study. Beyond that, all the other
process variables affect the leaching rate directly or indirectly
and have strong or weak correlations with the process operating
performance.
4.2. Analysis and Discussion. Normally, original data

collected from the cyanide leaching process are difficult to use
directly because a variety of problems can be encountered,
including data missing, outliers, invariant values, and so on.
What needs to be stated here is that the data used in this case
study have been preprocessed by members of our research
group, that is, the data do not encounter the problems
mentioned above and can be regarded as clean samples.
According to the leaching rates from low to high and the expert
experience, the operating performance of the cyanide leaching
process is divided into four performance grades, i.e., poor,
general, fine, and optimal, which are numbered as 1, 2, 3, and 4
successively. 10,000 samples were selected from the historical
production data set, and each performance grade accounts for a
quarter. 80% of samples are selected randomly and used for
training, and the remaining 20% is used for testing. In the test
data set, each performance grade contains 500 samples. To
demonstrate the performance of the LA-SPDAE model, the
samples will be corrupted according to different proportions ν of
zero-masking noise, whether for offline modeling or online test.
For simplicity, LA-SPDAE (ν) is used to represent the LA-

SPDAE established based on corrupted inputs under proportion
ν.
In the construction of a DNN, the critical point is to

determine network parameters and hyperparameters. Never-
theless, no universal method is available to decide on them
theoretically. Here, the commonly used grid search34 and cross-
validation35,36 are combined to choose the hyperparameters of
the proposed network. First, the training data set is further
equally divided into five parts, and 5-fold cross-validation is
adopted to determine the hyperparameters based on the average
of the assessment accuracy on validation data sets. The
hyperparameters involve the numbers of nodes in three layers,
pretraining learning rates of each layer, fine-tuning learning rate,
number of layers, batch sizes, and epochs during pretraining and
fine-tuning procedures. The learning rates are explored under a
temporary network structure, which has three hidden layers and
each has 8, 5, and 3 nodes from the shallow layer to the deep one.
The candidate set of the pretraining learning rate η1, η2, η3 and
fine-tuning learning rate η4 is {0.001, 0.01, 0.015, 0.02, 0.025,
0.03, 0.1}. According to the principle of the LA-SPDAE, the
pretraining procedure is carried out layer by layer. The
performance-relevant feature of the previous layer is used as
the input of the current layer. Figure 5 shows the assessment
accuracy of each SPDAE under different pretraining learning
rates and the final assessment accuracy in the fine-tuning
procedure. Since a large learning rate can make the network
converge quickly, large learning rates are selected to train each
layer and fine-tune the whole network without causing shock.

Figure 5. Assessment accuracy of the validation data set under different learning rates (a) η1; (b) η2; (c) η3; and (d) η4.
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Then, the optimal learning rates are set as η1 = 0.015, η2 = 0.025,
η3 = 0.025, and η4 = 0.015.
The second hyperparameter to be explored is the number of

hidden layers, and its influence on the assessment accuracy and
training time is shown in Figure 6. It can be seen from Figure 6

that, with the increasing number of hidden layers, the assessment
accuracy and the training time increase continuously. However,
the performance does not improve any longer when the number
of hidden layers increases to five. The LA-SPDAE model with
three layers shows better performance and uses shorter training
time, so it can be considered as the optimal model for the
training data set.
Additionally, to avoid overfitting and ensure the general-

ization ability of the network, the criterion for choosing the
number of layer nodes is as compact as possible while ensuring
accuracy, and the final numbers of nodes in layers 1, 2, and 3 are
eight, five, and three. Small batch size will reduce the
convergence speed; large batch size will not only consume too
much memory but also adversely affect the optimization process
and generalization performance of the network. Small epoch will
lead to under-fitting of training, resulting in poor generalization
ability; large epoch easily leads to over-fitting of training.
Therefore, the batch sizes and epochs used in pretraining and
fine-tuning procedures are chosen by comparing the training
curves, i.e., training and validation errors versus amounts of
training time. Then, appropriate batch sizes and epochs are
selected according to experience. The hyperparameters of the
LA-SPDAE model are given in Table 2.
Using the hyperparameters listed in Table 2, the losses and

accuracy of the LA-SPDAEmodel on the training and validation
data sets are shown in Figure 7, where the curves about the
verification data set are drawn based on the result of one of the
five verification data sets. Seen from Figure 7, LA-SPDAE
performs well on both the training and verification data sets,
indicating that the determined parameters and hyperparameters
are appropriate.
In this case, the support vector machine (SVM),37 total

projection to latent structures (TPLS),7 SAE, SDAE, SPDAE,
and two DNNs named DNN1 and DNN2 are constructed for
comparison. The SVM andTPLS are shallowmodels, and others
are DNNs. Both DNN1 and DNN2 are three-layer fully
connected neural networks, but DNN2 has onemore corruption
layer than DNN1 before the input layer. Except that there are no
fusion layers in those DNNs, their structures are the same as that

of the LA-SPDAE. It is noteworthy that although the structures
of DNN2 and SPDAE look the same, their training methods are
completely different, resulting in different network models. For
theDNN2, a whole forward propagation and a whole fine-tuning
are usually regarded as completing a round of training, which will
be repeated until satisfactory accuracy is obtained. SPDAE
adopts a greedy layer-wise training algorithm as described in
Section 3.2. It can find good initial weights for reducing the
likelihood of the network becoming trapped in a local minimum.
Because there is a corruption layer in each PDAE pretraining, the
weights of SPDAE are different from those of DNN2.
Table 3 gives the total training times of different assessment

models. Seen from Table 3, LA-SPDAE spends more training
time than TPLS, SVM, SAE, DNN1, and DNN2, but it still takes
less training time than SPDAE and SDAE. That is to say,
although the structure of LA-SPDAE is more complex and more
parameters need to be trained than those of SPDAE and SDAE,
LA-SPDAE still convergences faster than SPDAE and SDAE for
its superior ability in feature extraction.
Figure 8 shows the visual results of performance-relevant

features extracted from every layer of the LA-SPDAE (20%)
through t-distributed stochastic neighbor embedding (t-
SNE).38 It can be seen that the performance-relevant features
of different grades in the first and second layers are not separated
entirely. With increasing feature extraction depth, the
separability of performance-relevant features of different grades
is significantly enhanced, and the fused features of different
layers have the best separability. That is to say, with increasing
number of layers, LA-SPDAE captures more informative
features from input data and provides a better description of
different performance grades based on the fused features.
Figure 9 exhibits the detailed online assessment results based

on different assessment models. The accuracy of TPLS, SVM,
SAE, DNN1, DNN2(20%), SDAE (20%), and SPDAE (20%)
are 42.55, 61, 91.55, 90.7, 99.15, 98.55, and 98.7%, respectively.
The proposed LA-SPDAE (20%) acquires the highest value
99.85%.
In addition, the precision ratio p, recall ratio r, and F1 score

are also used to illustrate the performances of different
assessment models. As can be seen from Table 4, LA-SPDAE
achieves the highest averages of the precision ratio p, recall ratio
r, and F1 score compared with other models, which can be
attributed to the following four aspects. The first aspect is the
model structure. All DNNs perform better than SVM and TPLS.

Figure 6. Layer number versus assessment accuracy and training time.

Table 2. Hyperparameters of LA-SPDAE

hyperparameters value

number of hidden layers 3
number of input layer nodes 12
number of layer 1 nodes 8
number of layer 2 nodes 5
number of layer 3 nodes 3
number of fusion nodes 8
number of output layer nodes 4
pretraining learning rate of layer 1, η1 0.015
pretraining learning rate of layer 2, η2 0.025
pretraining learning rate of layer 3, η3 0.025
pretraining batch size 16
pretraining epochs 200
fine-tuning learning rate, η4 0.015
fine-tuning batch size 16
fine-tuning epochs 100
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Figure 7. Losses and accuracy in the fine-tuning procedure for the LA-SPDAE; (a) losses; (b) accuracy.

Table 3. Training Times of Different Assessment Models (ν = 20%)

models LA-SPDAE SPDAE SDAE SAE DNN1 DNN2 SVM TPLS

time (s) 43.27 52.26 54.59 31.77 11.72 12.02 0.4 0.31

Figure 8. t-SNE embedding of performance-relevant features from different layers of LA-SPDAE (20%); (a) layer 1; (b) layer 2; (c) layer 3; and (d)
fusion layer.
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It suggests that, through multilayer nonlinear mapping, the
models with deep structures show stronger abilities in learning
and extracting essential features from the raw input data, but
SVM and TPLS lack such capability for nonlinear data disturbed

by noise. The second is the utilization of the “corruption” link.
While denoising, the input corruption of each layer can help
train a useful feature extractor to obtain better higher-level and
invariant feature representations, making SDAE, SPDAE,
DNN2, and LA-SPDAE get better assessment accuracy than
SAE and DNN1. The third one is to enhance the learning of
performance-relevant features. By optimizing the cross-entropy
loss of performance grade labels in the layer-wise pretraining
procedure, each PDAE is supervised to extract performance-
relevant features, which is conducive to distinguishing different
performance grades more accurately, so the DNN2, SPDAE, and
LA-SPDAE perform better than the SDAE. The last aspect is the
adaptive integration of performance-relevant features of all
layers. By introducing the attention mechanism, the LA-SPDAE
can achieve more accurate assessment results than the DNN2
and SPDAE. It indicates that performance-relevant features of
each layer contain useful information for the operating
performance assessment, and taking full advantage of them
helps to improve the discrimination of the performance grades.
To sum up, the LA-SPDAE shows the most outstanding
performance of all compared models in this case study.
To investigate the immediacy of different models in online

assessment, the assessment time of each model is given in Table
5. Because the structure of the proposed LA-SPDAE is more
complex, its online assessment takes more time than for other
compared models. However, assessment time of one sample less
than 0.2 millisecond (ms) can fully cope with the high sampling
frequency in actual production.
In order to further explore the importance of the perform-

ance-relevant features of each layer in integrated utilization, the
layer attention weights corresponding to different layers on the
test data set are examined and presented in Figure 10. It can be
seen that, for different performance grades, the distributions of
layer attention weights are different. Specifically, the perform-
ance-relevant features of layer 1 and layer 2 are the main
components that make up the fused features of the poor grade,
while the fused features of the general grade are the integration
of performance-relevant features from layer 2 and layer 3. For
the fine and optimal grades, the fused features are mainly
composed of single performance-relevant feature from layer 2
and layer 3, respectively. In other words, in operating
performance assessment with multiple performance grades,
each performance grade should not be characterized only by the
features of a certain layer. The effective utilization of the
performance-relevant features of each layer can provide more
accurate online assessment results.
Finally, the influence of corrupted proportion ν is investigated

and shown in Figure 11. The LA-SPDAE performs better than all
other models for a relatively wide range of corrupted
proportions. As the corrupted proportion increases, the accuracy
of LA-SPDAE does not decrease significantly. What this comes
down to is that, by introducing the performance grade label, LA-
SPDAE can extract the unique characteristics of each perform-
ance grade more accurately, and it also makes full use of the
information of each layer under the support of the layer
attention mechanism. These techniques make the LA-SPDAE
more capable of extracting unique invariant features from
changing corrupted inputs, making LA-SPDAE more robust to
noise data.

5. CONCLUSIONS
In this paper, a novel operating performance assessment strategy
based on LA-SPDAE is proposed for industrial data with weak

Figure 9. Detailed online assessment results based on different
assessment models: (a) TPLS; (b) SVM; (c) DNN1; (d) DNN2
(20%); (e) SAE; (f) SDAE (20%); (g) SPDAE (20%); and (h) LA-
SPDAE (20%).
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differences and strong noise interferences. The single DAE is
first improved to PDAE, so that it can train a more robust feature
extractor while extracting the performance-relevant feature from
the training data disturbed by strong noise. By stacking multiple
PDAEs hierarchically, the performance-relevant features are
successively learned, and these from different layers are further
fused based on layer attention weights, which enables LA-
SPDAE tomake full use of information at all layers and improves
the discrimination ability of the assessment model for data with
weak differences. Finally, through the case study in cyanide
leaching, the proposed LA-SPDAEmodel shows advantages in a

variety of evaluation indicators compared with some conven-
tional DNNs and shallow models.
Actual industrial processes usually have the characteristics of

long process and large lag. It usually takes several hours, days, or
even longer for raw materials from input to output. If the
assessment of product quality and operating performance can
only be carried out after the production, it is a post-assessment.
Although the assessment results have certain guiding signifi-
cance for future productions, it has no effect on the economic
losses caused by previous unsatisfactory operation. This study
proposed a method of online assessment for the process

Table 4. Precision Ratio p, Recall Ratio r, and F1 Score of Different Assessment Methods

index methods grade 1 grade 2 grade 3 grade 4 average

p(%) TPLS 84.09 48.79 37.91 27.02 49.45
SVM 49.14 47.04 69.06 100 66.31
DNN1 100 78.88 88.97 100 91.96
DNN2 100 99.8 96.9 100 99.17
SAE 100 76.45 83.33 100 89.95
SDAE 99.58 95.57 99.4 99.8 98.59
SPDAE 96.3 98.97 99.6 100 98.72
LA-SPDAE 99.6 99.8 100 100 99.85

r(%) TPLS 29.6 52.6 64.6 23.4 42.55
SVM 40 62 100 42 61
DNN1 74.4 92.6 100 95.8 90.7
DNN2 96.8 100 100 99.8 99.15
SAE 69.2 100 100 80 87.3
SDAE 95.6 99.2 99.8 99.6 98.55
SPDAE 99 96 100 99.8 98.7
LA-SPDAE 100 99.8 100 99.6 99.85

F1 score (%) TPLS 43.79 50.63 47.78 25.08 41.82
SVM 44.1 53.49 81.7 59.15 59.61
DNN1 85.32 85.19 94.16 97.85 90.63
DNN2 98.37 99.9 98.43 99.9 99.15
SAE 81.8 86.66 90.91 88.89 87.07
SDAE 97.55 97.35 99.6 99.7 98.55
SPDAE 97.63 97.46 99.8 99.9 98.69
LA-SPDAE 99.8 99.8 100 99.8 99.85

Table 5. Online Assessment Times of Different Models

models LA-SPDAE SPDAE SDAE SAE DNN1 DNN2 SVM TPLS

time (ms) 0.12 0.069 0.064 0.062 0.064 0.063 0.031 0.1

Figure 10. Attention weights of performance-relevant features; (a)
layer 1; (b) layer 2; and (c) layer 3.

Figure 11. Accuracy versus corrupted proportion ν.
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operating performance based on real-time collected production
data, which can help managers and operators to timely grasp the
operating performance and production index that will be
obtained under current operation state. Compared with post-
assessment, this is pre-assessment. It can find out the poor
operating performance of the production in time and make
adjustments at the initial stage of performance degradation, so as
to avoid unnecessary economic loss and ensure the improve-
ment of benefits for practical applications.
However, all training data used in this study are labeled, and

the actual production usually contains a large number of
unlabeled samples. When there are not enough labeled samples
to build a reliable model, unlabeled samples should be applied
together with the labeled samples to improve the model
performance. In future work, we will concentrate on some
extensions to the proposed method. First, semi-supervised deep
learning methods will be explored for the operating performance
assessment combining labeled and unlabeled data. In addition,
the information collected in the actual production process is
usually multi-source heterogeneous information, including
images, sounds, and so on, which involves feature extraction
and feature fusion of different types of information in the
operating performance assessment. In particular, it is very
significant to provide a reasonable operation adjustment strategy
when the process operating performance is not unsatisfactory, so
the determination of adjustment strategy for non-optimal
operating performance will also be investigated.
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