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ABSTRACT

Artificial intelligence has the potential to revolutionize health care but has yet to be
widely implemented. In part, this may be because, to date, we have focused on easily
predicted rather than easily actionable problems. Large language models (LLMs)
represent a paradigm shift in our approach to artificial intelligence because they are
easily accessible and already being tested by frontline clinicians, who are rapidly
identifying possible use cases. LLMs in health care have the potential to reduce clerical
work, bridge gaps in patient education, and more. As we enter this era of healthcare
delivery, LLMs will present both opportunities and challenges in medical education.
Future models should be developed to support trainees to develop skills in clinical
reasoning, encourage evidence-based medicine, and offer case-based training opportu-
nities. LLMs may also change what we continue teaching trainees with regard to clini-
cal documentation. Finally, trainees can help us train and develop the LLMs of the
future as we consider the best ways to incorporate LLMs into medical education.
Ready or not, LLMs will soon be integrated into various aspects of clinical practice,
and we must work closely with students and educators to make sure these models
are also built with trainees in mind to responsibly chaperone medical education into
the next era.
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CHALLENGES IMPLEMENTING
ARTIFICIAL INTELLIGENCE IN
HEALTH CARE

Artificial intelligence (AI) has already
started to transform the world around us,
but, until now, health care has lagged
significantly behind other industries (1).
Although an extraordinary number of
machine learning models have been built
in health care, only a small proportion of
these models have actually been
implemented (2–4). Part of the reason for
the disparity between model generation
and implementation is that current efforts
in AI are aimed at the wrong use cases
and may not always be designed ethically.

In many cases, the problems are chosen
on the basis of what can be most easily
predicted rather than where we need AI
to drive improvement. When we focus on
the easiest thing to predict, we may be
able to build models with reasonable
performance characteristics, but often we
cannot translate those predictions into
meaningful actions (2). An algorithm
predicting hospital readmissions may
perform well but may have limited clinical
utility if it cannot identify preventable
readmissions or highlight modifiable risk
factors to reduce the risk of readmission
(5). In choosing these problems, we often
neglect use cases such as customer support
or back-office process optimization, which
are in fact the most common areas for AI
adoption across other industries (6).

Even predictive models built by companies
such as major electronic health record
(EHR) vendors with the intent of
operationalizing them have failed to deliver
robust and ethical solutions. We have
found that some industry-developed models

perform poorly, have limited external valid-
ity, or risked serious bias against vulnerable
patient populations (7–10).

A TRANSFORMATIVE PARADIGM SHIFT

Large language models (LLMs) are
semisupervised, generative transformer
language models that are trained on
massive amounts of text data and
effectively contextualize the sequential
nature of words in a sentence to predict
the most plausible response. Essentially,
they are able to interpret user prompts
and provide a conversational response,
such as the case with the recently
popularized ChatGPT, developed by
OpenAI, as well as other tasks, including
summarization and translation (11).
Although we are just beginning to scratch
the surface of potential use cases in health
care, many are speculating that these tools
have transformative potential (3, 12).

Because these tools are widely available to
the public, they allow a paradigm shift in
how we think about identifying use cases for
AI in medicine. Testing use cases with simple
prompt engineering does not require the
same data science resources that are needed
to build a model from scratch. Doctors are
already testing the potential for LLMs in
medicine by asking tools such as ChatGPT to
draft insurance appeals or preauthorization
letters, summarize patient instructions at
varying reading levels, generate differential
diagnoses, and more (13–16). Many of these
use cases, if deployed in a trustworthy and
secure way, may serve to improve daily work.

POSSIBILITIES AND PITFALLS

LLMs, if implemented well and with
careful consideration of their limitations,
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could enhance patient care, dramatically
reduce clerical work, and improve both
patient and provider satisfaction. Some of
the potential use cases for LLMs in health
care are presented in Table 1 and
summarized below.

Reducing clerical work could dramatically
improve daily physician work. By
targeting task automation or clinical
documentation, these models could enable
physicians to spend less time behind a
screen and more time with their patients.
With rising physician burnout related to
growing documentation burdens and
administrative tasks, LLMs represent a

great opportunity to lighten this load
(17–19). If trained on medical record data,
future iterations of these models could
provide drafts of prior authorizations or
family medical leave letters that are
tailored to the patient. Similarly, these
future LLMs could prepare an outline of a
clinical note before any patient encounter,
including relevant past visits, laboratory
test results, imaging, and more, to
effectively “preround” for the doctor.
Eventually, such models could be
implemented in concert with ambient,
automatic audio recordings of clinic visit
encounters to serve as an “electronic

Table 1. Sample use cases for large language models in health care

Use Case Possibilities

Task automation � Drafting prior authorization requests, insurance
appeals letters, work letters, disability paperwork,
medical leave requests, and more

� Triaging patient messages (in-basket) and
drafting a skeleton response for provider review

Patient education � Translating medical jargon into clinic visit
instructions or discharge instructions at a patient-
friendly reading level

� Drafting lifestyle counseling recommendations
such as diet, exercise, basic physical therapy etc.

� Creating medication tables with clear instructions
for use and side effects

Clinical documentation � Using prior clinic visit notes, diagnoses,
laboratory test results, and imaging results to
prepare the outlines of a note

� Summarizing long hospital course to prepare an
outline of a discharge summary

� Pulling out key information from a note to identify
billing level

Diagnostic assistance � Offering a basic differential diagnosis based on a
problem representation or the available clinical
data in the EHR

� Identifying case reports of patients with similar
problems or rare diseases

Literature review � Summarizing key studies and their findings in a
particular field

� Identifying and summarizing the articles relevant
to a new research project

� Copyediting academic manuscripts to help bridge
equity gaps for trainees and providers for whom
English is a second language

Definition of abbreviation: EHR=electronic health record.
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scribe” and prepare a structured note by
the end of the visit for a clinician to
review before signing. Although previous
iterations of digital scribes have had issues
with accuracy and appropriate formatting
for clinical notes, future language models
that are trained using reinforcement
learning with human feedback can
optimize these models to understand
and translate human conversation into
clinically useful notes (20). More
importantly, they may mitigate physician
responsibilities for billing by interpreting
and coding notes on the basis of what has
already been documented. These
possibilities could help offload a
substantial amount of clerical work for
physicians, allowing them to get back to
what they care about: delivering high-
quality patient care.

LLMs could also play a key role in
bridging gaps in patient education. Patient
communication and education have been
recognized as vital to providing safe
patient care; yet, there are still barriers to
effective patient communication, especially
for patients with limited English
proficiency (21–24). LLMs could
potentially serve as translators, taking in
complex medical jargon and simplifying it
for patients at varying reading levels and
in various languages. These could apply
to clinic visit summaries, discharge
instructions, lifestyle counseling,
medication counseling, and more to
improve health equity in communication
for vulnerable patients. Once trained on
medical domain–specific data or EHR
data, these models could even provide a
first draft of patient instructions based on
a prompt as simple as “blood pressure
monitoring instructions” and provide sum-
maries that differ on the basis of the read-
ing level of the patient or in the patient’s
native language. Such interventions not

only would improve provider efficiency
but also could dramatically improve
patients’ understanding of their health.

However, for all of these use cases, we
must be cautious of the limitations of
LLMs. The U.S. Department of Health
and Human Services has released
guidelines for six key principles of
trustworthy AI that should be considered
before implementing any AI tool in health
care and can be a useful frame for
evaluating LLMs (25):

1. Robust/reliable: LLMs must be accurate and
may need additional training on healthcare-
specific data to allow them to minimize
incorrect information conveyed. They will
also need regular retraining to incorporate
new studies, guidelines, and recommenda-
tions. Considering these limitations, even
OpenAI has disallowed the use of its models
to provide diagnostic or therapeutic services
as of March 23, 2023 (26).

2. Fair/impartial: LLMs must be trained
thoughtfully to prevent the incorporation
of explicit or implicit biases found in their
training data, which could perpetuate
socioeconomic disparities in health care
(27, 28). Efforts to mitigate these biases are
ongoing, including the development of
libraries to measure and describe model
bias (29).

3. Transparent/explainable: The output of
LLMs must be explainable or justifiable
such that clinicians using them can reason-
ably understand the response provided.
Currently, LLMs cannot refer to their
source materials to justify a response or
provide a level of certainty with any given
answer and will need these features in
future iterations.

4. Responsible/accountable: LLMs will need
strict protocols of review and oversight by
clinicians to ensure that safe and effective
patient care is provided.

5. Safe/secure: LLMs trained on patient data
must protect that data. As future iterations
of these models are built incorporating
EHR data, safeguards will be needed to
ensure the safety of these data and prevent
data leak (30).
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6. Privacy/consent: LLMs must be built ethi-
cally with patient preference in mind.
Trust is key in the doctor–patient relation-
ship, and the use of LLMs to draft
responses to patient messages could erode
this trust, especially in sensitive spaces such
as mental health counseling (31). Future
LLMs that are built on EHR data will
need explicit consent from patients.

Finally, it is unclear how LLMs should be
credited, as exemplified by current
controversies in the use of AI-generated
text in academic writing (32). In this and
other contexts, a middle path may be
appropriate in which the use of LLMs is
acknowledged but does not rise to the
level of accountability needed for true
authorship credit (33). Examples of how
these principles of trustworthy AI can be
applied to LLMs are shown in Table 2.
For these reasons, it is critical that LLMs
in their current form be used only to
streamline physician work rather than
replace it.

TRAINEES AND LLMS

As we enter a new era of healthcare
delivery in which LLMs will be readily
available to our trainees, we anticipate
there will be both great opportunities and
challenges in how these models will
impact the next generation of physicians
and the ways in which we teach them.

Coaching for Synthesizing Patient Data
into an Assessment and Plan

One of the most challenging leaps for
trainees is the transition from a
preclerkship to a clerkship style of
education (34). Students must learn to
consolidate and synthesize vast amounts of
medical knowledge into relevant clinical
knowledge for the patient in front of
them. They must process real-world data
to produce problem representations, differ-
ential diagnoses, and plausible plans for a

patient. Traditionally, early learners work
closely with their supervising residents or
attending physician to hone these skills.
However, these interactions may some-
times be performative and high stakes for
the learner, which may not suit all trai-
nees. LLMs could serve as a low-stakes
alternative to support trainees in self-
directed learning during this process.
Imagine a future LLM trained on clinical
note text, discrete data, PubMed, and
other medical references that is able to
review draft clinical notes from trainees
and provide additional recommendations
to their differential diagnoses or plans and
explain why with helpful references (35).
Although this certainly cannot replace
clinical expertise, it can be one more help-
ful nudge in the right direction. However,
it will be important to consider best prac-
tices for how learners interact with these
types of models. An AI model that reviews
a student’s work and provides feedback
can be helpful in consolidating knowledge,
but a model that does the thinking for
them could be harmful instead. Further-
more, ensuring the validity of LLM
responses for various use cases will be crit-
ical before learners engage with potentially
erroneous output.

Facilitating the Effective Application of
Evidence-based Practice

In the era of evidence-based medicine,
trainees are taught to actively incorporate
the practice of seeking and appraising
medical literature in the care of patients
(36, 37). This includes defining the prob-
lem, recognizing the information that
might solve this problem, searching the lit-
erature for relevant studies, interpreting
the results of these studies, and applying
them to the care of the patient at hand
(37). Although the process of evaluating a
study and, critically, deciding whether it
could apply to your patient is still a vital
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Table 2. Principles of trustworthy artificial intelligence applied to large language
models

Principles of Trustworthy AI Specific Examples for LLMs

Robust/reliable � Current LLMs are at risk of “hallucination,” or providing
plausible-sounding but incorrect information. For example,
some current LLMs will cite studies that sound realistic but
do not exist. This is an evolving problem, and LLMs
themselves may be able to help identify hallucination (44).

� Some LLMs may have knowledge cutoffs, or date limits on
the most recent data that have been used to train the
model. Some periodic retraining of the model would be
necessary to incorporate new studies, guidelines, and
recommendations as they arise.

Fair/impartial � LLMs can incorporate biases found in their training data,
which could inadvertently perpetuate harmful racial, sex,
and other biases (27, 28). For example, this could lead to
bias in generating a work letter for male versus female-
identifying patients or in drafting a response to a patient
portal message about pain for White versus Black patients.

Transparent/explainable � Current publicly available LLMs are not able to provide
much explainability in their responses in the form of either
references to the source materials that they are using to
formulate a response or providing an assessment of
certainty in the accuracy of a response. This limits a user’s
ability to accurately interpret a model’s responses.

Responsible/accountable � Because these tools are still in their infancy, there will need
to be strict supervision and oversight from the physicians
who use LLMs to make sure that information conveyed by
these models is not inaccurate or incomplete. For example,
although LLMs may be able to draft patient portal
message responses, a physician still needs to review and
read this message before sending it.

Safe/secure � Current LLMs have not been built using any specific
patient data, but already they have had issues with the
leak of conversations between users (30), which is why
both physicians and healthcare organizations must be
cautious with their use. Physicians should not use
protected health information through unsecured online
LLMs, and healthcare organizations should create systems
for secure computing and business associate agreements
to ensure the safety of these data if partnering with
organizations that build LLMs.

Privacy/consent � Publicly available LLMs have been trained on public
internet data, but future LLMs built on electronic health
record data will need explicit approval and consent from
patients regarding the use of their data.

� Patients may not be comfortable with messages or
documentation from their providers being drafted wholly
or in part by a model. This can have serious implications
for patient trust, especially if used for sensitive topics (31).
Such technology should allow patients to opt in or opt out.

Definition of abbreviations: AI = artificial intelligence; LLM= large language model.
Adapted from Reference 25.
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part of training, the process of searching
for the evidence base is not. Although cur-
rent LLMs may not be capable of citing a
source within their training data, future
LLMs could be trained for this purpose on
a “reliable” corpus of articles like PubMed,
such as BioBert or BioMedLM. These
LLMs could efficiently highlight the high-
quality studies most relevant to the problem,
allowing trainees to focus on the appraisal
step (38, 39). Furthermore, trainees could
use these future LLMs to help familiarize
themselves with the evidence base behind
well-known practice patterns, such as in the
management of patients with heart failure
with a reduced ejection fraction.

Generating Synthetic Training Cases
for Interactive Learning

Case-based training has been a staple of
medical education. This entails authored
cases with focused questions aimed at
stimulating clinical reasoning and the
gradual release of the relevant physical
examination, laboratory tests, and imaging
to help the trainee make a diagnosis and
treatment plan. If trained on EHR data,
an LLM could conceivably generate
synthetic patient cases in a similar way
and potentially even interact with trainees
to reveal bits and pieces of information as
the case progresses. Each case could be
completely unique and challenge learners
to manage diagnostic uncertainty in a
safe, simulated environment. Future
iterations could even be used to evaluate
trainees as a novel form of examination.

Of course, there will be significant
limitations of LLMs as they relate to
medical education. There is justifiable
concern about the accuracy of these
models. Although recent studies have
shown that ChatGPT and other LLMs
trained on medical domain–specific data
are capable of passing the United States
Medical Licensing Examination, these

models only pass with 60–68% accuracy
(40, 41). This is an incredible performance
for a language model but a paltry perfor-
mance if we are to consider the tool to be
an educator on the topic. Moreover, such
models could present plausible-sounding
answers to trainees who may not be able
to discern reality from fiction. As they cur-
rently exist, it may be hard to tease out
these errors because tools such as
ChatGPT cannot currently justify or
provide references for their response.

It is also important to consider how the
implementation of these theoretical LLMs
into clinical workflows may change what
is important to continue teaching our
trainees. For example, as ambient “scribe”
LLMs become more prevalent, the basic
structure of a history and physical
examination or subjective, objective,
assessment, and plan note may become
less important to formally teach than the
way to communicate an assessment and
plan with the patient. Instead, it may be
more valuable to teach trainees how to
write appropriate prompts, validate
responses, and detect potential errors.
LLMs will also challenge educators to
reframe their approach to clinical
teaching. For example, in a world in
which trainees could easily access a
differential diagnosis from an LLM,
clinical teaching may focus instead on the
conceptual frameworks around that
differential or the softer skills of clinical
reasoning. As these models alleviate our
nonclinical burdens, we may be able to
spend more time with trainees and
patients to model these skills. As our
trainees may have greater familiarity and
comfort with technology and may not
have the workflows of today ingrained in
them, they will be vital partners in
envisioning a future in health care that
can use LLMs to transform clinical care.
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Furthermore, if trainees are involved in
the training and supervision of these
models, they can help develop these
models to be effective teachers for future
trainees.

Finally, we must consider the ethical
implications of using language models.
There has been widespread popular
concern about the use of LLMs to cheat
on examinations or other forms of
evaluation. Similarly, there may be
concerns about the use of LLMs by
students on the wards or in research as a
form of academic dishonesty. Learners
who use LLMs to supplement their
differential diagnosis or improve their plan
may be using this tool appropriately, but
those who use LLMs to generate an entire
clinical note or academic article that they
claim as their own may not be. The “line
of appropriateness” may also shift as
trainees progress from undergraduate
medical education to graduate medical
education. This problem is further
exacerbated by the fact that it can be
hard for humans to distinguish between
AI-generated text and natural text (42).
Future LLMs may need to be built in con-
junction with AI classifiers to help educa-
tors understand how and to what extent
trainees are using LLMs (42, 43). How-
ever, learners will still likely use tools such
as LLMs, regardless of whether they are
formally incorporated into their curricula
or clinical experiences. Rather than letting
medical trainees use ChatGPT or which-
ever LLM they choose, it would be more

ideal if we provided them with sanctioned
LLMs that are trained on the most appro-
priate corpus, implemented at the right
point in the workflow, and provide the
context and explanations needed to
enhance learning.

CONCLUSIONS

Whether we are ready or not, LLMs such
as ChatGPT, Med-PaLM, and others will
soon be integrated into various aspects of
clinical practice. We anticipate that they
will transform patient and provider experi-
ence and medical education for our trai-
nees. Because academic medical centers
are at the forefront of clinical innovation
and medical education, they must engage
with stakeholders to thoughtfully design
and implement these tools. We must
develop key partnerships with technical
leaders within our organizations and with
external companies with expertise in
LLMs. We must think about the privacy,
safety, and security of training these mod-
els, especially if patient data are used. We
must work with frontline clinicians to
understand their successes and failures
with LLMs and center usability in our
implementations. We must work with edu-
cators and students to make sure these
models are also built with trainees in mind
to ethically and responsibly chaperone
medical education into the next era.

Author disclosures are available with the
text of this article at www.atsjournals.org.
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